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ABSTRACT

Earth orbital space stations and. bases are being defined as facil­

ities which can support operational and experimental equipment on a 

long-term basis. This next generation of manned space vehicles will 

closely resemble earth-based scientific facilities and will intro­

duce a new, more routine mode of operation than has characterized 

previous manned space programs. The space station must be self- 

contained and will provide for a wide variety of activities which 

will include requirements for system surveillance, checkout, pro­

cess and experiment control, and data management.

A prototype Data Management System is currently under develop­

ment at the Manned Spacecraft Center, Houston, Texas, utilizing an 

IBM Pi-EP digital computer and specialized data acquisition, com­

mand, and display equipment. A specialized "higher level" language 

referred to as the Data Management System Operational Language has 

been developed which allows a subsystem engineer or astronaut to 

prepare tasks for the Data Management System to perform. The syn­

tax of this language is closely oriented toward the functions of 

spacecraft data management and system performance monitoring.

A set of specialized machine language programs has been developed 

by the author as described in Chapter III and operates in conjunc­

tion with the DMS Operating System. These programs allow for the 

preparation of new DMS tasks while the DMS is performing its real 



time data processing functions. This set of programs is called the 

Task Generation and Review System and is an interactive system whose 

processing is directed by the operator from the Control and Display 

Unit. DMS Operational Language statements which are to be processed 

are obtained from either the Source Program Library in mass storage 

or from operator generated statements received from the keyboard. 

These two sources of input may also be inter-mixed. Communications 

destined for the operator consist mainly of tutorial information and 

diagnostic messages relating to errors detected in the construction 

of language statements.

The Task Generation and Review System has been designed to trans­

late the symbolic input operating as a single pass language processor. 

Since the language permits relative and symbolic referencing from one 

statement to another statement within the task without restriction 

on their relative occurrence, a technique has been developed to re­

solve these references without resorting to a multipass compilation 

process. This eliminates the requirement to maintain an "intermed­

iate" copy of the source program for use on a subsequent processing 

pass by the compiler. This effectively reduces the amount of system 

resources required by the compiler.
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CHAPTER I

A PROTOTYPE DATA MANAGEMENT SYSTEM

INTRODUCTION

Earth orbital space stations and bases are being defined as fa­

cilities which can support operational and experimental equipment on 

a long-term basis. This next generation of manned space vehicles will 

closely resemble earth-based scientific facilities and will have an 

operational life of approximately ten years. An earth-orbiting space 

laboratory housing 12-50 men has been proposed by NASA for implemen­

tation in the 1975-1980 period and is presently in the design defini­

tion phase.

The space station will introduce a new, more routine mode of ope­

ration than has characterized past manned space programs. The sta­

tion will exploit the unique features provided by its location in low 

earth orbit for rapid earth surface viewing, unobstructed celestial 

viewing, and will allow scientists and engineers to pursue a wide vari­

ety of research and applications activities in the areas of astronomy, 

medicine, meteorology, earth resources, manufacturing processes, and 

others.

The space station must be self-contained and will provide for a wide 

variety of activities and information. This is expected to include, 

life support, power generation, stabilization, communications, opera­

tions control, system surveillance and checkout, process and experiment 

control, and large volumes of reference information necessary for the 

normal activities of the space station.
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A particular space station system that can perform some of these 

functions is the Data Management System (DMS). Part of the Data 

Management System will be one or more general purpose digital compu­

ters capable of supporting all required mission operations in a real 

time environment. Existing spacecraft qualified information proces­

sing equipment lacks the capacity and flexibility to satisfy the ex­

pected Data Management System requirements. The multi-computer and 

multi-processor computer configurations, which are being proposed as 

major constituents of the Data Management System are currently being 

investigated.

Probably the most important function the Data Management Sys­

tem must perform in order to guarantee the safety and welfare of the 

crew is that of subsystem performance monitoring and checkout. The 

Mercury, Gemini, and Apollo spacecrafts have relied heavily upon large, 

dedicated ground support systems for both pre-launch and mission per­

formance monitoring while carrying only a limited quantity of onboard 

equipment for this purpose. This function has been implemented on­

board in the form of a Caution and Warning Subsystem designed to de­

tect major malfunctions in other spacecraft subsystems. These gen­

erally required immediate crew attention. Some additional informa­

tion was available to the crew from the Guidance and Navigation Sub­

system computer and from indicators in the spacecraft. However, the 

primary means of monitoring subsystem performance has been through 

ground based evaluation of telemetry data. Information required by the 

crew was, in many instances, relayed from ground flight controllers to 

the crew. No dedicated checkout equipment was provided to help isolate 

subsystem malfunctions.
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The concept of a self-contained space station requires that the re­

liance upon ground based facilities as was provided in these earlier 

space programs be discontinued, and that sufficient capability be pro­

vided onboard the spacecraft to monitor subsystem performance, per­

form subsystem checkout, and isolate failures to the lowest level of 

replaceability or repairability so that the appropriate corrections 

could be initiated in case of a failure. As the concepts for per­

forming these functions has evolved, a great emphasis has been placed 

upon the utilization of computerized systems. As a consequence, the 

systems proposed require extensive programming to effectively imple­

ment them.

In all likelihood the Data Management System will be called upon 

to perform functions which are not necessarily checkout oriented. 

These may include spacecraft configuration control, process control, 

experiment control, mission management, and data processing.

It has become apparent that implementation of many of these func­

tions using machine language programming is unfeasible due to the com­

plexity of developing machine language programs and successfully inte­

grating them into the total system. Changes in hardware configuration 

or operational characteristics may significantly impact the design of 

a machine language program. In particular, the need for a "higher 

level" language in developing the spacecraft checkout programs has been 

recognized. This basic language with certain additional capabilities 

is likely to find application in many other areas as well. Checkout, 

system surveillance, and fault isolation programs will be prepared 



in a test oriented language, allowing a subsystem engineer, astro­

naut, or scientist to prepare sequences which do not require him 

to possess any detailed knowledge of the program structure of the 

Data Management System computer. Other tasks for the Data Management 

System to perform will be handled in a similar manner.

The use of a "higher level" language in these applications has 

several advantages which are generally shared by most "higher level" 

languages. These advantages are: (1) sequences or tasks can be pre­

pared directly by engineering personnel and need not be translated 

from engineering documents into machine language programs by persons 

unfamiliar with the requirements (2) the time required to produce an 

operational program will be reduced since the computer operating sys­

tem (executive, supervisor, and utility programs) remains fixed and 

does not require re-assembly when new tasks are added to the system, 

(3) greater visibility into task execution can be obtained by pre­

paring sequences in a specialized language rather than coding them di­

rectly in machine language, (^) sequences can be prepared on any com­

puter for which the compiler program is available, and (5) tasks can 

be more easily verified by ground based computer through the use of 

simulation techniques prior to their inclusion in the onboard system 

than could be accomplished by using the onboard system directly.

A PROTOTYPE DATA MANAGEMENT SYSTEM - HARDWARE CONFIGURATION

A Prototype Data Management System is being developed by the National 

Aeronautics and Space Administration/Manned Spacecraft Center under its 
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advanced development program. The system is composed of a prototype 

unit known as the Onboard Checkout System (OCS), a programmable data 

acquisition, command, and preprocessing system known as the Data 

Buffer Input/Output System (DBIO), and a disk storage system. The 

purpose of this prototype is to evaluate candidate techniques for 

possible application to onboard checkout and spacecraft data manage­

ment in future flight qualified systems.

The OCS is a computer-controlled system designed specifically for 

application to onboard spacecraft checkout. The system consists of 

seven basic units corresponding to blocks of Figure 1. These units 

and their primary function are;

(1) Airborne Digital Computer (ADC) - An IBM 4- Pi-EP airborne general- 

purpose digital computer provides the necessary computer control 

for the system. This computer is similar in design to the IBM 

36o/44 computer and utilizes a subset of the System 360 instruc­

tion set (storage-to-storage and floating point instructions are 

excluded). It is equipped with sixteen general purpose registers, 

98,304- bytes of main storage, and a single System 360 multiplexed 

l/o channel.

(2) Control and Display Unit (CADU) - This unit provides the neces­

sary control and display devices for the system operator to ini­

tiate, monitor, and control the various modes of the system. The 

CADU includes an Alphanumeric Display Unit (12 lines, 21 charac- 

ters/line), a Microdata Assembly (microfilm display unit), an al­

phanumeric keyboard, special system function keys, and system sta­

tus indicators. The CADU/operator interface is shown in Figure 2.



FIGURE 1. PROTOTYPE DATA MANAGEMENT SYSTEM HARDWARE CONFIGURATION
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(3) Data Interchange and Control Unit (DIACU) - The DIACU provides 

the interface conversion, timing, and control logic to accom­

plish data interchange between the ADC and the other CCS units.

(^) Stimulus Generator Unit (SGU) - The SGU is a programmable func­

tion generator, providing analog voltage and current outputs 

to the analog stimulus bus of the CCS.

(5) Stimulus Switching Unit (SSU) - This is a program-controlled 

signal switching device used to route SGU generated analog stim­

uli, internally generated discrete stimuli, and parallel digi­

tal signals to selected test points of the unit under test.

(6) Measurement Unit (MU) - The conversion of analog signals re­

ceived on the measurement bus into a format acceptable for in­

terpretation by the ADC is the function of the MU. It is a pro­

grammable analog signal conditioner and analog-to-digital con­

verter.

(?) Measurement Switching Unit (MSU) - The MSU is very similar to 

the SSU except that it is used to route analog signals from se­

lected test points of the unit under test to the analog measure­

ment bus of the CCS.

The remainder of the prototype systems consists of the following 

devices:

(1) Mass Storage Unit (IBM 2311 Disk Storage Drive, 28^1 Storage 

Control Unit, and 1316 Disk Pack) - These devices function as 
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a single mass storage unit within the system and provide for 

high speed, direct access storage of approximately 7 million 

bytes.

(2) Bata Buffer Input/Output System - The overall function of the 

system is to provide buffering of command-control functions 

and measurement data acquisition for the Bata Management Sys­

tem computer. It is a stored program unit capable of pre­

processing data from an adaptive measurement subsystem, a de­

mand measurement subsystem, and a PCM data subsystem. Measure­

ment values are independently programmed with options to per­

form zero-order prediction, or fixed limits, and/or floating 

limit data compression. The system also has the capability to 

store command sequences that may be initiated as desired by the 

Bata Management System. Only general status data and non-re- 

dundant measurement data are normally made available to the 

Bata Management System, thus reducing the overall processing 

requirements of that system.

THE BATA MANAGEMENT SYSTEM OPERATING SYSTEM

The BMS Operating System provides a real time, multiprogrammed en­

vironment in which the various tasks of the system are performed. This 

operating system is composed of an Executive System and a Supervisor 

System.
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Executive System - The Executive System's major function is to pro­

vide the real time multiprogramming capabilities. In order to accom­

plish these functions the Executive System is divided into three ma­

jor areas: (1) a System Communication Region or Data Base, (2) a 

Resource Management Subsystem, and (3) an Execution Subsystem.

System Communication Region - The isolation between various tasks 

is realized through the use of a common Communication Region for all 

tasks being processed by the system. It functions as a data base in 

that a task's execution is determined by conditions or data existing 

in the region. The DMS Operating System does not require a monitor 

program which constantly assesses system status. Instead overall 

processing of tasks through the system is controlled by status and 

request flags within the Communication Region.

Figure 3 shows the relationship of the Communication Region to the 

remainder of the system. Each task is allocated a portion of the Com­

munication Region to function as a data base for that task. For one 

task to communicate with another task it uses the common system's data 

base. The Executive is responsible for updating each task's data base 

as required to reflect the task's current status. Information con­

cerning a task's current status is contained within a Task Status Reg­

ister (TSR) assigned to that task. The status of the overall system 

(such as hardware device availability) is contained within a single 

Program Status Register (PSR). The Task Status Registers and Program 

Status Register are explained in more detail in Appendix C.



FIGURE 3. EXECUTIVE STRUCTURE AND JOB FLOW
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Resource Management Subsystem - The Resource Management Subsystem as­

sures that the optimum throughput of the system is realized and that the 

resources (l/o channel, main storage, and peripheral devices) of the system 

are efficiently utilized. For example, data to and from the operator is 

not processed as rapidly as data to and from other tasks or hardware de­

vices due to the relatively slow response time of the operator.

Task initiation is handled exclusively by the Executive System. This 

assures that critical functions and l/o operations will be completed as 

scheduled and that no task will be allowed to take control of the system 

for extended periods of time and thus reduce the real time response capa­

bilities of the system. Once given control by the Executive System, if 

a task cannot complete its required processing within a "reasonable" per­

iod of time, the task must be scheduled for execution at some later time 

and control returned to the Executive System so that the next scheduled 

task may begin processing.

Scheduling of tasks to be processed is handled by a subroutine within 

the Executive System called Request Control (REQCTRL). Servicing of these 

requests is handled by the Executive system in the same order as the re­

quests were initiated. As an example, assume that a partiuclar task has 

completed a specified portion of its execution and wishes to give up con­

trol of the system but regain control at a later time. The task does this 

by internally saving the contents of any general registers needed during 

the next processing period, placing its base address in General Register 

Zero, placing the desired program re-entry address in General Register 

Thirteen, and calling the Request Control subroutine. Request Control 
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enters the request in its internal table along with the parameters passed, 

in General Registers Zero and. Thirteen. Control is then returned to the 

Executive System where the next task is initiated. After all previous 

requests in the table have been serviced the task in this example will be 

initiated at the requested re-entry address. The tasks base address will 

be placed in General Register zero such that addressability for the task 

can be re-established.

Since a job that requires an l/o operation will in general be unable 

to continue until that operation has been completed, a task requiring such 

an operation enters an l/o request in the Communication Region and relin­

quishes control (using Request Control) of the system to the Executive. 

The Executive can at this point cause another task to begin execution. 

Other jobs requiring the same l/o device will also enter their requests 

in the Communication Region and will be placed in an l/o Job queue for 

that device. A separate l/o job queue is maintained for each l/o device 

in the system. As soon as an l/o operation with a particular unit is com­

pleted, the next request in the queue is initiated. This assures that a 

minimum of time is expended between successive l/o operations. The results 

of an l/o operation are placed in the data base of the requesting task and 

may be accessed by that task when it resumes execution after the next Execu­

tive cycle.

Execution Subsystem - The Execution Subsystem is responsible for calling 

the manipulative routines, loading additional tasks and programs, and re­

acting to actions or requests that constitutes the majority of work per­

formed by the Data Management System. The Execution Subsystem is designed 
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to perform pseudo-concurrent (multiplexed or time shared) processing of 

tasks by allowing a particular data base to control system operation for 

a short period of time then giving control to another task's data base. 

Tasks may include parametric data generated by one of the DMS Operational 

Language compilers or relocatable, machine-language subroutines known as 

Load and Execute Routines. Tliese routines are generated by the IBM 360 

Assembly System. In contrast to Load and Execute Routines, tasks main­

tained in parametric format consist of a list of identifiable data which 

is interpretted (executed) by the subroutines within the Execution Sub­

system. These subroutines cause the desired action to be performed. In 

normal system operation both Load and Execute Routines and parametric 

tasks data are located in mass storage ready for execution when load into 

main storage.

Each task being executed (up to a maximum of fourteen at any particu­

lar time) is allocated a portion of the System Communication Region corre­

sponding to the particular task slot (zero to thirteen) being utilized. 

This area contains the Task Status Register, and a block of main storage 

called a Direct Access Display Page. During execution of a task, the 

system updates the Task Status Register to reflect any changes and the 

task updates its display page as required; i.e., operator attention mes­

sages, data values, etc. are stored in this area for display. The opera­

tor may review the status of any particular task by selecting the corre­

sponding Direct Access Display Page for viewing on the Control and Dis­

play Unit. Viewing of a task's display page area does not affect the 

execution or status of any task within the system.
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When a particular page is selected, all function keys, alphanumeric 

keys, and status indicators, with the exception of certain system oriented 

controls, affect only the page selected for display. This reduces the prob­

ability of the operator causing an undesirable action to be taken by the 

system should he make an erroneous entry. The Data Management System is 

designed to operate in an automatic mode as described below. In addition, 

individual tasks may be processed in one of several different modes at 

the operator's discretion. These modes are also described below:

(1) Automatic - A specified task functions as a supervisor in that it 

can, based on milestones derived from data, time or operator in­

put, determine which tasks it wants loaded into any of the task 

slots or any Load and Execute Routines which may be required.

(2) Semi-Automatic - The operator can call for a task via the key­

board. The task is loaded and executed without further opera­

tor intervention.

(3) Manual - In this mode the operator can, by depressing keyboard 

pushbuttons, control task execution to one step at a time.

(U) Review - By placing a task in Review Mode the symbolic source 

language statements for the task may be viewed on the CADU rather 

than having the task executed. This does not affect the execu­

tion of other tasks by the system. The operator may modify, de­

lete, or add functions to a task when in Review Mode. The task 

under review is also compiled. However, this function is limited 

to tasks prepared in the DMS Operational Language.
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(5) Compile - A new task may be prepared on-line from the keyboard.

After a successful compilation, the task may be retained in mass 

storage ready for execution at any time. The system can, while 

performing an on-line compilation, operate in a normal testing 

mode. This function is similarly limited to preparing tasks in the 

DMS Operational Language.

Supervisor System - The Supervisor System is mainly responsible for 

actions requiring the use of the multiplex l/o channel. It assesses chan­

nel status, initiates l/o operations, and analyzes interrupts. The Super­

visor also supports the system with a programmable real time clock. Ini­

tial program loading and error recovery procedures are handled by the su­

pervisor.

Main Storage Allocation - The main storage allocation for the DMS 

Operating System is illustrated in Figure The functions of the Super­

visor, Executive, and Common Communication Region have been previously 

described. Two additional areas shown in the figure, but which have not 

been discussed are the Utility Programs and the System Loader. These pro­

grams provide generalized functions and may be utilized by other system or 

application programs. Access to these programs is obtained by using the 

Common Communications Region. The loader constitutes the upper bound on 

available main storage.

Only a moderate portion of main storage is required by resident programs 

of the DMS Operating System. The remaining area of approximately $0K bytes 

constitutes the Task Data List. The Task Data List is a transient area
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into which system tasks are brought for execution. An overlay technique 

is utilized when new tasks are loaded thus requiring that the area peri­

odically be rearranged or squeezed in order to maximize the amount of 

storage available when the next task is loaded. This is termed a storage 

segmentation technique.
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CHAPTER II

THE DATA MANAGEMENT SYSTEM OPERATIONAL LANGUAGE

A "higher level" language has been developed for use with the previously- 

described Data Management System. It allows a subsystem engineer, to pre­

pare system tasks in a relatively simple language closely oriented to­

ward the function of spacecraft performance monitoring, checkout, and 

data management, without the need to be involved in the internal opera­

tions of the Data Management System. This language is known as the Data 

Management System Operational Language. A general description of the 

language content and format is given in the following paragraphs.

Data Management System Operational Language Elements - Tasks prepared 

in the DMS Operational Language consist of a series of operations logic­

ally arranged to perform a desired function. These operations are speci­

fied by DMS Operational Language elements, each indicating a self-con­

tained operation to be performed. Elements can be classed into two gen­

eral categories. Those which generate parametric output and those which 

do not. The latter are termed pseudo elements and are utilized for pro­

gramming convenience only. Parameter generating elements perform such 

functions as measuring a spacecraft parameter, stimulating a subsystem 

test point, moving data from one location to another, algebraic manipu­

lation of data, or displaying selected information to the astronaut or 

engineer. In addition to these functions, elements are included which 

allow logical decision making and branching. A list of the DMS Opera­

tional Language elements and a brief description of their function is 

given in Table 1.
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TABLE 1

DATA MANAGEMENT SYSTEM OPERATIONAL LANGUAGE ELEMENTS

1. Timing and Synchronization

DELAY - Delays further execution of DMS Operational Language elements 
in the originating task until the specified time interval 
has expired.

INTERRUPT' - Allows a portion of a task to be time limited. A speci­
fied alternate sequence is executed if the time limit ex­
pires .

WAITFOR - Either wait a specified time for an operator intervention 
or the occurrence of change data in the Change Buffer portion 
of the Data Buffer as previously identified by one or more 
SCAN elements.

2. Sequencing

START - Defines the beginning of a task or subroutine written in the 
DMS Operational Language. For monitor tasks it also defines 
the time between successive executions and for clock initiated 
tasks it defines the time of day that execution is to begin.

END - Defines the end of a task or subroutine.

GOTO - An unconditional program jump to a specified element.

CALL - Branches control to a DMS Operational Language subroutine and 
returns control to the calling element + 1 when a RETURli ele­
ment in the subroutine is encountered.

RETURN - Used to define the end of execution of a DMS Operational 
Language subroutine and cause program control to be trans­
ferred to the subroutine calling element + 1.

TERMINATE - Defines the end of a DMS Operational Language task (must 
be last element of the source program).

ENTRY - Defines a point within the task where execution may begin.

3- Data Manipulation

SOLVE - Performs algebraic or logical operations on data contained in 
data registers (D0-D9) or Buffer Storage registers (BSOO-BS99)-
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3• Data Manipulation (Cont.'d)

EXECUTE - Performs a predefined machine language sequence. After com­
pletion of the sequence, control is returned to the EXECUTE 
element + 1 of the DMS Operational Language task.

COMPARE - Compares the contents of a specified data register (D0-D9) 
for out of limits, positive, negative, etc., and branches 
if the condition is met.

EDITBUFF - Modify the limits or tolerance value of a specified meas­
urement ID in the Data Buffer Memory Map.

Man/Machine Interface

DISPLAY - Provides a means of displaying a specified data register 
contents, Microdata Assembly frame, and/or associated anno­
tation.

INPUT - Inputs a constant into a specified data register or record 
messages in mass memory.

5. Information Transfer

RECORD - Save data in mass memory for later retrieval by the RETRIEVE 
element or for offline evaluation.

RETRIEVE - Retrieve data from the general filing area of mass storage.

6. Mission Management

LOAD - Load the named task from mass storage into main storage for 
immediate execution.

STOP - Terminates a DMS Operational Language task and makes the slot 
(data base) that it was using available for another task.

7. Data Acquisition

MEASURE - Measures a specified test point and places the measured 
value into a data register. This element controls the OCS 
Measurement Switch Unit (MSU) and Measurement Unit (MU).
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7. Data Acquisition (cont.)

READ - Allows a data value to be obtained from the Data Buffer 
Memory Map for a specified measurement ID or to obtain the 
current value of time. The results are placed in a data 
register (DO-D9).

SCAN - Identifies a measurement ID which is to be processed by a 
specified sequence if the ID ever appears in the Change 
Buffer.

8. Command Generation

STIMULATE - Applies a specified stimulus value to a specified test 
point. This element controls the CCS Stimulus Generator 
Unit (SGU) and the Stimulus Switching Unit (SSU).

9. Read/Writing Aids

SPACE - Causes spacing of offline compiler listings.

REMARK - Contents of card are printed on offline compiler listing.

EJECT - Advances offline compiler listing to the next page.

EQUATE - Used to assign numerical values to symbols.
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Data Management System Operational Language Statements - Although cer­

tain elements of the language may implicitly describe the class of func­

tion to be performed, most language elements require that additional in­

formation be supplied in order to determine the specific action to be 

taken. This information is conveyed through the use of element modi­

fiers (see Figure 5)• A modifier may be a task name, a measurement ID, 

a floating point constant, a stimulus value, a time value, etc. In most 

instances a numerical modifier may, for programming convenience, be re­

placed by a descriptive label of up to eight characters; however, the 

label must have been previously assigned to the numerical quantity. An 

element along with its modifiers constitutes a DMS language statement. 

The metalinguistic formulation for certain element modifiers is given 

in Appendix D.

Considerable information may be required for a particular language 

statement in addition to specification of the desired element type. Gen­

erally speaking FIELD 1 through FIELD 5 are used to specify fixed quanti­

ties such as a measurement or stimulus value, a comparison value, delay 

time, etc. The MOD field (modifier) designates an operation sub-type such 

as the type of comparison to be made for the COMPARE element. The DR field 

(data register) specifies a task data register (a portion of the task's 

Data Base) where data is to be obtained or placed. The LABEL field is op­

tional and is used to assign a symbolic label to the statement for refer­

ence by other statements. The SEQ (Sequence) field may be used to sequence 

a source program. Appendix A contains a complete list of possible state­

ment formats utilizing syntax diagrams for each element.



BR8 FLAGS L.CTR EQtJIV STMT LABEL ELEMENT ND? FI2LD1 FI"L"'2 PT PI ^3 pi'"LD4 FIELDS S’’O

OOOOC 1 START M3NRCS 00.30.00.COG
00014 2 INTERRUPT 00.01.00 •000 EXIT

000004B1 TESTID EQUATE BUF 1201

00020 
00024 
00040 
0004C 
00064 
00080 
00088 
00094
0009C 
OOOAO 
OOOAC

00000080 
OOOBO

3 
4 
5 
6 
7 
8 
9 

10
11 
12 
13

14

restart

INPUT

EXIT

CALL 
DISPLAY 
INPUT 
DISPLAY 
SOLVE 
RECORD 
WAITPOR 
READ 
EXECUTE 
DELAY 
GOTO 
EQUATE 
END

3

4 
ALG

OPR
MAP

D2
D2
D1 =

D6

DISPCLR 
0634 SINPUT DESIRED VALUES

00.00.10.000 INPUT
SVALUE INPUTTED = $,$$

= SQRT (4.3*D2+35E*2)
DO 2 BUFF

TESTID 
32 
00.00.01.250 
RESTART 
♦

000B4 15 DISPCLR START
000B8 16 SOLVE ALG D9=1
000C0 17 LOOP DISPLAY D9
000DC 18 SOLVE ALG D9=D9+1
000EC 19 COMPARE LT D9 11
000F8 20 RETURN
000FC 21 END
00100 22 TERMINATE

$

LOOP

$

ro

FIGURE 5. EXAMPLE OF DMS OPERATIONAL LANGUAGE STATEMENTS




