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ABSTRACT

The fact that many complex counting and decislon
functions can be realized quite simply with threshold
gates suggests that they may be used to considerable

advantage in problems of character recognitiocn. A simplified

recognition problem is considered involving the identification

of any one of 23 alpha-numeric characters when it is super-
imposed on an m X n matrix. Esch character is required to
be identifiable under any degree of translation, stretching,
end compression.within the confines of the matrix. It is
shown that the number of threshold gates required increases
linearly as the dimcnsolons of the matrix increase linearly.
A threshcld gate having the necessary output power to

drive the reguired loads for this application is descrited
together with its implementation in a small experimental
model. The model is designed to'recognizo only a select
group of characters, the numeric charactérs. The primary
purpose of the model is to demonstrate some of the diverse

applications of thresthold loglic to character recognitione
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CHAPTER 1
INTRODUCTION

There are today a number of outstanding problewms in
the field of communications and control which depend for
their solution on the analysis, classification, and
recognition of pictorially displayed information. Thre best~
known example of this 1s the machine reading of printed or
handwritten documents. Other examples are the machine
recognition of human speech, the prediction of weather from
past weather maps, and the classification of plants,
archeological finds, and fingerprints. In each of these, the
key problem is the recognition of a characteristic geometric
rattern, |

Of course there is nothing novel about the importance
of recognizing patterns to the solution of problems in
sclence, Pattern recognition, i.e., the reccgnition cf
order in chaos is the basis for the application of inductive
inference and is, therefore, one of the fey factors in the
advancement of science. This thesis is concerned with
patterns 1n.two-dimensiona1, spatial piesentations, with
time as a possible third dimension. In all subsequent‘refer-
ences to patterns, this restriction to two~dimensional

geometric configurations is to be understood.



Now it will be cenvenient to distinguish between thre
problem of classifying patterns and that of recognizing
them. In the classification problem, a variety of geocmetric
configurations are given and it is desired to separate them
in accord with their charscteristic patterns. The final
objective is a hierarchy of classes which is not specified
a priori but is developed as the classificaticn process
proceeds. Familiar examples of thls are the classification
of plants and archeological finds, In contrast, in the
recognition problem, the number of admissible cliassss is
fixed and each class is uniquely defined, frequertly by scme
Ystandard" member'of the class; the problem is to determine
the class with which a diven pattern is associated., In
either problem, however, the geometric configur;tions must
be examined for their pattern content. Since the patterns
are Invariably obscured in a background of "ncise", the
procedure becomes one of "filtering" the geometric configur-
ation. Stated another way, given configurations must te
subjected to transformations which will highlight their
pattern contente.

The process of having geometric configurations uandergo
transformations to bring out their characteristic patterns
1s a highly subjective one. It is intimately a function of

the source of the weometric data and the aims and objectives
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for Which the anélysis is being carried out. Thus different
"objectives for patteanclassification require the use of
different classifying criteria. For éxample, it is unlikely
that criterla applicable to the classificatién of cloud
formations for meteorological purposes will be suitable for
the classification of handwriting specimens. The decision
scheme for pattern recognitionior classification must have
great flexibility(aé well as the ability to utilize a wide
variety of claséifying criteria.

Conslderable étudy has been devoted to pzttern recog-
nition by self-organizing systems using threshold devices.
There have been several 1mportaﬁt reasons for using the
threshold device, - First, indications are that the animal
' nervous systen is composed of nets of neurons whose behavior
resembleé a.threshold device, Since attemps are being made
to simulate learning by the nervous system, it is only
natural ﬁhat the threshold device was chosen as the basic
unit in these simulated systems. Secondly, the threshold
device, in its own right, possesses desirable characteristics
for a self-organizing system. It can (1) realize a large
number of switching functions with a éingle unit while any
function can be realized with a large enough number of units

and (2) the realized functions may be easily varied.



Both threshold logic and pattern recognition have been
areas of increasing interest and activity during the past
few years. This thesis will show how some of the technigues
of threshold logic may be explolited to considerable advante
age in problems of pattern and character recogniticn, To
accomplish this, a simplified character recognition problem
involving the identificatlion of printed alpha-numeric
characters will be conslidered. While the character recogni-
tion problem chosen is belleved to be of sufficient complexe-
ity to warrant extrapolation of results, the main emphasis
will be on the techniques of threshecld logic and not on
character recognition per se.

In what follows, 1t will be convenient to divide the
process of character recognition into two parts'as was done
by Marill and Green, and has been adopted since by other

1 Trese two parts are a receptor, which makes

authors,
initial characterizing measurements on physical samples of
the patierns to be recognized, and a categorizer, which
attemps to ildentify the pattern under consideration using

the measurements provided by thé receptor. In the simplified
recognition proklem to be considered, it will be shown that

both the receptor and the categorizer may be desisned and

Implemented using only threshold logic.



CHAPTER II
THRESHOLD LOGIC

'In the introduction; éeveral important reasons for
using threshold devices were described. Now a formal
description'of a threshbld gate will be presented.

Consider the block diagram of Fig. 1.2 The inpdts
nJjto nJyare chosen to be binar& valued and the system
1t$e1f produces a binary ou%put. The unit is thus a
switching circuit, 1Its operation is as follows. Each input
1s multiplied by a gain of}the assoclated welight amplifiér.
The outputs of these amplifiers are fed into a linear adder
which yields the sum: |

. N

U=2> Wenz .

A=l
-This sum is compared to a constant input T which is called
the "threshdld" of the system., The comparison, which is
acconplished in the second adder, consists of forming the
difference @": U*T . é serves as the input to the
) quantizér which 1is defined by the input-output relationship
indlcated graphically in its block. If its input is equal
to or greater than zero, the output is Vi, 1If the input is

negative, the output 1s V,. The over-all behavior can now

N
be summarized as follows: (1) If ZW,(_/\/}: -TZ0 then
: A=l
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N
the output is Vq, and (2) if ;z: Wi -TL o the
output is Vo, That 1s the sygigm ylelds a binary output
whose value depends on whether or not the welghted sum of
the binary inputs exceeds the threshold value. A system
which performs in this manner 1s called a "threshold device
or gate,"

The gains W, to W, and the threshold T are the
parameteré of the system. They may be set to any positive
or negative value. They thﬁs determine'the particular
switchlng function which the device implements.

As an example of a threshold gate consider the circuit
of Flg. 2. The inputS/u;,,QE, and Ag,are voltage pulses
whose amplitudes are elther +5 veclts or 0 volts. Vi is a
d.c. voltage of constant magnitude equal to -5 volts. The
resistors Ry, Rp, and R3 correspond to the ampliflers of
Fig. 1, and theilr values are analogous to the gains. For any
gate Ry is selected for the proper threshold desired. The
sum §§ is formed by connecting all the resistors as shown
in the figure. If j? is less than +.2 volts, transistor Tj
will be cutoff causing the output to be approximately zefo
volts., If, however, 35 is greater than +.6 volts, transis-
tor T; will be saturated causing the output of transistor T;

to be +5 volts. For values of §§ between +.2 and +.6 volts,

the output will be equal to some value between zero and +5
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volts. However, it will be assumed that whenever this
circuit is used, the scaling is so arranged that these values
do not occur, The relations for all the possible values are
summarized in TABLE I.

In the above description, a threshcld device was
identified as a system whose performance was eguivalent to
that of the block diagram of Fig. 1. A more ferual cefinition
of a threshold device is that 1t is a system witnh the
following properties:

1. Inputs are accepted in binary form,

2. A weignted linear sum is Tormed on these inputsy

N
U = Z Wi .
A=l

3« A number .o, 1s added to U to give the sum

N
'é—‘:a/o ‘\LZU.’A_‘/U;;,
4=l

b, A binary output is delivered wheoss value is
determined by whether the sunm Sf is lesz than
some fixed value or ndt.

If ve let Qo= - T this definition is eguivalent to
the 1npgt—output relationship of the block diagram of Fig. 1.
"Threshold logic" is defined as the switching logic
which can be realized by threshold devices. The switching
functions which are so realized have been called "threshold

functions" and "linearly separated truth functions." Muroga



TABLE I

Vi V1 2 Ad3 (;S s
-5 0 0 0 -1.25 0
-5 5 0 o - 0 0
-5 0o 5 0 0 0
-5 0 0] 5 0 - 0
‘b 5 0 5 1.25 5
-5 0 5 5 1.25 5
-5 5 5 0 1.25 5
-5 5 5 5 250 5
N
' Ry,
@ . i=1 +'Rt‘lt
. R
| o 4 'R-t

"Input-output Relations For The Circuit of Fige. 2
With a Threshold Value of‘é,

10
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refers to theﬁ as "majority deciéion functions" although
this name is more commonly used for a switching circuit
'whose'output is determined by the presence or absence of a
majority of the 1nputs.3

A circult which illustrates the logical power of
threshold gates and 1s also quite useful for pattern recognition
is shown in Fig.3. This cilrcuit has seven inputs, ru?, ;;°,fU;
denoted by_}( « Its output, Zgy, 23, Z2, is a three-bit dinary
number which gives the number cf ﬁnits on the inputs. The
numbers shovwn within the gates represent the thresholds and
the numbers on the inputsj the weights. When no weight is glven,
it is understood to be oné.

This clrcult was originally given by Kautz.}+ The
extension to a greater number of inputs should bé obvious from
the flgure. In general, 2N - 1 inputs require n gates, Note
that Z, must be the-odd-parity function. Note also that if
ﬁhe 1nputs'are tied together the device becomes essentially
an analég-to-digital converter., This clrcuit is extremely
-useful in implementing a variety bf arithmetic functions,

Also a "scaling" of the range over which it counts is Qasily
accompiished..‘The receptor portion of the pattern recognition
device to be described will use variations of this basic

circult extensivelyo
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CHAPTER III
A CHARACTER RECOGNITION PROBLEM

The recognition problem to be considered involves the
identification of any one of the twenty three "square"
alpha;numeric characters in the forms shown in Fig. 4. The
‘'other ten alpha characters were not included for it would
require a more complex categorizing scheme to distinguish
ell the alpha-numeric char;cters implemented qiscretely with
®gguares.” It will be assumed that thé character has been
superimposed on an m X n matrix and that each element of the
matrix has been quantized so that it is black or white, It
will be required that each alpha-numeric character be
identifiable under any degree of translation, stretéhing,
or compression with In the confines of the matrix. tretching
end compression will be defined as a uniform lengthening or
shortening of the lines of the character either vértically
or horizontally without changing the width of such llnes.
For example, the numeric character "0" would have io be
-1dentifiable in any of the positions ér configurations such
es are shown in Fig. 5. Compression wlll be allowed down to
the sizes shown in Fig. 4,

Rotation end magnification will not be included, but

recognition in these cases wlll be discussed in a later



chapter. A block diagram of a pattern recognizer to be

_ consld§red 1s shown in Fig. 6.

14
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CHAPTER IV
- "DESIGN OF A RECEPTOR

The receptor will make initial characterizing measure-
ments on physical samples of the pafterns displayed on the
saﬁpling space as'shownlin Fig. 6. The first step is to
attempt to discover Eertain 1nvafiant characteristics of
the individual alpha-numeric characters. Since threshold
logic is to be employea, those characterlistics which involve
counting will be especially useful and-easy to implement,
With respect to "0O", for example, it is seen that under any
degree of translation, stretching, or compression, the
following characteristics still hold:

1, Exactly two horizontal lines of the matrix will
have three or more units.

2. At least three horizontal lines of the matrix
will have two or more units.,

3+ No horizontal lines of the matrix will have
exactly one unit.

"4, At least one horizontal line of the matrix

will have exactly two units. |

Similar characteristics will remain invariant with
respect to the vertical lines., One surprisingly useful

characteristic for identification purposes is the number of
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units in the outside edges of an alpha-numeric character.
In particular, the following additionial characteristics can
be defined:

1. At least three units appear in the bottom edge.

2. At least three units appear in the right edge.

3. At least three units appear in the top'edge.

4, At least three units appear in the left edge.
When these are tabulated and combined with other
characteristics that apply to the twenty three alpha-numeric
characters, Table II results. The twelve invariant character-
istics used in Table II are identified on page 21, A "1"%
indicates that the letter always has the characteristic andv
"0" that it never has it. Blanks indicate that the character-
istics may or may not be present, Inspection of this tabie
shows that thése twelve characteristics are sufficient to
distinguish any of the twenty-three alpha-numeric characters
from any other; i.e., every pair of rows @iffers in at least
one column, Actually, eight columns C3, Cg, Cg, Cg, Cg, C1p,
Cr, and C12 are sufficient, but by including all twelve, a
" significant galn in tolerance to "noise" will be achieved,
Next, the implementation of the receptor can be considered.

An examination of the characteristics reveals that for each

horizontal row of an m x n matrix, it is only necessary to

know whether it has zero, one, two, or at least three units.
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TABLE II

Alpha-Numeric Characteristic Matrix

Characteristics .
C2 C3 C4y Cg C6 Cy Cg Cg Ci0 Ci11 Ci12

C1.

Charaiters

AOOH AT O rrmrHrmArm ettt rd i Ol = O O
O -1010.-1.1111111010.01100
Al AR AR A AAOOOHRHO | OO O
Ortri O Ol Ori Ot eri OOt O OO O
OCOrmHO OO Hrmmr 1O OH OO
O I HOOHOOOCO ! -11110111
01111104,._111010.11.001..01.
QIO 1+ O -100.09 -.-.00-0@0
OA.1101 r11110_u It A A A O OO
MM A A A A AT O rH OO ™Mt O v O
O lrHOAHOH Ao | AOHOOHO OO

Orimerdi el =1 Ortrt vt etrd vl v vl vd v ot O i O o v

ANNTINVWONONO ORI O MQRAEHD M
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Twelve Invariant Characteristics

Ieast two horizontal lines have two or more units.

least
least
least
least
least
least
least
least
least
least

least

two
one
one
two
two
one

one

horizontal lines have thfee or more unitse.
horizontal line has exactly one unit,
horizontal line has exactly two units,
vertical lines have four or more units.
vertical lines have three or more units,.
verticél line has exactly one unit.

vertical line has exactly two units.

three units appear in the bottom edge.

three units appear in the right edge.

three units appear in the top edge.

three unlts appear in the left edge.
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Fig. 7 shows the six gates necessary to accomplish this for
a single row. Now the six horizontal characteristics can be
' obtained.. For example, C, is the output of a threshold gate
having the "h" inputs, hij through hj3, and a threshold of
two. Similar gates results for C1,» C3, and Cy where the
inputs are hyp + h13; hil; and hip, respectively, and the
corresponding thresholds are 2, i, and 1. The edge
characteristics, C9 and Cy3, seem at first glance to involve
prohibitively complicated loéical fuhctions. To obtain C9,
for 1hstance; the matrix must some how be loglcally scanned
row by row starting at thé bottom until a nonzeroc row is
reached, Then 1t must be determined whether or not this row
has at ieast three units. Actually, each of these character-
istics can also be derived from a single threshold gate.
_Appendix I describes this implementation in detail.”?

For the five &ertical characteristics, seven gates aré
requifed for each column in order to speclfy whether the
column has 0, 1,2, 3, or Z 4 units. The circuit is
essentlially the same as Fig. 7 except that a three-gateA
counter is required (see Fig. 8). Again, the implementation
of the gates to generate the five vertical characteristics is
quite strailghtforwvard.

Given an m x n matrix, the total number of threshold

gates to realize the receptor may be calculated as follows:
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To determine the number of units in each row: 6m

To detefmine the number of units in each column: 7n

To generate Cq through Cg: 8

To generate Cg and Cq3 (see Appendix I): »2(32?$—l
To generate C1p and C1p (see Appendix I): 2(227§,l)
Approximate total number of gates: 6.8m + ?.4n + 8.6

This means about 150 gates for a 10 x 10 ratrix. The
importance of the above formula sppears to be not in the exact
number of gates indicated, but rather in the fact that it is
linear. This means that the number of gates required increases
linearly wiph thefdimenslons of the matrix, not exponentially

* as 1s so often the case with switching functions.



CHAPTER V
DESIGN OF A CATEGORIZER

.Once the lmplementation of the receptor has been
accomplished and the twelve biﬁary characteristics, C; through
Ci2y are avallable, the design of the categorizer may be
considered. Here agaln only threshold gates will be employed.

The concept of using threshold gates for a categorlzer
is certainly not new. 1In fact, a number of investiéations
have been conducted in this area by Highleyman, Mattson,
Widrow, and many others. Most of these investigations have
treated the threshold gate as an adaﬁtive element. The attempt
hag been to train the gate by successlively presenting various
inputslfo the gate and then adjusting the Weights of the gate
according to the correctness of the observed output. In this
regard, the receptor as such 1s often bypassed completely
in order to better assess the declislon-making capabilities
of the gates themselves. These investigations have met with
varying degrees of success, but certainly the basic feasibility
of the approach has been established. Particulérly with
pfoblems where little a priori knowledge of the recognitién
process 1ltself 1is aféllgble. this adaptive approach seens
quite promising.

Here the emphasls is somewhat different. Because of the
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relatively complex nature of the receptor, the problem of
distingulshing, one alpha-numeric character from another Has,
. in a sense, already been solved., For example, one way to
implement the categorizer would be to use an "and" gate for
each charaéter and to require that it have precisely the
characteristics given in Table II. Thus, for "0" the gate
would be

"on = 01C2U30406?7C809C10011012.
Since each row of Table II differs from every other in at
least one column, it follows that the output of each "and"®
gate would be one if and only if the complete set c¢f binary
characteristics of the corresponding character were present.
ASuch a scheme, however, is far from efficient. If an "O
for example, is altered or distorted slightly so that even
one out of the twelve characteristics changes value, then
the "0" would no longer be identified. More desirable would
be a m;thod whereby "0" could be uniquely identified on
the basls ol a much smaller subset of characteristics. In
this regard, the vote-taking abllity of the threshold gate
can be exploited. Since each character 1s known to be
identifiable by a single gate, the problem becomes that cf
choosing the welghts §f the gaté to optimize its performance.
Appendix II defines this problem formally and shows that it

6

may be reduced to a classic problem in game theory.
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Using these methods, the weights and thresholds of the
twenty-three gates of the categorizer are found»to be those
shown in Table III, DNote that fewer characterlstics are
vitel for idemtification of each character. With "0", for
example, the only requirementlis that.twq of the threg
charécteflstics.‘CB. Cg, and C9, Be one. | _
| An immediate result of thils optimizing process is that
each letter'is now insensitive to varying amounts of input
"noise". Fig. 9 shows some typical configurations which
would be correctly identified.

Since this character recognizer was designed solely on
the basis of distinguishing any one of the twenty-three
letters frqm the other twenty-two, it follows that its
operation in theApresencé of an allen pattern would be
largely unpredictable. For example, if the matrix is filled
entirely with énes. a "5" would be identified. Other odd
configurations may result in several characters being
identified. Despite the fact that this feature seems to
provide an unehding source of amusement to persons experiment-
ing with the model which has been built, it is clearly not
desirable in a practlical system. A simple way to largely
eliminate thié effect 1s to derive a set of rroperties
comnon to all characters and prohibit 1dentification of any

-pattern not possessing these properties. A typical set of
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' TABLE III

Alpha-numeric Weight and Threshold Matrix

Characteristic Weights
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properties for thils case would be
1, At least one vertical line must have three or
more units. |
2. At most two vertical lines can have four or
more units,
3. At most three horizontal lines éan have three
or ﬁore unitse.
b, At least one edge must have three or more units.
5. At least one horizontal line must have one
or two units,
Implementation of this additional logic would require more
gates. For more sophisticated problems, considerably more
restrictions may have to be 1mposed} such as a backwards "F"

may be considered an alien pattern.



CHAPTER VI
CIRCUIT REALIZATION

Any clrcuit realization of a threshold logic gate must
perform three basic functions: 1) a weighted summation of
the inputs, 2) comparison of this sum with the threshold,
and 3) generation of an output sultable for driving other
gates. One such circuilt that performs these three operations
is shown in Fig. 10, The input resistors R permits the use
of a‘simple Kirchhoff current adder. for the welghted sum,

The negative voltage -V, 1s the constant threshold voltage
which 1s scaled by resistor Ry. Each input is either at +Vg,
-~Vp, or the clamp voltage, Vpos of the clrcult providing

this input. The base of Qi may 5e characterized by twe
voltages: Vf, below which the transistor will be off, and V.,
above which it 1s saturated., These two voltages are the
results of the comparison of the inputs to the gate threshold.
Q3 should be a high~qua11ty sillicon transistor with excellent
repeatability of emltter-base characteristics and high gain
at low current., For the case of a simple majority gate

with n odd inputs and a threshéld of n/2 the circult values
are chosen so that the voltage ét the base of Qi will be less
than Ve for (n-1)/2 "on" inputs and grea£er than Vg for

(n+l) /2, Qo 1s chosed to be a germanium transistor with very
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1oﬁ saturation resistance, therefore in comblnation with

the clamp diéde D2 résults in a very low impedance voltage
source. Thus, the output voltage is independent of the load
end there is no interaction between various stages fed

from the same output., If a input'to any gate calls for a
negative weight, the source must be inverted from +V, to
;Vb. This 1s accomplished by inverting the output of Qo as
shown in Fig. 11. Typical performance characteristics of
‘the circuit shown in Fig. 11 are given in Table IV.
Switching time voltage waveforms are shown in Fig. 12.

To determine the correct value of R¢ to acﬁieve a
desired threshold for a gate, the following steps were
taken:

i. suppiied_+5V to the minimum number of inputs
to produce the desired output.
2. ground the remaininé inputs.
3. increase Ry until the desired output 1is produced.
4, then decrease the input voltage and vary Ry to
such a value that one less input will not'
produée an output at an input voltage equal to
. 45V,
In Table V the experihental results of the above steps are
shown. This table become vary useful in determining the

required Ry to produce a desired threshold value of a gate,
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TABLE 1V

Input | Positive Output '~ Negative Output
ov | -6V ' -.2V
+5V +5V o | =5.6V
cutoff ffequency | . 2MEZ o S5MHz
oﬁtput impadance 2& ohms : 23 ohms
' .méxlmum loading ' 240 ohms _ 4K ohms

input impedance = 100X ohms
P P : ’ # of inputs

Typical Performance Characteristics of

a Threshold Gate of Threshold T=1

9€
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Input Signal: £ = 1MHz, pw = lusec., tf = 160nsec., tyr = 80néeco
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Positive Pulse Negative Pulse
YS. input VSe positive input
Delay Time tq 560nsec. 64Onsec. 80nsec,
Rise Time tr 260nsec. - 60nsec.
Storage Time tg LlOnsec. - 260nsec,
Fall Time te 240nsec, - 150nsec,
Propagation Delay tp 335nsec.

Switching Time Voltage Waveforms
Fig. 12.
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TABLE V

Values of Rt to Produce Desired Threshold

No. of "on" Minimum input to ;. threshold selected minimum input to produce
inputs produce output equivalent Ry ocutput with one less input

1 3.6V 1 220K -

2 3.8V 2 100K 6.9V
3 4.3V 3 56K 6.1V
L 4,6V b 39X 5.8V
5 L,6v 5 30K 507V
6 L,6v 6 25K 5.4V
7 b,sv 7 22K 503V
8 4,8V 8 18K 5.4V

8¢
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CHAPTER VII

CONSTBU&TION OF A SMALL VERSION OF THE PATTERN

RECOGNITION CIRCUIT

Using the threshold gate discussed in Chapter VI, a
small version of the pattern recognition circuit was
constructed, The device will recognize only a selected
group of characters, the numeric characters. The input
matrix was reduced to 5 x 5, resulting in a simplified
logical design requiring 84 threshold gates with nmaxinmum fan
in of 20. |

In the design only ten of the twelve invariant character-
istics were used; they are Cy, Cp, C3, Cy, Cyp, Cg, Cg, Cygs
Ci11» and Cy2. By investigating Table II, it is seen that
columns C3 and Cg are identical for the numeric characters.
Thus, it 1s not necessary to generate both characteristics
to logically distingulish one numeric character from another,
" Therefore either one may be removed. In this design column
Cg¢ was chosen to be removed., Also invarilant characteristic
Cg was removed because it produced very little information
about the numeric characters and would require a gate for
each row and column employed to generate this characteristic,
When these two characteristics 05 and Cg are removed, Table VI

results, Inspection of this table now shows that these ten



TABLE VI

" Numeric Characteristic Matrix

Characters ' Characteristics
% Ci C2 C3 Cy Cp Cg Cg Cyg C11 Cp2
1 6o o 1 o0 o o o0 1 0 1
2 1 - 1 « 1 0 1 - - 0
3 1 1+ 1 1 - 1 1 1 1 0
b 1 0 1 1 1 0 0 0 1
5 1 11 0 0 - 1 1 1
6 11 1 1 o0 1 1 1 o0 1
7 0 0 1 « 1 0 0 1 - 0
8 1 1 0 o o 1. 1 1 1
9 1 ¢+ 1 1 0 1 o0 1 1 1
0 1 1 0 1 o0 1 1 1 1 1
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characteristics are sufficlent to distinguish any of the ten
numeric charécters from any other., After optimization
' (see Appendix II), the weights and thresholds of the ten
gates of the categorizer afe.found to be those shovm in
‘Table VII. |

Now there 1s eﬁough information to design and construct
the receptor and categoriéer hbut nothing has been said abbut
"the implementation of the sampling space, l.e., the matrix.
The sampling space has two lmportant functions: 1) it nmust
provide binary data to the receptor, and 2) disblay the
pattern tQ bz récognized. The.pattcrn_display is accompliéhed
<'by five rows andvfive columns of lamps., Each lamp is
.conneqfed‘in serles with a toggle swltch, One side of the
switch 1s tled to the lamp, the other to ground. As seen in
Fig. 13, the common of the switch is connected through a
- resistor to'groundx Thus, common of the switch will prbvide
tﬁe binary data to the receptor. So the switch controls the
pattern display and the binary inputs to the receptor. The
binary input levels are adjusted by the resistor in series
‘with theviamp. The resistors ére'adjusted fo provide +5 volts
.to the receptor when the lamps are condgcting. Fig. 14 shows
the proper connections between ﬁhe sampling space and the
Ahdrizontal and vertical countefs of the receptor. The outputs

of these counters aie fed into other threshold gates, as



Weights of Gates of The Numeric Categorizer

TABLE VII

L2

Characters Characteristic Welights Threshold
& Wy Wp Wg Wy Wp Wg Wg Wig Wig VWip T
1l 0 -1 1 0 0 -1 0 1 o 1 3
2 1 0 1 o 1 -1 1 0 0 0 L
3 o 0o o o o 1 0o 1 0 =1 2
L 1 -1 1 0 0 =1 0 0 o 1 3
5 0 0 0 I -1 0 1 1 0 0 2
6 i1 o 1 o0 0 O 1 0 -1 1 L
7 0o o0 1 0 1 -1 -1 1 0 0 3
8 0 1 0 1 0 -1 0 0 o0 1 3
9 1 0 1 1 0 0 -1 1 1 0 S
0 6 0 -t 0 0 1 1 0 o 0 2
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shown in Fig, 15, to generate the ten invariznt character-
istics., Finally, with reference to Table VII, the ten.

4 categorizing characters are generated, see Fig. 16. To
display the recognition of the pattern of the samplinug épace,
the output of each categorizing gate drives a transistor
switch that controls the on and off conditions of a lamp.

The on condition of a lamp indicates the pattern displayed on
the sampling space has been recognized to be the charzcter
assigned to the lamp.

The sampling space of the @evice designed and built is
shown in Pig. 17. In the top right of the picture is the
sanpling space; the left half is a 5 x 5 matrix of toggle
" switches that controls the on and off conditions of the
lamps of the sampling space. Lamp indicators that represent
the recognition result of the device are in the lower right
half cf the picture. The threshold logic circuits employed
in the device are shown in Fig. 18,

A power supply was not bullt for this device; only the
d.c. supplies avallable in the research lab were used, The
d.c. powef requirement for the sampling space 1s 28 volts d.c,
@ 1 amp. Voltages required by the threshold logic are +5
volts, -5 volts, and =10 volté. non of which require more then

200 ma of current. ,All voltages must be 3% or better regulated,
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The 5 X 5 Sampling Space
Fig. 170

Threshold Circuits Employed In The
Pattern Recognition Device

. Fig. 18,



CHAPTER VIII
Y _
OPEBATIONAL RESULTS OF THE PATTERN RECOGNIZER

Sincg the pattern recognizer was designed solely on
the basis of distinguishing ény cne of the ten ﬁumeric
characters from the other nine, it follows that its operation
in the presence of an alien pattern would be largely '
unpredictable as discussed in Chapter V. With a 5 x 5
sampliné space there are a-possible 225 or 33,554,432
patterns that can be displayed on the sampling space matrixe.
Of these patterns more than 400 of them were recognized as
Ene of the ten numeric characters. Therefore the pattern
recognizer was insensitive to varyling amounts of input
néise (alien patterns).

The rebognition capabllity of the device 1is best
11lustrated by thé figures 19 through 32 shown‘on the
following pages. Flg. 19 1ls given mainly to show the
relatlive position of a pattern on the sampling space and the
categorizing indicators. The numeric "4¢ is displayed on the
sampling space and the fourth lamp from the left, below the
sampling space, indicates that the pattern on the sampling
épace has been recognized'as a "4, The pattern recogniéer
device 1s shown in Fig. 20,

Because of the many variations of the numeric characters



A Closed Four Configuration And Its Categorizing
Lamp Display

Fiso 190

The Pattern Recognizing Device
Flso 20,
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that wouid be recognized by the device, one particular
numeric character, the "4", was chosen to illustrate the
recognition capability of the device. Figures 21 through
26 are pattern variations of the closed four. Recognizable
patterns of the open four are given in figures 27 through
32. These figures illustrate the capability of the
recognizer to ldentify a character under any degree of
translation, stretching, or compression within the confines
of the sampling space. Also various distorted and rotated
character configuraticns are recognlilzed correctly. ther
odd configurations may result in several éharacters beirg
identified,

; The fact that the device's operation in the presence of
an alien pattern is largely unpredictable seems to prcvide
an unending source of amusement to persons experimenting
with this model. But it is not desirable in a practical

system,



A Closed Four Configuration Plus "Noise"

Pig. 21,

An Expanded Closed Four Configuration

Fig. 22.



A Closed Pour Configuration Rotated 180 Degrees
Flge 230

A Distorted Clcsed Four Configuration
Fign 2“.
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A Distorted Closed Four Configuration

Fig. 250

An Open PFour Configdration Translated

Pig. 26,



An Expanded Open Four Configuration
Pig. 27.

A Compressed Pour Configuration Translated
’18' 28.
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The Expanded Pour Conflguration Of Fig. 28

Fig. 29.

An Cpan Four Configuration Rotated 45 Degrees Clockwise

Pis- 300
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Ar Open Four Configuration Rctated %0 Degrees Clockwise

Fig. 31.

A Cistorted COpen Four Configuration

Pig. 32.




CHAPTER IX
ROTATION AND MAGINFICATION

In all of the foregoing discussions and in the design
of the pattern recognizer, recognition has been limited to
charscters resulting from translation, stretching, or com-
pressions The identification of .rotated numeric "4%
configurations, as showun in Chapter VIII, was purely incidental
and not the result of specific design. Hence, a naturzal
duestion arises concerning the extent to which tfanslation,
stretehning, and compression technigues will extend when
tgansformations involving rotaticn and magnification are
permitted. Certalinly more complex circultry will be required,.
but in both cases promising approaches are avallable,

With regard to rotation, the problem bzcomes that of
somehow evaluation the "horlzontal® and "vertical" character-
istics of é letter even though the corresponding lines of the
character are not truly horizontal or vertical., One way
around this dilemma would be to count the units, not in a
single row but in a "block"™ or rows. Thus, rather than
counting the number of units in rcw 1, the number in row 2,
etc., a count could be made of tﬁe total number of unitz in,
say, rows 1 through 4, the number in rows 2 through 5, the

number in rows 3 through 6, etc. This would permit a
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horizontal line of a given letter to be tilted at various
anglés withouts+significantly affecting the numbter of units
- in the bléck in which it appears. A slimilar approcach
cou}d be used for the vertical lines.,

For éases where extreme degrees of rotation are
encountered, other methods would be needed. One possibility
would be to not only count the units in the individual
horizontal and vertical lines of the matrix as before, but
also to inclﬁde counts of the units in the 300 lines, the 60°
lines, the 120° lines, etc. Agaln, the degree of complexity
would be dictated by the problem uvnder consideratione.

For recognition under varlous degrees of magnification,
an important "scaling” property of the basic counting circuit

(Flg, 3) can bé enployed.. As given, the 7-input circuit of
Fig.3 will have an output of 000 when no units appear on the
1£puts. 001 when éne unit appears, 010 when 2 units appear,
etc. Now assume that the number of inputs 1s increased to
21 and the other weights and thresholds are multiplied by 3.
it will be seen that the circuit will have an output of 000
when 0, 1, or 2 units appear on the  input, 001 when 3, 4, or
5 units apbear on the input, 010 when 6, 7, or 8 units appear,.
etc. In general, if the number of inputs i1s increased or

decreased to Ke2™- 1 and the other welghts and thresholds are

niultiplied by K, then a corresponding linear scaling of the
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range of the counter results.

Implementation of thls feature in an actual recognition
device would depend on the skill and requirements of the
designer., Note tha£ both the horlzontal and vertical
‘dimensions can be scaled separately since each gate of the
receptor is concerned only with measurements aldng a single
dimension. Such scaling could be uﬁder manual control or
could concelivably be controlled automatically by measure-~

ments of the actual dimenslons of the character,



CHAPTER X
CONCLUSION

The primary purpose of this thesls has been to illustrate
‘some of the diverse applications of threshold logic to
“character recognition; The recognition problem considered
was chosen for precisely thils purpose. Actual character
recognition problems are certainly much more complex and théir
soluticns correspondingly more difficult, Likewise, other
more standard chafacter recognition procedures have delibter-~
étely Eeen ignored., Such established technigues as curve
following. waveform matching, positioning, vector crossings,
moments, etc,, certalnly make vital contributions in their
respective areas., Thus, the role of threshold logic would
appear to be that'of supplementing rather than replacing
ﬁhese existing techniques.
| Certainly other more sophisticated aprlications of
threshold logic can be made beyond those shown here.
Particularly when more letters are tq be recognized,
additional characteristics would be needed for complete
recognition, In this regard threshold logic should prove
useful for measurements Involving dimensions of a letter,
its area, the comparative length of the lines of the letter,

the exlstence of "holes", etc. In fact, many of these
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characteristics may be of more value than some of those
which were rather arbitrarily selected in this thesis,
Thus, threshold logic .would appear to be a potentially
powerful adjunct to existing techniques for character
recognition., Its applications extend to both the receptor
and categorizer portions of a recognition system, and the
number of gates necessary to explolt its advanteges does

not appear prohibitive.
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APPENDIX I
IMPLEMENTATION OF EDGE CHARACTERISTICS

Consider the blnary characteristic, C9. It is to be
‘one 1f and only there are at least three units in thé bottom
edge of the lettér. Since the variables, hio and h13, are
avallable from every row, it follows that C9 may be expressed
as ' : .

C9 hyz + th(hZB + hzo(h33 + hBO(hQB + ese
.This appears to be a rather complex function, but note that
it 1s actually bullt up by alternately "end-ing" and "or- iﬂg
each varlable with all terms on its right.

A useful property of threshold logic 1s that if a
function, F(xj,***, xX,), can be realized with a single
threshold gate, then for any variable, y, the functions G = yoF
and H = y + F may also be realized with a single threshold
gate. For example, if F(xy, *°° , Xp) 1is realized with a set
of positive 1ntegra1_we1ghts, (Wi, °°° , wn). aﬁd a threshold,
T, then G(xy, °°*° , xn:y) may be realized with the weights
(wi, ***, Wn; w = T + 1) and a threshold of ¥ + 1 where
W= wy. Likewlse, H(xq, '°'; Xpniy) may be realized
with the welghts (wy, --°,wn;Tj.and the same threshold T.

From this it follows that any function having the form of C9

may be realized with a single threshold gate,
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Table VIII shows hew the weights and thresholds of a
gate 1ncrease‘as additional variables are added. It will be
seen that'the weights increase according to the Fibonaccl
serles, l.e., the series defined by the relations fl = 1,
fop =1, fy = 3.1 + f1—2' In general.'wlth K variables,
wy = fy, T =fg (K~0dd) or fyg,q (K-even), and W = fg,, = 1.
Note that when fan=in problems are encountered during
implementation, the functions may be easily decomposed by
simpl& building as lgrge a gate as permissible and then
replacing its output in the equation by a single variable
and repeating the process. In particular, if the fan-in
constrainté on a gate are such that W + T must be less than
some integer, @, 1t follows that one of the functions
involving K varlables can be 1mp1emenﬁed with about K + 1/
X ~ & gates where fy © ¢ < fxy1. The maxipum permissible
fan-in is dependeﬁt upon several factors including component
and supply tolerances, threshold uncertainty (V, - Vo),
transistor géin and breakdown voltage, and’theAmaximum |
desired.power dissipating‘pér gate, Akers and Bﬁtter make a
detalled analysis which indicates that a majority gate with
fan—;n and fan-out of 51 should be feaslble with presently
avallable components; and such a gate has been constructed
and operated successfully. With ¢ = 51, d is between fg = Ly

-and f1g = 65 so that X = 9. Since the generation of Cg



TABLE VIII

Function Wy Wo w3 Wy, w5 wg

T W
Xy 1 1 1

Xp*Xyq 2 1 1 2

X3+Xp X1 2 1 1 2 4

Xy (X5+Xy0X, 5 1 1 2 3 7

X g+X 1 (Xq+Xp e %q 50 1 1 2 3 5 12
Xg(Xs+Xy(Xq+Xp+Xy | 43 1 1 2 3 5 8 20

Welghts and Thresholds to Impiement Edge Characteristics

89
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reguires two varlables per row or a total of 2m varliables,
it follows that approximately 2m + 1/5 gates would be

' required for C9 and likewlse for Cqyq4. Similarly, for Cqip

about 2n + 1/5 gates would be needed.



APPENDIX IX
OPTIMIZING THE WEIGHTS OF CATEGORIZING GATES

Clearly, the weights of a categorizing gate should be .
‘choden to distinguish the chéracter it repreéents from the
other charécters;,i.e.. with reference to Table II a set of
welghts is deslred which wili make the weighted sum of a
rarticular row as large as possibleAwhile the weighted sum
of any other row is as small as possiﬁle.

In order that only positive welghts need be considered,
the first step is.to_complement the.columns of Table II
whicﬁ are 0 in the row of the character of interest sc that
this row becomes all 1's. Had any column been blank in this
row, it would be removed since it willibe of no valué 18
distingﬁishing the pharacter. But all other blanks are made
1 since 1t must be mssumed that they will agree with the
character of interest. Call this new table matrix [bii].

‘Now the-problem may'be stated fofmally:

Find a set of weighﬁs, (wy,000,wy2), with wj = 0 and

jiyj =1 sqqh’that

o : ' i - row index

L 23

Z':’jckj - ?i}lt [Z;’Jcii' | J-= column index

14k - L k - row of interest

- 1s a maximum,
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Now since

ij =1, EZ}jij =1,
the prgglem reducgs to that of finding w's to minimize

l;le;;lc [ZWJC 3 JJ .

1£k .
Finally, if [?ii]‘is complemented and the "k" row remcved
yielding the matrix [?135]. then the problem becomes: Find

a set of welghts, (wl.'°°,w12). with Wy Z 0 and 25%3 = 1 such

- W 1 *
vV = Nin [thfjcij]

This is precisely the problem involved in gane theory'in

that

i1s a maximum,
finding the value v, of a two-person, zero-sum game, irence,
the known'technlques for the solution of such_games may be
applied‘hcre, In particular, if one row of the natrix [?13{]
dominates a second row, l.e., has ones every where the second
does, it may be removed. Likewise, if a polumn is dominated
it may be removed. When two rows or columns are identical,
elther one may be removed. Using this method an optimum
set of welghts may be generated for the categorizing gates.
Iﬁ'order to illustrate this procedure, the design of
fhe‘"8 gate" of the categorizer will be followed in detail.

Table II is duplicated here as Table A.
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TABLE A

Alpha-Numeric Characteristic Matrix

Characteristics
Co €3 C4 Cg Cg Cp Cg Cg Ci0 Ci3 Cyp2

Characters

Cq

OO A AT O rvricdrirdi st A Ot vd i O e O
QI OO I medrdr et At OA OO A QO
A O A EH At A CO O A A 1 O OO
OrriOm O riOCriO OO O-A00 O
COmnO Il OO rmrrtrr A O A1 O A OO
O A1 OO rHOOOOO § I 1letdrtediOdvivd
OrlrimtEmH A Ot O Oried OO O4 §
C IO IHIOH!I l OO0 1 1 100 1O 1O
CHlrrOrA e rd O I et Al OO O i v
FHHREAA A AN H OCEH OC i Ol bt =t O
0-10110111111.1010,01000

Ord MmO et At et O O

}

NI VWO N0 OO < O Al o o A BE D
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First complement the columns of this tatle which has
seros in the "8" row., All blanks becomes ones., Call this
matrix [?ii]o The "8" row becomes all one's., Next
complement [;1i] and remove the "8" row yleldirg the matrix
'[?13{]. Now if one row of this matrix dominates a seccnd
row, l.e., has ones everywhere the second does, it rmay be
femoved. Likewise, if a column is dominated it may be
removed.,

Using Jjust these rules, it is séen that all of the rows
-of the matrix except 2 dominate 0, 5, br row U. Hence, all
but these four rows may be removed leavirng the matrix
shown in Table D, This means that if "8" can be logically
distinguished from "2," "5," "0," and "U" it will automatically
be distinguished from the other characters.

Finally, columns are eliminated; leaving the matrix
of Table E, From this matrix the following equations are

obtained,

1
<4

WipCi2¥% =
wy Cy ¥ =v
wg Cg # = v
Wy Co * = v
In addition we have

Wo + Wy + wg + wio = 1o
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TABLE B

Matrix [c1s]

‘ Characteristics
Co C3 Cy CS Cg C7 Csg C9 Cio C11 C12

Charaiters

Cy

HOOMrriOArtird i A ri el e O AR A A O O
OrirmriOrOmmrmbdrmrmrdrd-mrt O OO - OO0
T H A Ol H A A AHAHO OO A A O A OO O
OrHrOHEO A OrOm O O- O OO ~O
1101101..100000001_00101.10
1.0101..101..111111100001000
HrH At At O A rH At A O A O A A OO vt O vt o
CriOrird 1O rirmirdciOCO0r A1 OO0OAO O
_0.1110111..1110.11111100.011
COOC OO0 OO O rHriOO0OO0O O -H O OO
0.11;0.11;0.11¢1.11¢1.11*0.1nu0‘1nvOAU

[ Y QR RNy QNP PR S R S P

O OV WO 000 NG < O B By (3 I > 3 o3 B 4 1D B
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TABILE C

Matrix [Clj*]

Chafaiters # # # Ghargetegistics ,

¥#*

3

*®
Co C3 Cy 05 Cg C7 Csg C9 Cipo C11 Cq2

Cq

O 1 O 0O QOO OVOOHOOO 1O vt
THOOHOAOQOOOOOCO Ot A OO
COOHOCOOOOOHMHEHOOAO HO i O
FHOOHOOHMOA OO OO Orici Ot
COr OO rm O rirmrmimed I Ot Ot OO
O.Jnu1‘OAU1¢OAUnvonunu0.1111¢1‘04l1‘1
COO0OO0OO0OOCrH OO0 OO r-iOO0OOHAHOAHTO
HOrOOOHOC OO OO0 OO
HOOOrOCOOOOrOOOOOO - -OO
A A A AA A A DO C At O v O vt vt O v
HOOCHOOHOOOOOOO OO il

HOOOOOAOOOOOOCOODO0OOHOAOO

NN VOO OB G I G el A D




TABLE D

Dominent Row Matrix

Dominant Row~Column Matrix

*

* % *
C2 C4 Cg C12
2 0 0 0 1
5 0 1 0 0
0 0 0 1 0
U 1 0 0 0

& +* -] -2 L2 # +*
C Cz C3 Cu CS C6 C( C8 C9 Clo Cll 012
2 0 0 1 0 0 0 1 0 0] 0 0 1
5 0 0 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
U 0 1 0. 0O 0] 0 1 0 0 0 1 0
TABIE E
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From fhesé equations one finds the desired weights are
Wy = W o= W8 = Wip = 2
with the rest zero. and the value of v is also %,

Applying these weights to the original matr [. :lit
‘4s seen that the weighted sum of the "8" row is now one and
no othgr row has a value greater than 1 - v or 3/4. If
Ythe welghts are now multiplied by a constant, k, so that they
become integers, then the threshold may bte chosen egual to.
k{(1-v) 4+ 1, In this case, the weights become zll one with
a threshold of &,

Finally, each nonzero welght, Wy, which cor“eononJu
to a column which was complemented to obtain [éij%] matrix
must be replaced by -y and the threshold T decreased by wyoe

Thus, the final results is that the "&" gate of the
categorizer ﬁill have inputs Cp, Cy, Cg, 2nd C;, with
welghts of 1, 1, -1, and 1, respectively, and a threshold
of 3. The weights of the other 22 categdrizing gates are

to be derived in this sane manner.



APPENDIX III
. LIST OF COMPONENTS USED IN PATTERN RECOGNIZER

ITEM DESCRIPTION TYPE QUANITY

Transistor TI 418 72

" TI S03 ' 106

" 2N 744 10

Diode iN 914 , 156

Capacitor 22uf @ 15V - 12

u i5uf @ 20V : 6
Reslistors

(all 3W/5%) 150 . 25

1.5K 78

L}o?K 19“,

‘22K 9

33K 6

39K b

43K 12

L7K 5

56K _ 7

68K 12

100K 358

180K 18

220K 12

330K 10

Switch DPDT (2 position) 25

Lamp GE 1819 35



