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“I want to know how God created this world.  
I am not interested in this or that phenomenon, 

in the spectrum of this or that element.  
I want to know His thoughts; the rest are details.” 

 
-Albert Einstein 
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ABSTRACT 

Surfaces and interfaces are considered as a boundary between a material and its 

surrounding environment and influence interactions with that environment. In order to gain a 

fundamental understanding of the underlying processes, it is critically important to know the 

chemical and physical properties of the surfaces or interfaces. To investigate surface properties, 

while controlling the surface chemically and spatially, a model system of multi-component 

patterned self-assembled monolayers (SAMs) with different terminal functional groups were 

produced by microcontact printing. The microcontact patterned self-assembled alkanethiol 

monolayers on gold surfaces were analyzed by sum frequency generation imaging microscopy 

(SFG-IM) technique to generate SFG images. The SFG-IM provides identity of surface molecular 

species, information about surface chemical structure, and spatial distribution overview of 

chemicals on the surface, which make it a useful technique in chemical imaging. The SFG images 

were then analyzed by factor analysis utilizing a library consisting of SFG alkanethiol spectra to 

determine the chemical identity and spatial distribution of the patterned monolayers over the 

images. By utilizing the spectral library as a target test for factor analysis, the monolayers were 

correctly identified and their spatial distributions were mapped. By analyzing a random pattern 

sample, factor analysis was able to identify an unknown monolayer region, vibrational spectra of 

which was not present in the target library. Additionally, it was determined by target factor analysis 

that the amount of solution deposited backfill mixing into the microcontact stamped region and 

the absorption kinetics correlate with previous studies. The 12 percent backfill monolayer mixing 

into the stamped monolayer region, quantified by target factor analysis, results are representative 

of low concentration solution studies. These results demonstrated the capability of factor analysis 

combined with the alkanethiol library to determine the chemical composition and spatial 
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distribution of alkanethiol monolayers on the surface of multi-component chemical system 

acquired by SFG-IM. 
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Chapter 1: Introduction 

Surfaces and interfaces are present everywhere we look around us. They are considered as 

a boundary between materials or a material and its surrounding environment, which influence 

interactions with that environment. At the molecular level, the surface or interface atoms, the top 

1-10 atomic layers, experience a different chemical and physical environment than atom in the 

bulk.1-2 Atoms inside the bulk are surrounded on all sides by other atoms of the same material, 

while, surface and interface atoms are surrounded by the same atoms on one or two sides but 

different atoms, or nothing, on the other. Every day phenomena like corrosion, friction, adhesion, 

tarnishing of metals, conductivity, lubrication of moving parts, and surface tension are influenced 

by surface properties.3-4  

A common assumption in surface chemistry was that surfaces and interfaces are spatially 

homogeneous. More recently, researchers have realized that many surfaces are spatially 

inhomogeneous. The spatial surface heterogeneity is either natural, an inherent property of the 

material, or induced by surrounding environmental factors. As a result, this will affect the physical 

and chemical properties of the surface. These microscopic changes can have macroscopic effects 

that can be observed by changes in temperature, pressure, concentration, or reaction kinetics. Since 

surfaces and interfaces play an important role in many of the chemical, physical, and biological 

processes, it is critically important to gain a fundamental understanding of the underlying 

processes of chemical and physical properties and also to be able to distinguish and characterize 

the heterogeneity of the studied surface.  

Heterogeneous or patterned surfaces have been characterized by many techniques, but each 

technique has its advantages and disadvantages.5 X-ray photoelectron spectroscopy (XPS) can 

probe the chemical composition, oxidation state and can also provide coverage and thickness of 
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SAMs.6-7 Secondary Ion Mass spectrometry (SIMS) provides surface chemical composition and 

bonding information about surface monolayer while low energy electron diffraction (LEED) gives 

surface structure information, but both are limited to ultra-high vacuum (UHV) conditions.8-9  

Scanning probe microscopy techniques, scanning tunneling microscopy (STM) and atomic 

force microscopy (AFM), are used to determine the 2D structure of SAMs in UHV, liquids and 

ambient conditions. These techniques show the spatial structures of the monolayers but require 

other techniques, such as vibrational spectroscopy, to determine the molecular composition of the 

surface.10 Vibrational microscopy techniques such as Fourier transform infrared (FT-IR), Raman, 

stimulated Raman scattering (SRS), and coherent anti-stokes Raman scattering (CARS) 

microscopies can provide spatial structures and chemical information.11-19 The limitation of these 

techniques as surface microscopy techniques is that they are not interface specific and monolayer 

sensitive, and cannot distinguish surface from bulk signal.  

Sum frequency generation (SFG) spectroscopy is a second-order, non-linear technique that 

provides vibrational spectra of the molecules at the interface.10, 20 Chemical identification, 

molecular orientation, monolayers’ conformational order, and vibrational dynamics can be studied 

by SFG spectroscopy.21-22 This technique is very useful in providing information about the 

interfacial structure of a surface. However, SFG typically only provides the average information 

of the sampled area and does not show local characteristics due to the spatial averaging.  

The sum frequency generation imaging microscopy (SFG-IM) technique, based on SFG, 

provides chemical images of the surface.23-26 The chemical contrast is based on the vibrational 

frequencies of the adsorbed molecules on the surface. It can be used successfully to probe in-situ 

the solid-liquid, solid-gas, liquid-liquid, and liquid-gas interfaces. The advantage of using SFG-

IM to study patterned surfaces is that it not only provides identity of interface molecular species, 
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and information about interface chemical structure, but it also provides spatial distribution 

overview of chemicals on the surface, which make it a useful technique in chemical imaging.24, 27-

28  

The SFG process is achieved by spatially and temporally overlapping two incident beams, 

usually a visible and a tunable mid-infrared (IR) beam, which generates a new beam, which is at 

the sum of the two incident frequencies.10 The vibrational spectra of the molecules on the surface 

is obtained by scanning the IR wavelengths. The intensity of the SFG signal enhances when the 

frequency of the IR incident beam is in resonance with the vibrational mode of a surface molecule. 

The SFG signal is collected by a charge-coupled device (CCD) camera, which allows spatial 

analysis of the surface.  

To investigate heterogeneous/patterned surface properties, model systems such as self-

assembled monolayers (SAMs) have been utilized.29-31 A self-assembled monolayer is an 

organized layer of organic molecules adsorbed on a substrate surface. The molecular self-assembly 

is a spontaneous self-organization of amphiphilic molecules on surfaces into well-ordered arrays. 

The molecules that form SAMs are composed of three parts, a ‘headgroup’, ‘spacer’ and a 

‘tailgroup’. The hydrophilic ‘headgroup’ is a functional group that has a strong chemical affinity 

and binds to the substrate surface. The ‘spacer’ is often composed of an alkyl chain and is important 

for the self-assembly process due to van der Walls interactions.32 The ‘tailgroup’ is oriented away 

from the surface of the substrate and being exposed to the environment, controls the surfaces 

properties. The interface properties can be controlled by changing the headgroup, spacer, and 

tailgroup of the SAMs.33-34 

Alkanethiols are one of the most studied SAMs. These alkanethiol SAMs are easy to 

prepare, they are molecularly ordered and are robust under many conditions of use. The alkanethiol 
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SAMs are typically prepared by solution deposition. A common solvent for alkanethiol SAMs 

preparation is ethanol. The self-assembly begins once the metal substrate is submerged in a dilute 

solution of alkanethiol. A well-formed thiol monolayer requires a period of 12-48 hours.  

In order to control the surface chemically and spatially, patterned systems of mixed SAMs 

have been utilized. These patterned SAMs systems have been produced by many different 

techniques like microcontact printing, photolithography, lift-off-lithography and ink-jet printing. 

Microcontact printing (µCP) is a form of soft lithography method that uses a polydimethylsiloxane 

(PDMS) stamp to form patterns of SAMs on the metal surface in a patterned and controlled 

fashion. The advantage of using PDMS is that it absorbs SAMs onto its surface and releases them 

during stamping. It is also nontoxic, commercially available, compatible with wide variety of 

organic and organometallic molecules and unreactive towards most chemicals.  

The SAMs patterns are generated by ‘inking’ the surface pattern of the PDMS stamp with 

a SAM and printed on the metal surface. The SAMS are transferred from the stamp onto the region 

that comes into contact with the stamp, while unstamped region remain bare. The bare regions can 

be stamped by a different terminal functional group or backfilled by solution deposition of SAMs. 

By using multiple stamps, it is possible to pattern by multiple different SAMs simultaneously.  

Metal surfaces patterned by µCP, by two different terminated functional groups alkanethiol 

SAMs have been successfully studied by SFG-IM previously.24-25, 28, 34-36 The observed SFG image 

contrast of the patterned thiols was due to the different vibrational modes of the terminal functional 

groups of the thiols. Analyzing the SFG vibrational spectra of different regions-of-interests (ROIs) 

of the image, the identity and orientation of the functional groups can be determined. The SFG 

image analysis have been performed by fitting the spectra and constructing chemical maps based 
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on the fitting results. Spectral fitting requires sufficient signal-to-noise ratio of the individual 

spectra. This limits the spectral curve-fitting to larger ROIs or longer signal acquisition times.  

Chemometrics and analytical techniques, such as partial least squares, principal component 

analysis, multivariate analysis, and factor analysis, have been utilized in spectral and image 

analysis in many spectroscopic techniques.37-45 Factor analysis (FA) is a statistical method that 

uses mathematical procedures to investigate whether a number of observed variables are linearly 

related to some smaller number of unobservable factors. Application of FA in chemistry has been 

pioneered by Malinowski in 1980s.37 The FA method has been applied in Raman spectroscopy, 

infrared spectroscopy, nuclear magnetic resonance, mass spectrometry, to determine reaction 

mechanics, kinetics, and the number and identities of components in a series of related 

multicomponent mixtures.37-41, 46-53 

In order for a data set to be factor-analyzable, each data point in the matrix must be some 

linear sum of product terms. The first step in factor analysis is principal factor analysis (PFA) 

which utilizes singular value decomposition (SVD) to decompose the data matrix into abstract 

factors. Singular value decomposition is often used in a wide array of application such as data 

reduction, compressing, and denoising. The matrix decomposition produces abstract factors that 

are considered to contain no physically meaningful information. Since the results produced by 

SVD are purely mathematical, a transformation of the abstract factors is required, which is the 

second step is FA, called target factor analysis (TFA). The transformation is achieved by first 

testing known targets to find a target that is a real component of the data matrix, which then can 

be used to determine the correct linear combination of the abstract factors need to produce 

physically meaningful results. Utilizing correct targets in combination with the right number of 

abstract factors, vibrational spectra and chemical maps of the analyzed sample can be predicted.  
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The goal of the work outlined in this dissertation is to provide a chemometrics approach to 

SFG–IM data analysis. In Chapter 2 a short background theory on SFG and factor analysis are 

given, including descriptions of the laser system, SFG microscope and experimental sample 

preparation procedures. Chapter 3 lays out the framework for the application of FA on SFG images 

of two component patterned alkanethiol monolayer on gold by µCP. The focus was to investigate 

the application of FA on SFG images and to assess the chemical maps and abstract factors 

produced by FA. Chapter 4 expands the investigation of FA application on SFG images to multi–

component patterned and random pattern systems to determine the chemical identities and spatial 

distributions of the monolayers. Chapter 5 focuses on the quantification of SAMs mixing into µCP 

regions and the absorption kinetics of mixing from data obtained by SFG–IM and analyzed by FA. 
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Chapter 2: Theoretical and Experimental Background 

2.1. SFG background 

Sum frequency generation (SFG) spectroscopy is a second-order nonlinear optical process 

that is generated by two high-energy laser beams mixing at an interface.20 In a typical SFG system, 

a fixed visible beam and a tunable IR beam are used to generate the SFG beam but for the SFG 

microscope system utilized here, a fixed 1064 nm fundamental beam was used. The reason for 

utilizing 1064 nm beam instead of a visible beam is due to the signal detector’s higher sensitivity 

in the visible wavelength range compared to 1064 nm. The SFG process is achieved when a laser 

pulse of fixed wavelength of 1064 nm (ω1064nm) overlaps with a tunable wavelength infrared pulse 

(ωIR) at a surface and interact with the molecules on the surface. This interaction induces a 

nonlinear polarization of the molecules,21, 54 

𝐸𝐸𝑆𝑆𝑆𝑆 = 𝑃𝑃𝑆𝑆𝑆𝑆
(2) = 𝜖𝜖0 𝜒𝜒(2) ∶ 𝐸𝐸1064𝑛𝑛𝑛𝑛 𝐸𝐸𝐼𝐼𝐼𝐼                                               (2.1) 

which generate the sum frequency output beam at the frequency of the sum of the tunable infrared 

wavelength and the fixed 1064 nm beam frequencies, 𝜔𝜔𝑆𝑆𝑆𝑆 = 𝜔𝜔1064𝑛𝑛𝑛𝑛 + 𝜔𝜔𝐼𝐼𝐼𝐼. The second-order 

nonlinear polarization is the product of the second-order susceptibility, 𝜒𝜒(2), the electric vacuum 

permittivity, 𝜖𝜖0, and the electric fields of the 1064 nm and IR beams, 𝐸𝐸1064𝑛𝑛𝑛𝑛 𝐸𝐸𝐼𝐼𝐼𝐼, shown in 

Equation 2.1. In order to achieve SFG, spatial and temporal overlap of the IR and 1064 nm beams 

on the surface is essential. A coherent SFG signal is generated at a specific angle, θSF, from the 

surface normal, which can be calculated using the conservation of momentum of all three beams 

parallel to the interface given by:55 

 𝑛𝑛𝑆𝑆𝑆𝑆𝜔𝜔𝑆𝑆𝑆𝑆 sin 𝜃𝜃𝑆𝑆𝑆𝑆 = 𝑛𝑛1064𝑛𝑛𝑛𝑛𝜔𝜔1064𝑛𝑛𝑛𝑛 sin 𝜃𝜃1064𝑛𝑛𝑛𝑛 + 𝑛𝑛𝐼𝐼𝐼𝐼𝜔𝜔𝐼𝐼𝐼𝐼 sin 𝜃𝜃𝐼𝐼𝐼𝐼                     (2.2) 

where 𝑛𝑛 is the refractive index of the medium through which the relevant beam propagates, and 𝜃𝜃 

is the angle to the surface normal of each beam. 
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The SFG intensity is proportional to the square of the induced polarization:10, 21, 56-57 

𝐼𝐼𝑆𝑆𝑆𝑆 ∝ �𝑃𝑃(2)�
2
∝ �𝜒𝜒𝑒𝑒𝑒𝑒𝑒𝑒

(2) �
2

 𝐼𝐼1064𝑛𝑛𝑛𝑛 𝐼𝐼𝐼𝐼𝐼𝐼                                                (2.3) 

where 𝜒𝜒𝑒𝑒𝑒𝑒𝑒𝑒
(2)  is the second-order nonlinear effective susceptibility and 𝐼𝐼1064𝑛𝑛𝑛𝑛 and 𝐼𝐼𝐼𝐼𝐼𝐼 are the 

intensities of the respective electric fields. The effective susceptibility, 𝜒𝜒𝑒𝑒𝑒𝑒𝑒𝑒
(2) , relates the interface 

response to the input light fields and consists of resonant susceptibility, 𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟
(2) , and a nonresonant 

susceptibility, 𝜒𝜒𝑛𝑛𝑛𝑛
(2). The nonresonant susceptibility arises from the nonresonant background 

response of the metal surface to the input beams. The resonant susceptibility arises from the 

response of the molecules on the surface and contains the vibrational information,21 

𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟
(2) = �

𝐴𝐴𝑞𝑞
(𝜔𝜔𝐼𝐼𝐼𝐼 − 𝜔𝜔𝑞𝑞 − 𝑖𝑖𝛤𝛤𝑞𝑞)

𝑞𝑞

                                                    (2.4) 

where ωIR and ωq refer to the frequency of the incoming infrared and qth vibrational normal mode, 

respectively, and Γq, the damping constant for the corresponding qth vibrational mode. The Aq term 

contains information on the Raman and IR transition moments.21, 58-59 In order for SFG signal to 

be generated the vibrational mode must be Raman and IR active. When the IR frequency is at a 

resonance frequency of one of the vibrational modes, this results in an enhanced SFG signal. 

Plotting the SFG intensity as a function of the IR wavenumber results in a vibrational spectrum.10, 

60  

The SFG signal acquired is a convolution of the resonant and nonresonant susceptibilities 

of the surface. Since the susceptibilities are complex quantitates, the overall SFG signal is 

dependent on the non-resonant susceptibility, 𝜒𝜒𝑛𝑛𝑛𝑛
(2), of the substrate, the resonant susceptibility, 

𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟
(2) , of the molecules on the surface, and the cross-term, 

𝐼𝐼𝑆𝑆𝑆𝑆 ∝ �𝜒𝜒𝑒𝑒𝑒𝑒𝑒𝑒
(2) �

2
∝ ��𝜒𝜒𝑛𝑛𝑛𝑛

(2)�𝑒𝑒𝑖𝑖𝑖𝑖 + �𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟
(2) �𝑒𝑒𝑖𝑖𝑖𝑖(𝜔𝜔𝐼𝐼𝐼𝐼)�

2
                                    (2.5) 
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�𝜒𝜒𝑒𝑒𝑒𝑒𝑒𝑒
(2) �

2
= �𝜒𝜒𝑛𝑛𝑛𝑛

(2)�
2

+ �𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟
(2)�

2
+ 2�𝜒𝜒𝑛𝑛𝑛𝑛

(2)��𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟
(2)� cos[𝜀𝜀 − 𝛿𝛿(𝜔𝜔𝐼𝐼𝐼𝐼)]                      (2.6) 

where ε is the fixed nonresonant phase, which varies little with IR frequency, but is dependent on 

the intrinsic properties of the metal substrate, and δ(ωIR) is the resonant phase, which is IR 

frequency dependent. Due to the electronic nature, gold substrate exhibits a relatively larger non-

resonant signal compared to the resonant signal.61 The observed magnitudes of the spectral peaks 

or dips are governed by the convolution of all the terms and highly dependent on the relative 

phases. The signal magnitude of the first two terms is positive, while the cross-term may be 

positive or negative. A positive cross-term results in a spectral peak and negative cross-term results 

in a spectral dip. Therefore, the relative phase difference in the cross-term between the 

susceptibilities, and metal substrate properties give rise to peaks, dips or semi-interference peaks 

or dips.62-64 

2.2. Picosecond PL2251 Ekspla laser 

An EKSPLA PL2251 series laser was employed for SFG imaging. The laser system used 

a passive mode-locked neodymium-doped yttrium aluminum garnet (Nd:Y3Al5O12, Nd:YAG) 

picosecond-pulsed laser with a fundamental output of 1064 nm to generating pulses of 20-30 

picoseconds. It generated a maximum energy output of about 40 mJ to pump the optical parametric 

generation and optical parametric amplification system (OPG/OPA) with a repetition rate of 20 

Hz. This laser was composed of a laser head (PL2251A-20-G-X), a power supply (PS5050) and a 

cooling unit (PS1222CO).65  

The three main parts of the laser head are the master oscillator, regenerative amplifier, and 

power amplifier, as shown in Figure 2-1. The master oscillator generates the fundamental 1064 

nm beam using a 808 nm diode pumped Nd:YVO4 laser material to seed the regenerative amplifier 

stage. The seed beam is amplified inside the cavity of the regenerative amplifier using a diode 
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pumped Nd:YAG rod. After reaching maximum amplification, the pulse is sent out of the 

regenerative amplifier cavity into the power amplifier where it is further amplified using a flash 

lamp pumped Nd:YAG rod. A detailed description of the EKSPLA laser system is found 

elsewhere.66 

2.3. Optical parametric generator/amplifier (OPG/OPA) 

The fundamental 1064 nm beam from the Ekspla Nd:YAG laser was split into two beams 

using a 90:10 split ratio beam splitter (BS1). The beam containing 90% energy was sent into the 

optical parametric generator/amplifier (OPG/OPA), which was built by LaserVision, Inc.67 The 

OPG/OPA was utilized to generate a tunable infrared laser pulse from 2000 cm-1 to 4000 cm-1 as 

shown in Figure 2-2.68 This process was achieved by sending the 1064 nm beam through a beam 

splitter (BS2), where one part of the beam was used for the difference frequency generation 

process, and the other part was used to generate a 532 nm beam using a potassium titanyl arsenate 

(KTA) crystal. The 532 nm beam was split into two beams using beam splitter (BS3), where one 

 

Figure 2-1. The optical layout of EKSPLA PL2251 laser head.65  
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part of the beam was sent to the first stage of the OPG/OPA, and the other part of the beam was 

used as a fixed visible beam. 

The 532 nm beam that was sent to the first stage of the OPG/OPA was split again by beam 

splitter (BS4). One beam was sent through two potassium titanyl phosphate (KTP) crystals (1 and 

2) to generate the signal and idler beams, while the other beam went through a delay stage and 

recombined with the idler beam for amplification of the signal beam. After the first stage, the 

signal beam was directed to the second stage, which contained two KTA crystals (3 and 4) and 

was overlapped with the 1064 nm beam to promote difference frequency generation mixing 

process. By rotating the KTP and KTA crystals from the first and second stage, respective, a 

tunable mid-infrared beam from 2000 cm-1 to 4000 cm-1 can be generated. A detailed alignment 

procedure is given elsewhere.34 

2.4. 1064 nm, infrared and guide beam paths to SFGIM 

The 1064 nm fundamental beam and the tunable infrared beam generated by the OPG/OPA 

were employed for the SFG imaging microscope. The layout of the 1064 nm and IR beams optical  

 
 

Figure 2-2. Optical layout of LaserVision OPG/OPA system. 
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path are illustrated in Figure 2-3. The fundamental 1064 nm beam from the Ekspla Nd:YAG laser 

was split into two beams using a 90:10 split ratio beam splitter (BS1). The beam containing 10% 

energy was sent to the SFG microscope by mirrors M1 through M11. The beam arrived at the 

surface with a 60° incidence angle from the surface normal. The polarization of the IR beam was 

purified by a germanium Brewster’s angle polarizer (P), and directed to the sample stage using 

mirrors M2 through M4. A calcium fluoride lens was used to focus the IR beam onto the surface. 

 

Figure 2-3. Illustration of the 1064 nm and IR beam paths for the SFG imaging microscope. 
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The beam arrived at the surface with a 70° incidence angle from the surface normal, at the same 

position and time as the 1064 nm beam. 

The alignment of the sample and the detection side of the SFG microscope was achieved 

by employing a 808 nm continuous wave laser as a guide beam. As shown in Figure 2-4, the guide 

beam’s energy was first attenuated using a filter to protect the relay lens and the detector from 

damage. The beam was reflected by mirrors M1 through M3, went through dielectric mirror DM1 

and arrived at the sample surface with an incident angle of 62.1°. After the guide beam passed the 

filter, an IR viewer was used to aid in aligning the guide beam. A detailed description of the optical 

components and alignment procedure is given elsewhere.25, 68-69 

2.5. Sum frequency generation imaging microscope 

A pulsed picosecond, 20Hz, 1064 nm Nd:YAG laser (EKSPLA) was used to pump an 

optical parametric oscillator/amplifier (OPG/OPA) to generate a tunable mid-IR beam. The 

incident angles of the 1064 nm and mid-IR beams was set to 60° and 70° from the surface normal, 

respectively, and generated the SFG beam at around 800 nm. The polarization of the input beams 

and the SFG beam were p-polarized. Sample alignment was aided by the 808 nm guide beam. 

 

Figure 2-4. Illustration of the guide beam path for the SFG imaging microscope. 
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Once the guide beam was reflected off the sample, it followed the SFG beam’s path shown in 

Figure 2-5. 

The generated SFG output beam followed a path that was at an angle of approximately 

62.1° from the surface normal, and passed through a relay lens (Edmund optics 45-760) to maintain 

the size and focus of the beam. A short pass filter (900 AESP Omega Optical) with the cut off 

wavelength of 890 nm was positioned on the front side of the relay lens to filter out the strong 

1064 nm beam. After passing through the relay lens the SFG signal was reflected off a diffraction 

grating (Newport, 33B75FL02-701R), which was used to correct for the distortion of the image.70 

The SFG beam was then passed through a 10× objective lens (Mitutoyo 378-824-1) to magnify 

the image, then gold mirrors were used to reflect the SFG beam in the direction parallel to the CCD 

 

Figure 2-5. SFG imaging microscope illustration. 
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optical axis.  A tube lens (Edmund, NT56-073) was used to collimate the image before going to 

the CCD camera. The SFG signal was collected using an intensified charge-coupled device (iCCD) 

camera (Roper Scientific, PI-MAX:1024i) with a 1024 x 1024 pixel chip. The captured SFG 

images had a spatial resolution of 2 µm. The iCCD camera was used in a gating mode with the 

gate width of 10 ns to avoid integration over background light. In order to reduce the dark counts, 

the detector temperature was maintained at -20 °C.25 

2.6. SFGIM signal collection 

The detector used for the SFGIM was a Roper Scientific, PI-MAX4:1024i, intensified 

charged-coupled device (iCCD) shown in Figure 2-6. PI-MAX4 uses a proximity-focused micro-

channel plate (MCP) image intensifier (Gen III HRf intensifier) fiber-optically coupled to a CCD 

array.71 The image intensifier used in the iCCD camera was a Gen III HRf intensifier with the 

efficiency curve shown in Figure 2-7. Based on the efficiency curve in Figure 2-7, the quantum 

efficiency for the SFG wavelengths acquired for these studies was about 25%.72  

 

Figure 2-6. Princeton Instrument PI-MAX4 iCCD detector. 
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The data acquired by the iCCD camera was sent to the computer for processing and display. 

WinSpec/32 software (version 2.6.23, password: 5FJ5MG) was used for data acquisition and 

system configuration. The iCCD camera was controlled by the WinSpec/32 program via a supplied 

GigE Ethernet card (INTEL® PRO/1000 GT desktop adapter) that was installed into the 

computer’s PCI Slot. The Ethernet card required the EbDriverTool32.exe driver, which was 

downloaded and installed from Princeton Instruments website.71 The intensifier gain on the 

detector was manually adjusted between the values of 1 and 100. Intensifier gain setting of 1 

corresponds to no gain and a setting of 100 corresponds to maximum gain. The camera was utilized 

mode which was triggered by the Nd:YAG laser. A gate width of 100 nsec and 10 gates per 

 

Figure 2-7. Quantum Efficiency curve of the PI-MAX4 Gen III HRf intensifier. The 

circle indicates the quantum efficiency at 810 nm.72  
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exposure integration was used for sample alignment purposes by the guide beam. For SFG signal 

acquisition in spectral mode, the gate width was set to 10 nsec with 10 gates per integration, in 

imaging mode, the gates per integration was set between 1000 to 5000, dependent on the signal to 

noise requirements. 

Using a National Instruments LabView program on the LaserVision computer, which 

controlled the LaserVision OPG/OPA via the LaserVision motor controls program, the IR 

frequency range and tuning speed were specified (see Figure 2-8). The LabView program 

controlled the scanning rate of the IR frequencies of the OPG/OPA while simultaneously the 

Winspec/32 program collected the SFG signal as images in a sequence. For every 5 cm-1 interval 

 

Figure 2-8. LabView program for wavenumber range and tuning rate control of OPG/OPA 
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of the specified wavenumber range an SFG image was saved which contained the total SFG signal 

of that interval. 

2.7. Factor analysis 

Factor analysis is performed by taking a data set of interest D, consisting of r rows and c 

columns,37, 73  

𝐷𝐷 =  [𝑑𝑑𝑖𝑖𝑖𝑖]𝑟𝑟×𝑐𝑐                                                                      (2.7) 

where dik represents a data point associated with the ith row and kth column designee of the matrix, 

and obtaining a mathematical “abstract” solution by decomposition. Each point, dik, of the data 

matrix modeled by equation (1), after decomposition, is expressed as a linear sum of product terms 

𝑑𝑑𝑖𝑖𝑖𝑖 = � 𝑟𝑟𝑖𝑖𝑖𝑖 𝑐𝑐𝑗𝑗𝑗𝑗
𝑠𝑠

𝑗𝑗=1
                                                             (2.8) 

where the number of terms in the sum, s, is called the number of factors, or components, 𝑟𝑟𝑖𝑖𝑖𝑖 and 

𝑐𝑐𝑗𝑗𝑗𝑗 are row factors and column factors, respectively. The data matrix can be decomposed using 

singular value decomposition (SVD) into two matrices:74  

𝐷𝐷𝑟𝑟×𝑐𝑐 =  𝑈𝑈𝑟𝑟×𝑠𝑠 𝑆𝑆𝑠𝑠×𝑠𝑠 𝑉𝑉′𝑐𝑐×𝑠𝑠 =  𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎                                    (2.9) 

𝑈𝑈𝑈𝑈 = 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎, 𝑉𝑉′ = 𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎                                            (2.10) 

where U and V are unitary matrices and the columns of U are left-singular vectors and rows of V’ 

(transpose of V) are right-singular vectors of D. S is a diagonalized matrix where the diagonal 

entries are the singular values of D.37 Applying SVD results in two abstract matrices, R (row) and 

C (column) matrices. Since this factor analytical solution is purely mathematical having no 

physical or chemical meaning, resulting matrices are termed “abstract” matrices. 

The row and column factors obtained by SVD are to be referred to as abstract factors in 

this thesis. The outlined mathematical process is referred to as principal factor analysis (PFA) 
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within the FA technique. Principal factor analysis, principal component analysis (PCA), and SVD 

produce essentially the same result and have been used interchangeably in literature.37  

To acquire physically or chemically recognizable factors (referred to as real factors), a 

transformation of the abstract factors is required. Target testing is a unique transformation method 

which tests potential factors, known as target factor analysis (TFA).37 Target testing serves as a 

mathematical bridge between abstract and real factors. The target transformation matrix, T, is 

obtained from a least-squares operation involving the PFA solution and the individual targets being 

tested. Target factor transformation is accomplished by carrying out the following mathematical 

operation:37  

𝐷𝐷 = 𝑅𝑅 𝐶𝐶 = 𝑅𝑅 𝑇𝑇 𝑇𝑇−1 𝐶𝐶 = 𝑋𝑋 𝑌𝑌                                                 (2.11) 

𝑋𝑋 = 𝑅𝑅 𝑇𝑇 𝑎𝑎𝑎𝑎𝑎𝑎 𝑌𝑌 =  𝑇𝑇−1 𝐶𝐶                                                     (2.12) 

where T and T-1 are the target transformation and inverse target transformation matrices and X and 

Y are the transformed matrices that contain the real factors with physically meaningful information 

such as the concentration of each component, and spectrum of component. The transformation 

involves finding linear combinations (weighted sums) of the abstract factors, which produce 

meaningful physically significant spectra. Mathematically, transformation is generally described 

as:42  

𝑐𝑐1′ = 𝑤𝑤1𝑐𝑐1 + 𝑤𝑤2𝑐𝑐2 + ⋯+ 𝑤𝑤𝑛𝑛𝑐𝑐𝑛𝑛                                           (2.13) 

where 𝒄𝒄𝟏𝟏′  is the real factor obtained by target transformation, 𝒄𝒄𝟏𝟏 through 𝒄𝒄𝒏𝒏 are the original abstract 

factors obtained by PFA, and 𝒘𝒘𝟏𝟏 through 𝒘𝒘𝒏𝒏 are the weighting terms which are determined by the 

target transformation matrix T. The target transformation of abstract factor to real factors is 

graphically shown in Figure 2-9. 
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In order to determine the correct number of significant factors to employ, Malinowski’s 

empirical factor indicator function was used. The factor indication function (IND) is able to pick 

out the correct number of factors and is defined as:37 

                                      𝑰𝑰𝑰𝑰𝑰𝑰 = 𝑹𝑹𝑬𝑬
(𝒔𝒔−𝒏𝒏)𝟐𝟐 =

��
∑ 𝝀𝝀𝒋𝒋

𝟎𝟎𝒔𝒔
𝒋𝒋=𝒏𝒏+𝟏𝟏
𝒍𝒍(𝒔𝒔−𝒏𝒏) �

(𝒔𝒔−𝒏𝒏)𝟐𝟐                                               (2.14) 

where 𝑅𝑅𝑅𝑅 is the real error, 𝜆𝜆 is the eigenvalue, 𝑛𝑛 is the number of eigenvalues and eigenvectors 

associated with the true factors, 𝑠𝑠 is the number of eigenvalues and eigenvectors obtained after 

factor analyzing the raw data, where it is equal to the number of row or column entries, whichever 

 

Figure 2-9. Outline of target transformation of abstract factors into real factors by TFA.  The real 

factors are obtained by adding the factors obtained by PFA using various weightings of the 

factors.42  
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is smaller, and 𝑙𝑙 equals or column entries, whichever is larger. By examining the IND function 

behavior as n varies, it is possible to determine the true number of factors. The IND function 

decreases as more and more primary eigenvectors are employed in data reproduction. However, 

once the primary set is exhausted and secondary eigenvectors are included in the reproduction, the 

IND function increases. The IND function reaches a minimum value when the correct number of 

factors are employed. 

To confirm that target is a real factor in the chemical system, a SPOIL function was used 

to evaluate all the targets used.37 The SPOIL function is defined as: 

𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 =
𝑹𝑹𝑹𝑹𝑹𝑹
𝑬𝑬𝑬𝑬𝑬𝑬

≃
𝑹𝑹𝑹𝑹𝑹𝑹
𝑹𝑹𝑹𝑹𝑹𝑹

                                                      (𝟐𝟐. 𝟏𝟏𝟏𝟏) 

where 𝑅𝑅𝑅𝑅𝑅𝑅 is the real error in the target spectra, 𝐸𝐸𝐸𝐸𝐸𝐸 is the error contributed by the data matrix, 

and 𝑅𝑅𝑅𝑅𝑅𝑅 is the root mean square of the target transformed factor. Experimental data error makes 

the pure test spectra different from the target transformed spectra. Since the error in the target 

transformed spectra comes from error in the data matrix, EDM is similar to REP. For the data here, 

a SPOIL value below 20 indicates that the tested target spectra is acceptable, while a value between 

20 and 30 is moderately acceptable. A SPOIL value above 30 indicates an unacceptable target 

spectra, meaning it is not a real factor in the chemical system. 

2.8. Data processing 

During the SFG imaging, the iCCD camera acquires a sequence of SFG images which 

include a background correction. Once a set of images was acquired, the images were stacked in 

ImageJ software according to decreasing IR wavenumber using the stack reverser plugin. The 

vibrational spectra from a specified region of interest (ROI) of the image stack was extracted using 

the spectra microscopy plugin.68 By utilizing a macros plugin, which runs a code written for 

spectral extraction of specified ROIs, the image stack was divided into specified ROIs and the 
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corresponding spectra was extracted and saved as .txt files with a reference to image position. The 

macros program code is shown in Figure 2-10. The code specifies the number of pixels per ROI 

size, spectral wavenumber range, the target folder where the extracted file are saved to, and file 

name with image position identification. 

The extracted spectra from ROIs were then used to construct a data matrix, where each 

spectrum is a column of the data matrix, on which the PFA and TFA were performed using 

 

Figure 2-10. Image Spectra Extraction code used for spectral extraction from ROIs 
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MATLAB software. The .txt spectra files were imported into MATLAB and arranged into a matrix 

in a known sequence for image reconstruction. The data matrix was first checked for cosmic ray 

spikes, which were removed by MATLAB ‘hampel’ function for removing outliers.  

The data matrices were first analyzed by significant factor analysis (SFA) code to 

determine the number of significant factors using factor (empirical) indicator function (IND).37 

The IND function reaches a minimum when the correct number of factors were employed and are 

considered significant factors. The significant abstract factors can be obtained by specifying the 

desired number of factors as a second input of the SFA function. To obtain all the abstract factors, 

the data matrices can be decomposed using the singular value decomposition (SVD) function in 

MATLAB. The SVD decomposition results in two abstract matrices, R (row) and C (column) 

matrices (see Equation. 2.10). The first column of R and C matrix represent the spectra and spatial 

distribution, respectively, of the first abstract factor. The second column of R and C matrix 

represent the spectra and spatial distribution, respectively, of the second abstract factor, and so on. 

The significant abstract factors from the C matrices were used to reconstruct maps of each abstract 

factors’ contribution weight in each ROI by shaping the columns into the right image size.  

In order to obtain real factors, the data matrix was analyzed by target factor analysis (TFA) 

code. The TFA requires a target matrix containing the desired test spectra, as columns, as an input 

along with a specified number of abstract factors desired for the target transformation. When it is 

possible, test (target) spectra of pure components were used to produce the transformation matrix 

to convert abstract factors into physically significant real factors. The TFA results indicated how 

well the target transformed real factors represent the test spectra. The resulting real factors were 

used to construct the respective chemical maps by using the loading factor analysis (LFA) code. 

Each real factor was presented as a column of the resulting LFA matrix. By separating the 
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reshaping the columns, the respective chemical maps were obtained. The MATLAB codes for 

SFA, TFA and LFA were modified codes provided by Malinowski.37 All MATLAB codes used 

are presented in Appendix A. 

2.9. Microcontact printing 

Microcontact printing (µCP) is a special form of soft lithography method that uses a poly 

dimethylsiloxane (PDMS) stamp to form patterned self-assembled monolayers (SAMs) on metal 

surfaces in a controlled fashion.25, 35, 75-79 The advantage of using µCP is that it is simple and 

inexpensive to produce the PDMS stamp, which absorbs SAMs onto its surface and releases them 

during stamping. The resulting patterned SAMs formed are a mirror image of the pattern on PDMS 

stamp. The process by which a patterned surface is fabricated is illustrated in Figure 2-11. The 

PDMS stamp used for µCP was produced by combing the PMDS prepolymer with its curing agent 

in a 10:1 mass ratio. After stirring for about 5 minutes, the mixture was placed under house vacuum 

for about an hour to remove bubbles produced during mixing. Then it was poured onto a clean, 

ridged master template containing the target pattern(s), which was previously treated with 

 

Figure 2-11. Illustration of the microcontact printing process. 



25 
 

octadecyltrichlorosilane as an anti-adhesion layer for easy peeling of PDMS from the master 

pattern. The master pattern with the PDMS mixture was then placed into an oven to cure for 2 

hours at 80 °C. After curing, the PDMS was carefully peeled off from the master pattern and 

cleaned by sonicating in ethanol for about 10 minutes. The stamped was then dried inside the oven. 

5 mM alkanethiol solutions with different terminal functional groups in ethanol were 

prepared. To prepare the two component monolayer sample, a drop of the thiol solution was placed 

on top of the PDMS stamp and then nitrogen gas was used to dry the surface of the stamp. The 

stamp was then carefully placed on the surface of evaporated gold on silicon wafer for 15 minutes. 

After the stamp was removed, the sample was placed minutes into an alkanethiol solution with a 

different functional group to backfill bare gold regions. After 15 minutes, the sample was taken 

out, rinsed with ethanol and dried with nitrogen gas.  

For the preparation of the five component monolayer samples, a pattern from the PDMS 

stamp was selected and cut into four pieces by cutting the pattern in half and then cutting again 

perpendicularly. Each individual piece of the PDMS stamp was inked with a different alkanethiol 

solution by placing a drop of the respective alkanethiol solution on top of the PDMS stamp and 

then dried by nitrogen gas. The four PDMS pieces were brought together and carefully placed on 

the surface of evaporated gold on silicon wafer. Light pressure was applied to the PDMS stamp 

and left on the surface for 15 minutes. After the stamp was removed, the sample was placed into 

the alkanethiol solution not used for stamping, to backfill bare gold regions. After 15 minute 

solution deposition, the sample was taken out and rinsed with ethanol and dried with nitrogen. The 

sample was placed into the SFG imaging microscope, aligned to the target pattern and SFG images 

were taken. The preparation procedure of the five component sample is schematically shown in 

Figure 2-12. 
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Figure 2-12. Schematic diagram of the preparation procedure of the five component patterned 

sample. 



27 
 

 

Chapter 3: Sum Frequency Generation Imaging Microscopy of Self-

Assembled Monolayers on Metal Surfaces: Factor Analysis of Mixed 

Monolayers 

3.1.  Introduction 

Surfaces and interfaces are considered as a boundary between a material and its 

surrounding environment and influence interactions with that environment. At the molecular level, 

the surface atoms, the top 1-10 atomic layers, have a different chemical and physical environment 

than atom in the bulk and play an important role in many of the chemical, physical, and biological 

processes.1-2 In order to gain a fundamental understanding of the underlying processes it is 

critically important to know the chemical and physical properties of the surfaces or interfaces. To 

investigate surface properties, model systems like self-assembled monolayers (SAMs) have been 

used.29-30 A self-assembled monolayer is an organized layer of organic molecules adsorbed on a 

substrate surface. These SAMs are easy to prepare, are molecularly ordered and are robust under 

many conditions of use. In order to control the surface chemically and spatially, patterned systems 

of mixed SAMs have been utilized. These patterned SAMs systems have been produced by many 

different techniques like microcontact printing80-82, photolithography83, lift-off-lithography84 and 

ink-jet printing85. Microcontact printing (µCP) is a form of soft lithography method that uses a 

polydimethylsiloxane (PDMS) stamp to form patterns of SAMs on the metal surface in a patterned 

and controlled fashion.80-82 The advantage of using PDMS is that it absorbs SAMs onto its surface 

and releases them during stamping. It is also nontoxic, commercially available, compatible with 

wide variety of organic and organometallic molecules and unreactive towards most chemicals.80 
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Self-assembled monolayer patterned surfaces have been characterized by techniques such 

as X-ray photoelectron spectroscopy (XPS), Secondary Ion Mass Spectrometry (SIMS), low 

energy electron diffraction (LEED), and Scanning probe microscopy techniques (STM, AFM), but 

each technique has advantages and disadvantages.5-7, 86-87 These techniques show the structures of 

the monolayers but require other techniques, such as vibrational spectroscopy, to determine the 

molecular composition of the surface.10 Sum frequency generation (SFG) spectroscopy is a 

second-order, nonlinear optical technique that provides vibrational spectra of the molecules at the 

interface.20 Chemical identification, molecular orientation, monolayers’ conformational order, and 

vibrational dynamics can be studied by SFG spectroscopy.21-22 The technique is very useful in 

providing information about the interfacial structure of a surface. However, it typically only 

provides the average information of the sampled area and does not show local characteristics due 

to the spatial averaging. The sum frequency generation imaging microscopy (SFG-IM) technique, 

based on SFG, provides chemical images of the surface.23-26 The chemical contrast is based on the 

vibrational frequencies of the adsorbed molecules on the surface. The advantage of using SFG-IM 

to study patterned surfaces is that it not only provides identity of surface/interface molecular 

species, information about surface/interface chemical structure, but it also provides a spatial 

distribution overview of chemicals on the surface, which make it a useful technique in chemical 

imaging.24, 27 

In this study, SFG-IM was used to acquire SFG images of patterned alkanethiol monolayer 

on gold by µCP. The images were then analyzed by factor analysis (FA). It is a statistical method 

that uses mathematical procedures to investigate whether a number of observed variables are 

linearly related to some smaller number of unobservable factors.73 The method has been applied 

in Raman and infrared spectroscopy to determine the number and identities of components in a 
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series of related multicomponent mixtures.38-40, 88-89 The focus of these experiments was to 

investigate the application of FA on SFG images and to assess the chemical maps and abstract 

factors produced by FA. 

3.2.  Theoretical Background 

3.2.1. Sum frequency generation.  

The theory of SFG has been described previously in detail.10, 21 The sum frequency 

generation process in this study is achieved when two coherent laser pulses, a fixed wavelength of 

1064 nm (ω1064nm) and a tunable wavelength infrared pulse (ωIR), are spatially and temporally 

overlapped on a surface. The induced nonlinear polarization at the surface generates the coherent 

sum frequency output beam at the sum of the two input beam frequencies (ωSF = ω1064nm + ωIR). 

When the IR frequency is at a resonance frequency of one of the vibrational modes, an enhanced 

SFG signal is observed. 

3.2.2.  Factor analysis.  

The theory and application of factor analysis (FA) are discussed fully by Malinowski.90  A 

short description of the main steps are given in the Supporting Information. Factor analysis is a 

mathematical technique for studying matrices of data. It is a highly useful method for furnishing 

the number of components, concentrations, and spectral information via a purely mathematical 

route.90 It is performed by taking a data set of interest D, and after decomposition, expressing it as 

a linear sum of product terms. The resulting terms are purely mathematical ‘abstract’ column and 

row factors that contain no physical or chemical meaning. To acquire physically or chemically 

recognizable factors, a transformation of the abstract factors is required. Target testing is a unique 

transformation method which tests potential factors, known as target factor analysis (TFA).90 

Target testing serves as a mathematical bridge between abstract and real factors. Factor analysis 
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includes principle component analysis (also known as principal factor analysis (PFA)) and TFA90 

and their use for this study is outlined in the Experimental section. 

3.3.  Experimental 

3.3.1.  Sample patterning by microcontact printing 

The system of study consisted of patterned SAMs on gold substrate manufactured by 

microcontact printing (µCP). The PDMS stamp used for µCP was produced by combining the 

PDMS prepolymer and curing agent in a 10:1 volume ratio. After stirring for about 5 minutes, the 

mixture was placed under house vacuum for about an hour to remove bubbles produced during 

mixing. It was then poured onto a clean surface of the rigid master pattern, previously treated with 

octadecyltrichlorosilane as an anti-adhesion layer for easy peeling of PDMS from the master 

pattern. Then, the master pattern with the PDMS mixture was placed inside the oven to cure for 

two hours at 80 °C. After curing, the PDMS was carefully peeled off from the master pattern and 

cleaned by sonicating in ethanol.  

Pure solutions of 5 mM octadecanethiol (ODT), methoxy-hexadecanethiol (MeOHT), and 

15,15-difluoro-octadecane-1-thiol (FODT) in ethanol were prepared. To prepare the two 

component monolayer samples, a drop of the ODT solution was placed on top of the PDMS stamp 

and then nitrogen gas was used to dry the surface of the stamp. The stamp was then carefully 

placed on the surface of evaporated gold on silicon wafer for 15 minutes. After the stamp was 

removed, the sample was placed into the backfill solution (MeOHT or FODT) for 15 minutes. 

Target samples for TFA application were prepared from the same solutions as the two component 

samples. The stamped ODT target sample was prepared by the same procedure described above 

but without backfilling. MeOHT and FODT target samples were prepared by solution deposition, 

with no stamping, for 15 minutes of the respective MeOHT or FODT solution on evaporated gold 
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silicon wafer. All samples were rinsed with ethanol solvent and dried with nitrogen gas before 

taking images. 

3.3.2.  Sum frequency generation imaging microscope.  

A picosecond pulsed, 20 Hz, Nd:YAG laser was used to generate the 1064 nm, which 

pumped the optical parametric generator/amplifier (OPG/OPA) to generate the tunable mid-IR 

beam. The incident angles of the 1064 nm and mid-IR beams were set to 60° and 70° from the 

surface normal, respectively, and generated the SFG beam at around 800 nm with an angle of 

approximately 62.1° from the surface normal. An intensified charge-coupled device (iCCD) 

camera with a 1024 x 1024 pixel chip was used to acquire the SFG images. A more detailed 

description of the SFG-IM is given in Chapter 2.5. 

3.3.3.  SFG image data processing with PFA and TFA application.  

During the SFG imaging the iCCD camera acquires a sequence of SFG images while the 

infrared frequency is continuously scanned at a set scan rate. Each image is an average of five IR 

wavenumbers, with user specified number of laser shots per image. No processing of the presented 

SFG images were performed except for background correction. Once a set of images was acquired, 

the images were stacked according to decreasing IR wavenumber using ImageJ software. The 

image stack was cut into region of interests (ROIs) of 5-by-5 and 2-by-2 pixels, which corresponds 

to 6.5-by-6.5 µm and 2.5-by-2.5 µm respectively, and vibrational spectra were extracted from each 

ROI (see Appendix B Figure B-1).91 The extracted spectra from ROIs were then used to construct 

a matrix, where each spectrum is a column of the data matrix, on which the PFA and TFA were 

performed using MATLAB software. The MATLAB codes for PFA and TFA are provided by 

Malinowski.90 
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The data matrices were first analyzed by PFA to determine the number of significant 

factors using factor (empirical) indicator function (IND).90 The IND function reaches a minimum 

when the correct number of factors were employed and are considered significant. A more detailed 

explanation is given in the Supporting Information. To obtain abstract factors, the data matrices 

were decomposed using the singular value decomposition (SVD) function in MATLAB. The 

significant abstract factors from the C (column) matrices were used to construct maps of each 

abstract factors’ contribution weight in each ROI; R (row) matrices abstract factors were used to 

produce the corresponding abstract factors’ spectra. No further processing was performed on the 

abstract factors’ spectra and maps presented. When it is possible, test (target) spectra of pure 

components were used to produce the transformation matrix to convert abstract factors into 

physically significant real factors. The resulting real factors were used to construct the respective 

chemical maps. The chemical maps were constrained to positive values only with no other 

constraints or processing. 

3.4.  Results and Discussion 

3.4.1.  SFG imaging of ODT-MeOHT sample.  

The SFG images and spectra given in Figure 3-1 represent the ODT—MeOHT on 

evaporated gold substrate sample. Figures 3-1a – 3-1c show SFG images taken at 2810 cm-1, 2875 

cm-1, and 2950 cm-1, respectively. The spectra shown in Figures 3-1d and 3-1e were extracted from 

the ROI highlighted in Figures 3-1a and 3-1b, respectively. The observed SFG image contrast is 

due to the vibrational contrast in the SFG spectra, where the dark areas in the images correlate to 

the resonance peaks in the SAMs. ODT and MeOHT have distinct vibrational spectra in the 2800-

3000 cm-1 region that can be used to distinguish the two molecules. Figures 1d and 1e are the 

characteristic SFG MeOHT and ODT spectra, respectively, on gold. The MeOHT shows 6 peaks 
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in the C-H stretching region, a doublet at 2810/2830, 2855, 2900, 2930, and 2980 cm-1 which 

correspond to the symmetric stretch of the CH3 in the terminal methoxy group, CH2 symmetric 

stretch, CH2 asymmetric stretch, Fermi resonance and the CH3 antisymmetric stretch, respectively. 

The peaks in Figure 3-1e at 2875 and 2935 cm-1 are the methyl symmetric C-H stretch and 

its Fermi resonance, respectively, and at 2965 and 2975 cm-1 are the methyl antisymmetric in-plane 

and out of plane stretching, respectively.  The observed methoxy peak at 2810 cm-1 in the ODT 

spectrum is due to the MeOHT mixing in the ODT stamped region during the backfill step which 

is most likely due to stamp defects and also that the overall monolayer formed by microcontact 

printing is less densely packed than those from solution-deposited films.25 The observed dark areas 

of the SFG image at 2810 cm-1 correspond to the MeOHT covered surface, which has a symmetric 

methoxy stretch at that frequency, and lighter areas correspond to the ODT surface, which has no 

a)

 

b)

 

c)

 

d)

 

e)

 

Figure 3-1. ODT-MeOHT 

sample SFG images at (a) 

2810 cm-1 (b) 2875 cm-1, (c) 

2950 cm-1 (d) MeOHT SFG 

spectrum, (e) SFG spectrum 

of ODT stamped region. 
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vibrational modes at that frequency and signal is due to Au non-resonant response. The image 

contrast inverts at 2875 cm-1 due to MeOHT being off resonance while the methyl-terminated ODT 

is at resonance. When both the MeOHT and ODT are off vibrational resonant frequencies, little 

image contrast is observed. An example of an off vibrational resonant image is shown in Figure 3-

1c. 

3.4.2.  Two component maps.  

Chemical maps have been constructed from SFG images using spectral fitting which 

requires sufficient signal-to-noise ratio of the individual spectra. This limits the spectral curve-

fitting to larger ROIs or long signal acquisition times.79, 91-92 In order to reduce signal acquisition 

time without resorting to larger ROIs or sacrificing image resolution, factor analysis was utilized. 

SFG images of ODT—MeOHT sample were acquired at 5000 shots per image (5k) and also at 500 

shots per image (0.5k). The SFG images were processed as outlined in the SFG imaging data 

processing with PFA and TFA application. The SFG and resulting PFA images are shown in Figure 

3-2. Figures 3-2a and 3-2b are the raw SFG images acquired at 2875 cm-1 with 5k and 0.5k, 

respectively. The contrast between the ODT and MeOHT regions in Figure 3-2b is not as high as 

in Figure 3-2a and is difficult to determine where the regions boundary edge is due to low edge 

resolution. However, the images obtained after PFA processing of the 5k and 0.5k, Figures 3-2c 

and 3-2d respectively, show an improved region contrast and edge resolution. As observed in 

Figures 3-2b and 3-2d, PFA significantly improves the image contrast between the ODT and 

MeOHT regions for the 0.5k data compared to the 5k data.  

The extracted SFG spectra of ODT and MeOHT of the 0.5k sample using 6.5-by-6.5 µm 

ROI size for PFA do not contain sufficient signal to show obvious vibrational modes that could be 

used to differentiate ODT from MeOHT (see Appendix B Figure B-2) required for spectral fitting.  
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To understand and be able to determine the significance of PFA and TFA results, the 5k SFG data 

was analyzed to determine what each significant real and abstract factor represented. Then, 0.5k 

real and abstract factors were compared to the 5k factors to determine if the real and abstract factors 

represented the same information in the 0.5k as the 5k data set. To test the limit of PFA, 100 shots 

per image SFG data was analyzed with PFA but due to the low SFG signal, PFA was unable to 

a) 

              

b) 

              

c) 

        

d) 

        

Figure 3-2. ODT—MeOHT sample SFG images acquired with (a) 5k shots per image 

at 2875 cm-1 and (b) 0.5k shots per image at 2875 cm-1. PFA resulting maps of 6.5-by-

6.5 µm ROI (c) 5k shots per image 2nd abstract factor and (d) 0.5k shots per image 3rd 

abstract factor. 
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determine the number of significant factors nor produce satisfactory results (see Appendix B 

Figures B-3 and B-4). 

3.4.3.  Analysis of 5000 laser shots per image ODT—MeOHT sample.  

Principal factor analysis produced 71 abstract factors, due to each spectrum used for the 

data matrix consisting of 71 data points, but IND function indicated only two significant abstract 

factors that account for 91.7% of data variance. The 69 non-significant abstract factors account for 

8.3% of data variance and are assumed to contain only noise. The percent contribution of each 

abstract factor was calculated from eigenvalues. After target transformation by TFA of the abstract 

factors using ODT and MeOHT target spectra, the resulting component weights of ODT and 

MeOHT were obtained in each ROI. The component weight results were then mapped back onto 

the surface to provide a spatial distribution of the MeOHT and ODT shown in Figures 3-3a-3-3d. 

Figures 3-3a and 3-3b are the MeOHT chemical maps constructed from 2.5-by-2.5 µm and 6.5-

by-6.5 µm ROIs, respectively, where the MeOHT regions are represented by lighter shaded region. 

Figures 3-3c and 3-3d are the ODT chemical maps constructed from 2.5-by-2.5 µm and 6.5-by-

6.5 µm ROIs, respectively, where the ODT regions are represented by lighter regions. The 

chemical maps of MeOHT and ODT obtained by TFA are in good agreement with the observed 

SFG image in Figure 3-1b. The TFA results of ODT and MeOHT images shown in Figure 3-3 are 

the physically significant real factors obtained by target transformation of the abstract factors. The 

mathematical process by which the significant abstract factors are target transformed to produce 

the real factors is graphically shown in Appendix B Figure B-5. The MeOHT and ODT were 

obtained by taking weighted fractions of the two significant factors and subtracting the second 

abstract factor from the first one to obtain MeOHT image or adding them together to obtain ODT 

image. 
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a) 

 

b) 

 

c) 

 

d) 

 

Figure 3-3. MeOHT and ODT chemical maps. (a) MeOHT using 2.5-by-2.5 µm ROIs (b) 

MeOHT from 6.5-by-6.5 µm ROIs (c) ODT using the 2.5-by-2.5 µm ROIs (d) ODT from 

6.5-by-6.5 µm ROIs. Note: data matrix containing the 2.5-by-2.5 µm ROIs was too large 

for the computer calculations as a whole. It was divided into six equal fractions and TFA 

calculations were performed on each individually. The TFA results were then combined to 

produce the final images shown in a and c. 



38 
 

The two significant abstract factors obtained by PFA as are shown in Figure 3-4. First 

abstract factor accounts for 91% of the data matrix variance and since the spectra was not mean 

centered, it represents the average spectrum of the sample analyzed.93 Figures 3-4a and 3-4c show 

the first abstract factor extracted from the R and the corresponding C matrix, respectively. In Figure 

3-4a, the observed mathematical results are the combined average of the ODT and MeOHT SFG 

signal response on gold substrate, where all the ODT and MeOHT vibrational peaks observed in 

Figures 3-1d and 3-1e are present. Figure 3-4c represents overall beam profile over the imaged 

a) 

 

b) 

 

c) 

 

d) 

 

Figure 3-4.  First and second abstract factors from row matrix (a, b) and column matrix (c, 

d) obtained by PFA of ODT—MeOHT sample data matrix. 
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area with no image contrast between the ODT and MeOHT regions. The second abstract factor 

accounts for 0.74% of data variance. The R matrix component of the second factor is shown in 

Figures 3-4b and represents the spectral difference between the observed ODT and MeOHT peak 

positions.93 It also contains both the ODT and MeOHT spectral features but in derivative-like shape 

where the ODT peaks are pointing up and MeOHT peaks are pointing down. In Figure 3-5, the 

abstract factor is overlaid with the SFG difference spectrum of ODT and MeOHT, showing that 

the second abstract factor represents the difference spectra of ODT and MeOHT. The SFG 

difference spectrum of ODT and MeOHT was acquired by subtracting normalized ODT spectrum 

from normalized MeOHT spectrum (see Appendix B Figure B-6).34 It has been observed that one 

vibrational band disappearing relative to another in the spectrum will produce a factor containing 

one negative and one positive weighted peak.93 The corresponding second factor from the C 

 

Figure 3-5.  Resulting SFG spectrum of ODT and MeOHT after normalized ODT SFG 

spectrum was subtracted from the normalized MeOHT SFG spectrum and compared 

with the second abstract factor obtained from PFA. 
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matrix, Figure 3-4d, contains the image contrast between the ODT and MeOHT regions. Darker 

strips are the ODT regions and lighter stripes are the MeOHT regions. The contrast is maximized 

between the two regions by expressing one as positive values and the other one as negative 

values.93 The PFA results shown in Figure 3-4 are considered abstract mathematical results that 

contain no physically meaningful information but based on Figures 3-4 and 3-5, they do contain 

real physical information.93 In order to determine the significance of the information contained in 

the abstract factors, one must have some insight into the system analyzed. By analyzing the abstract 

factors one can narrow down the potential targets to test.  

3.4.4.  Analysis of ODT—MeOHT sample obtained with 500 laser shots per image.  

SFG images acquired of ODT—MeOHT sample with 500 laser shots per image are shown 

in Figure 3-6. The contrast between the ODT and MeOHT regions in Figures 3-6a and 3-6b are 

not as high as in Figures 3-1a and 3-1b which were taken with 5000 shots per image. The 0.5k 

ODT—MeOHT stack was treated in the same manner as the 5k ODT—MeOHT stack. The IND 

function indicated three significant abstract factors, not two as was expected and observed for the 

5k data. The first three abstract factors obtained by PFA are shown in Figure 3-7 and account for 

81.2% of data variance. The first abstract factor shown in Figures 3-7a and 3-7d contains 79.2% 

of data variance and is almost identical to the first factor of 5k (Figures 3-4a and 3-4c). It also 

represents the combined average spectrum of the ODT and MeOHT spectra and the beam profile 

of the imaged area, containing both the ODT and MeOHT peaks but showing no image contrast 

between the two regions. The second abstract factor, shown in Figures 3-7b and 3-7e, represents 

1.3% of data variance and is different than the second abstract factor of 5k sample (Figures 3-4b 

and 3-4d). The second abstract factor is assumed to represent some change to the combined average 

spectrum that has not been fully determined yet or might be a result of increased noise in data. The 
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third abstract factor accounts for 0.72% of the input data matrix.  The R  matrix component, Figure 

3-7c, is very similar to the second abstract factor of the 5k (Figure 3-4b) which represents a 

difference like spectrum of ODT and MeOHT, where SFG spectrum of ODT was subtracted from 

MeOHT spectrum. The contrast between ODT and MeOHT regions observed in Figure 3-7f is 

maximized by expressing one as positive values and the other one as negative values, which is 

similar to what was previously observed for the second abstract factor of 5k (Figure 3-4d). The 

abstract image obtained from the 0.5k data set (Figure 3-7f) is not as detailed and lacks the 

resolution, especially between the boundary of ODT and MeOHT regions, when compared to the 

image obtained from the 5k data set (Figure 3-4d). These results demonstrate that PFA can provide  

a) 

             

b) 

         
c) 

      

d) 

     
Figure 3-6. 500 shot ODT—MeOHT sample SFG images at (a) 2810 cm-1 (b) 2875 cm-1 

and TFA resulting maps of 6.5-by-6.5 µm ROI  (c) MeOHT and (d) ODT. 
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d) 

 
b) 

 

e) 

  

c) 

 

f) 

 
Figure 3-7.  First three abstract factors from row matrix (a-c) and column matrix (d-f) 

obtained by PFA of 500 shot ODT—MeOHT sample data matrix. 
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very similar qualitative chemical mage results from data obtained with 1/10th the shots per spectral 

point as originally obtained. This also demonstrates that FA can be used as an alternative chemical 

mapping to spectral fitting. The FA and TFA results of smaller ROIs and shorter acquisition time 

data indicate that it FA can reduces the amount of time required to acquire full spectral images 

with sufficient contrast between the different chemical regions when compared to spectral fitting. 

3.4.5  Analysis of ODT—Fluoro-ODT sample.  

The ODT and FODT molecules exhibit almost identical spectra except that the –CH3 

symmetric and asymmetric stretches differ (relative shifted blue for FODT) by 5 cm-1 (Figure 3-

8b). The structural difference between the ODT and FODT molecules is that FODT contains two 

fluorines at the 15th carbon position (Figure 3-8a).  SFG imaging was taken of ODT—FODT 

a) c) 

 

b) 

 

d) 

 
Figure 3-8. (a) ODT and FODT molecular structure. ODT—FODT sample SFG (b) 

spectra and (c) image at 2875 cm-1 and (d) 2880 cm-1 with 5000 shots. 
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sample with 5000 laser shots per image. The SFG images taken at 2875 and 2880 cm-1, Figure 3-

8c and 3-8d, respectively, show good contrast between the ODT stamped region and fluorinated 

thiol backfilled region represented by darker shaded regions in the respective images. The stack of 

ODT—FODT SFG images were treated the same as the ODT—MeOHT SFG images.  

Principal factor analysis results indicated that there are three significant abstract factors 

that account for 96.5% of data variance. The 3.5% account for the 68 non-significant abstract factor 

that are assumed to contain only noise. Target testing of ODT and FODT by TFA revealed that 

both ODT and FODT are real factors of the data analyzed. The three significant abstract factors 

produced by PFA are shown in Figure 3-9. The first abstract factor accounts for 95.7% of input 

data matrix. The R matrix component of the factor, Figure 3-9a, represents the average spectrum 

of the data matrix and is almost identical to the SFG spectra of ODT (Figure 3-10a) which might 

be due to ODT and FODT spectra being almost identical except for the methyl symmetric and 

asymmetric stretches are shifted by 5 cm-1. The SFG spectral resolution is 5 cm-1, where only a 

shift by one data point will result in the first abstract factor to resemble either ODT or FODT. The 

corresponding first abstract factor of C matrix, Figure 3-9d, represents the SFG beam intensity 

signal over the image area. The second abstract factor, Figures 3-9b and 3-9e, accounts for 0.51% 

of the input data matrix and represent some change to the first abstract factor that has not been 

determined yet, but has been observed in the 0.5k MeOHT—ODT results (Figures 3-7b and 3-7e). 

The third factor accounts for 0.28% of the input data matrix. The R matrix component, Figure 3-

9c, represents the spectral difference between the observed ODT and FODT peak positions in 

derivative-like shapes.93 It contains both the ODT and FODT spectral information where the ODT 

peaks are pointing down and FODT peaks are pointing up. When compared to the SFG ODT and  
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a)  

 

d) 
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f) 

 

Figure 3-9.  First three abstract factors from row matrix (a-c) and column matrix (d-f) 

obtained by PFA of ODT—FODT sample data matrix. 
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FODT spectra, it represents the difference spectrum of ODT and FODT (Figure 3-10b), where 

SFG spectrum of FODT was subtracted from ODT spectrum which is similar to what was 

previously observed for the second abstract factor of ODT—MeOHT sample. The corresponding 

C matrix component, Figure 3-9f, contains the image contrast between the ODT and FODT 

regions, where the darker and lighter regions of the image represent ODT and FODT regions 

respectively, which is in good agreement with SFG image of ODT and FODT shown in Figure 3-

8c. 

3.5.  Conclusion 

This work has shown that PFA and TFA can be used successfully on low signal data to 

extract individual species spectral information, and also the spatial distribution of chemically 

different alkanethiols on gold surface. In this study, the chemical systems studied have consisted 

of two components, where the chemical species used here have distinctly different vibrational 

a) 

 

b) 

 

Figure 3-10. (a) First abstract factor compared with SFG spectrum of ODT, (b) resulting 

SFG spectrum of ODT and FODT after normalized FODT SFG spectrum was subtracted 

from the normalized ODT SFG spectrum compared with the third abstract factor obtained 

from PFA. 
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spectra, in the case of ODT and MeOHT, and very similar vibrational spectra, in the case of ODT 

and FODT. The resulting chemical maps have demonstrated that TFA can be successfully applied 

to SFG images to acquire real significant factors. It also shows that PFA can be applied just as 

successfully to data obtained with lower signal or with shorter acquisition times. The reconstructed 

chemical maps indicate that TFA can be utilized as an alternative to spectral fitting to generate 

chemical maps. This work has demonstrated that caution should be exercised when determining 

the number of chemical components present and which factors represent the corresponding 

components. The decomposition step produces abstract factors that do not necessary represent the 

chemical components individually but may represent some other inherent underlying principles 

responsible for producing the data results analyzed. It has been observed that the number of 

significant factors do not always correspond to the number of components present. The 

components are not necessarily represented by the first or even the second abstract factor and may 

be represented by one factor or multiple factors or a combination of factors. It is considered that 

factors or components obtained by PFA are just mathematical results that contain no physical or 

chemical meaning but as this work has shown that they might contain meaningful information. It 

is important to remember that it is difficult to determine what factors contain the chemical species 

spectral information without targets. More studies need to be conducted to determine the 

effectiveness of FA on real samples that contain mixed unknown chemical species and random 

patterns.  

ASSOCIATED CONTENT 

Supporting information available: Sum frequency generation imaging microscope, factor 

analysis, illustration of imaging stacking and spectral extraction, 100 shots per image SFG image 

and FA results, and an outline of target transformation of abstract factor into real factors. 
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Chapter 4: Multicolor Chemical Imaging by Sum Frequency 

Generation Imaging Microscopy of Monolayers on Metal Surfaces 

4.1. Introduction 

The ability to directly visualize distinct molecular species on the surface is essential for 

gaining fundamental understanding of complex chemical systems. While there are many different 

optical imaging systems, majority are not surface sensitive, and many rely on tags or other 

secondary methods to generate image contrast. Sum frequency generation imaging microscopy 

(SFG-IM) is a unique surface specific technique for obtaining spatial distribution of molecules 

with label-free chemical contrast on the surfaces.23-25 The capability of sub–monolayer sensitivity 

allows investigation of spatially inhomogeneous systems, to map chemical surface distribution, 

molecular arrangement, orientation, and domain formation.10, 20, 27, 94 The technique is very useful 

in providing information about the interfacial structure of a surface, such as molecular coverage, 

molecular orientation and arrangement, chemical reactions, and chemical adsorption.24, 28, 95-99 

Sum frequency generation microscopy has been used to study a range of systems such as 

monolayers on metals, nonlinear materials, and biological systems.25, 27, 36, 91, 100-101  

Vibrational spectroscopic imaging techniques including Fourier transform infrared, 

Raman, coherent anti-Stokes Raman, and stimulated Raman scattering are able to provide spatial 

structures and chemical information of the molecules present on the surface.11-19 The limitation of 

these techniques as surface microscopy techniques is that they lack interface specificity and cannot 

distinguish surface from bulk signal. The advantage of SFG is its intrinsic sensitivity to molecules 

in a non–centrosymmetric environment, where inversion symmetry is broken.10, 21, 102 This makes 

the SFG process highly surface-specific. 
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The surface molecular spatial distribution, molecular arrangement, orientation, and domain 

formation results obtained by SFG-IM have been acquired through spectral fitting.25, 27, 34, 36, 91, 103-

105 However, SFG has been mainly limited to binary chemical systems.28, 34, 103, 106-111 At any single 

wavelength only two chemical species can be distinguish apart and spectral fitting is limited to 

spectral resolution of chemical species and signal-to-noise. A few SFG studies have utilized 

spectral decomposition to generate chemical maps.108, 110   

Previous results of factor analysis (FA) application to SFG images demonstrated that it can 

be utilized as an alternative method to spectral fitting in generating chemical maps of binary 

systems.112 The imaged chemical systems consisting of two different SAMs that had either 

distinctly different vibrational spectra or very similar vibrational spectra. In addition it was 

determined that FA can be successfully applied to data obtained with lower signals or with shorter 

acquisition times to reduce the time required for full spectral SFG imaging.  

In this study, SFG images of a sample patterned by microcontact printing with multiple 

distinct alkanethiols on gold were acquired by SFG-IM, and then analyzed by FA. Utilizing a 

library consisting of SFG alkanethiol spectra, the chemical components were determined and their 

spatial distribution was mapped. Furthermore, FA, utilizing the alkanethiol library was used to 

determine the chemical identities and produce chemical maps of a random pattern multi-

component alkanethiol sample. The results demonstrated the capability of FA combined with the 

alkanethiol library to determine the chemical composition and spatial distribution of alkanethiol 

monolayers on the surface of multi-component complex chemical system acquired by SFG-IM. In 

addition, FA revealed an unknown surface species, spectra of which was not present in the library. 
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4.2. Theoretical background 

4.2.1. Sum frequency generation 

The theoretical background of SFG and its application has been described previously in 

detail.10, 21, 113 The SFG process is achieved when two coherent laser beams, a fixed wavelength of 

1064 nm (𝜔𝜔1064 𝑛𝑛𝑛𝑛) and a tunable wavelength infrared (𝜔𝜔𝐼𝐼𝐼𝐼), are spatially and temporally 

overlapped on a surface to induce a second order nonlinear polarization. The induced polarization 

generates the coherent sum frequency beam at the sum of the two input beam frequencies (𝜔𝜔𝑆𝑆𝑆𝑆 =

𝜔𝜔1064 𝑛𝑛𝑛𝑛 + 𝜔𝜔𝐼𝐼𝐼𝐼). When the IR frequency is at a resonance frequency of one of the vibrational 

modes, an enhanced SFG signal is observed. 

4.2.2. Factor analysis 

The theoretical background and application of factor analysis (FA) are discussed in detail 

by Malinowski.37 A short description of the main steps are presented in Chapter 2.7. Factor analysis 

is a mathematical technique for studying matrices of data. It is a useful method for furnishing the 

number of components, concentrations, and spectral information via a purely mathematical route.37 

Factor analysis includes principle factor analysis (PFA), which is also known as principal 

component analysis (PCA), and target factor analysis (TFA). It is performed by taking a data set 

of interest and obtaining a mathematical solution by decomposition. Each data point of the data 

set, after decomposition, is expressed as a linear sum of product terms. Since the factor analytical 

solution is purely mathematical having no physical or chemical meaning, the resulting matrices 

are termed “abstract” factors. To acquire chemically recognizable factors, a transformation of the 

abstract factors is required. Target factor analysis uses target testing as a unique transformation 

method to test potential factors, and to transform the abstract factors into real factors. Target testing 

serves as a mathematical bridge between abstract and real factors.  
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4.3. Experimental 

4.3.1. Materials and sample preparation 

All reagents used for self-assembled monolayers were either purchased or synthesized by 

T. R. Lee group (University of Houston) and used as received without any further purification. 

The chemicals used were octadecanethiol (ODT), 16-methoxy-hexadecane-1-thiol (MeOHT), 

16,16-difluoro-octadecane-1-thiol (H2FODT), 16-phenyl-hexadecane-1-thiol (PhHDT), and 

carborane-1-thiol (M1CT).  

SAMs on gold substrate patterning was achieved by utilizing microcontact printing (µCP). 

The stamp used for µCP was manufactured by mixing PDMS prepolymer (SYLGARD 184) and 

curing agent in a 10:1 volume ratio. The PDMS mixture was poured onto the ridged pattern which 

was previously treated with octadecyltrichlorosilane, an anti-adhesion layer for easy peeling of 

PDMS from the master pattern. The master pattern with PDMS was first placed under house 

vacuum for about an hour to remove bubbles produced during mixing and then cured inside the 

oven for 2 hours at 80 °C to ensure complete polymerization. After curing, the PDMS was cooled 

to room temperature, then carefully peeled off from the master pattern and cleaned by sonicating 

in ethanol. 

The preparation procedure of the five component and the random pattern sample is 

schematically shown in Figure 4-1a and b, respectively, and is only briefly outlined here. Pure 

solutions of 20 mM ODT, MeOHT, H2FODT, PhHDT, and M1CT in ethanol were prepared. Pure 

alkanethiol SAMs samples for target testing library by TFA were prepared by solution deposition 

for 15 minutes of the respective alkanethiol solution on evaporated gold silicon wafers. For the 

preparation of the five component monolayer sample, a pattern from the PDMS stamp was selected 

and cut into four pieces. Each individual piece of the PDMS stamp was inked with a different 
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alkanethiol solution by placing a drop of the respective alkanethiol solution on top of the PDMS 

stamp and then dried by nitrogen gas. The four PDMS pieces were brought together and carefully 

placed on the surface of evaporated gold on silicon wafer. Light pressure was applied to the PDMS 

stamp and left on the surface for 15 minutes. After the stamp was removed, the sample was placed 

into the alkanethiol solution that was not used for stamping, to backfill bare gold regions. After 15 

minute solution deposition, the sample was taken out and rinsed with ethanol and dried with 

nitrogen. 

The random pattern sample was prepared from the same alkanethiol solutions as the five 

component and target test library samples. First, ODT was solution deposited onto a piece of 

evaporated gold substrate for 15 minutes, after which it was taken out of solution, rinsed with 

(a)

 
(b)

 
Figure 4-1. Schematic diagram of the preparation procedure of the (a) five component patterned 

sample and (b) random pattern sample. 
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ethanol and dried with nitrogen. Using a handheld Tesla coil to generate local plasma, a straight 

line was drawn across the sample while the Tesla coil tip was held at about one centimeter above 

the sample. After the plasma treatment, the sample was placed into the MeOHT solution for 15 

minutes, after which it was taken out of solution, rinsed with ethanol and dried with nitrogen. The 

sample was again treated with plasma in the same manner, but with the straight line drawn 

perpendicular to the previous plasma treatment. The sample was then placed into the H2FODT 

solution. After 15 minutes, it was taken out of solution, rinsed with ethanol and dried with nitrogen. 

All samples were rinsed with ethanol solvent and dried with nitrogen gas before taking images. 

4.3.2. Sum frequency generation imaging microscope  

The SFG-IM microscope has been described previously in detail elsewhere.36, 112 Briefly, 

a picosecond puled Nd:YAG laser, with a 20 Hz repetition rate, was used to generate a 1064 nm 

beam, part of which was used to pump the optical parametric generator/amplifier (OPG/OPA) to 

produce the tunable mid-IR beam. The incident angles of the 1064 nm and tunable mid-IR beams 

were set at 60° and 70° from the surface normal, respectively, and generated the SFG beam around 

800 nm with an approximate angle of 62.1° from the surface normal. The SFG signal was collected 

using an intensified charge-coupled device (iCCD) detector (Roper Scientific) with a 1024 ×

1024 pixel chip. 

4.3.3. SFG image data processing with target factor analysis 

During the SFG imaging, the iCCD detector acquired 71 SFG images sequentially, while 

the mid-IR frequencies were continuously scanned from 2747 to 3102 cm-1 at 1000 laser shots per 

image. Each SFG image is an integration of 5 cm-1 interval. No processing of the presented SFG 

images were performed except for background correction. Once the set of images was acquired, 

using ImageJ software, the images were staked according to decreasing IR wavenumber. The 
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image stack was divide into square region of interests (ROIs) of 5-by-5 pixels, which correspond 

to 6.5-by-6.5 µm, and the vibrational spectra was extracted from each ROI. Using MATLAB, the 

extracted spectra were normalized and compiled into a data matrix in a specified sequence, where 

each ROI spectrum is a column of the data matrix, on which FA was performed. The SFG image 

stacks of pure solution deposited alkanethiol samples were not divide into ROIs but the SFG 

spectra from the whole image was exacted and compiled into a library matrix in MATLAB, 

containing pure component spectra for TFA. 

To determine the number of significant abstract factors necessary to reconstruct the data, 

the data matrix was decomposed via PFA, and analyzed by the factor (empirical) indicator function 

(IND) (See Chapter 2.7 for details on IND). To produce transformed real factors and their 

corresponding chemical maps, the data matrix was then analyzed by TFA. The test (target) spectra 

from the spectra matrix library were used to produce the transformation matrix, by converting 

significant abstract factors into physically significant factors. To confirm that the test spectra is a 

real factor in the chemical system, a SPOIL function was used to evaluate all the target spectra in 

the library used (See Chapter 2.7 for details on SPOIL).37 The row matrix obtained from the target 

transformation contained the transformed (predicted) real factors, and the column matrix contained 

the component weights of the corresponding transformed real factors. The component weights of 

each real factor was reconstructed to produce the chemical maps. The chemical maps were 

normalized and constrained to positive values only, with no other constraints or processing. The 

MATLAB codes used were modified PFA and TFA codes provided by Malinowski.37 

4.4. Results and Discussion 

The SFG spectra of pure solution deposited alkanethiols monolayers on gold substrate that 

formed the SFG spectra “thiol library” were MeOHT, ODT, PhHDT, H2FODT, M1CT, and bare 
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gold, shown in Figure 4-2a, with the respective alkanethiol structures in Figure 4-2b. These 

alkanethiol spectra exhibit some distinct vibrational resonances in the C–H stretching region, 

2750–3100 cm-1, that can be used to distinguish the alkanethiols, except for M1CT which has no 

distinct vibrational bands in the 2750–3100 cm-1 region. MeOHT contains a distinct vibrational 

(a) 

 
(b)

 
Figure 4-2. (a) SFG spectra of octadecanethiol (ODT), 16-methoxy-hexadecane-1-thiol 

(MeOHT), 16,16-difluoro-octadecane-1-thiol (H2FODT), 16-phenyl-hexadecane-1-thiol 

(PhHDT), m-1-carboranethiol (M1CT), and bare Au compared to averaged SFG signal, and 

(b) respective MeOHT, ODT, PhHDT, H2FODT, and M1CT alkanethiol structures. 
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symmetric stretch of the terminal methoxy (-OCH3) group as doublet at 2805/2825 cm-1, ODT has 

a CH3 symmetric at 2870 cm-1, and PhHDT has aromatic ring stretching resonances between 

3030–3060 cm-1 that do not overlap with any other presented vibrational bands. The vibrational 

resonant stretches of the alkanethiols in the 2880–3000 cm-1 range contain a significant amount of 

peak overlap. In the SFG images contrast is observed when there is an observable SFG signal 

intensity difference between the different monolayers. At frequencies where little or no relative 

signal difference exists, little to no image contrast is observed. In the average SFG signal of the 

five alkanethiols, shown below the individual alkanethiol spectra in Figure 4-2a, majority of the 

resonant peaks overlap and cannot be identified. In order to spectrally fit the average alkanethiol 

spectra to the general SFG equation, the fitting would require at least 12 terms in the equation, 

which makes it almost impossible to obtain a good fit. Even if the monolayers are spatially 

separated, the areas where the different alkanethiols meet or overlap, spectral fitting is 

complicated. 

4.4.1. Five component patterned Sample 

Analyzing the SFG image data matrix of the five component patterned sample with PFA 

resulted in 71 abstract factors, due to 71 frequency data points per spectrum. The IND function 

indicated only seven significant abstract factors that account for 97.7% of the data variance. The 

rest of the abstract factors that account for 2.3% were checked to contain only noise and discarded. 

Target testing of the thiol library to the seven significant abstract factors confirmed that all five of 

the tested alkanethiols were real factors of the analyzed data with their corresponding SPOIL 

values smaller then 20. This confirmed that independently prepared library can be used to test 

unknown samples. Target transformed real factors by TFA, shown in Figure 4-3a–e, overlapped 

well with the corresponding SFG spectra. The images in Figure 4-3f–j are the TFA resulting chem- 
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(a) 

 

(f) 

 
(b) 

 

(g) 

 
(c) 

 

(h) 

 
(d) 

 

(i) 

 
(e) 

 

(j) 

 
Figure 4-3. SFG spectra overlaid with the corresponding target transformed spectra predicted 
by TFA (a) ODT, (b) MeOHT, (c) H2FODT, (d) PhHDT, (e) M1CT, and corresponding 
reconstructed TFA chemical images of (f) ODT, (g) MeOHT, (h) H2FODT, (i) PhHDT, and (j) 
M1CT. 
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ical maps showing the spatial distribution of the real factors. The chemical maps were constructed 

by mapping back the component weights of each target transformed real factor in each of the 6.5-

by-6.5 µm ROIs. The lighter shaded region of each image in Figure 4-3f–j corresponds to ODT, 

MeOHT, H2FODT, PhHDT and M1CT region, respectively. 

The normalized SFG spectrum averaged from the five component image stack is shown in 

Figure 4-4a. From the averaged SFG spectrum it is difficult to determine the number of different 

SAMs on the surface nor their identities. To visualize the distribution of the alkane thiols, selected 

raw SFG images of the five component sample are shown in Figure 4-4b–f. The observed contrast 

in the SFG images (Figure 4-4c–f) is due to the vibrational contrast in the SFG spectra, where the 

darker region of the images correlate to the resonant peaks of the SAMs on the surface at the 

(a)   

 

(b) 

 

(c) 

 
(d) 

 

(e)

 

(f) 

 
Figure 4-4. Normalized SFG spectrum (a), averaged over the full image, and images of the five 

component sample at (b) 2805 cm-1, (c) 2850 cm-1, (d) 2870 cm-1, (e) 2950 cm-1, and (f) 3060 

cm-1. 
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specified frequency. Lack of unique image contrast is observed when the imaged alkanethiols 

show little to no vibrational resonance or very similar vibrational intensity at the specified 

frequency, such an example is shown in Figure 4-4b. The observed darker region in the upper right 

quarter of the SFG image taken at 2805 cm-1, Figure 4-4c, corresponds to the MeOHT covered 

surface, which has a symmetric methoxy stretch at that frequency. The darker region in the upper 

left quarter of the 2870 cm-1 SFG image, Figure 4-4d, corresponds to the ODT region of the surface, 

which has a methyl symmetric stretch at that frequency. The H2FODT SAM region is the darker 

area in the bottom right quarter of the 2950 cm-1 image, Figure 4-4e. The observed image contrast 

in the upper half of the image is due to the nonresonant SFG signal difference between the stamped 

ODT and MeOHT regions and the backfilled M1CT region, where M1CT has a higher nonresonant 

signal than ODT and MeOHT. The darker region in the bottom left quarter of the 3060 cm-1 image, 

Figure 4-4f, represents the PhHDT monolayer region. Since M1CT does not contain any strong 

resonant vibrational bends in the selected frequency range, but mainly nonresonant signal, it is 

observed as the lightest region in Figure 4-4e. The spatial positions of the alkanethiols was verified 

by selecting the corresponding regions and analyzing the extracted vibrational spectra. The TFA 

chemical maps in Figure 4-3f–j, are in very good agreement with the SFG images shown in Figure 

4-3c–f, indicating the capability of FA to deconvolute the spectra via SVD, predict the chemical 

composition, and generate chemical maps via target testing. Spectral decomposition with target 

testing allows the possibility to use SFG imaging to analyze more complex samples, containing 

multiple chemical species. 

4.4.2. Random pattern three component sample 

To assess the performs of TFA on a more natural system, where the spatial distribution of 

the molecules is unknown, a sample of randomly formed ODT, MeOHT, and H2FODT SAMs was 
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prepared. The SFG image stack was acquired and processed in the same manner as the patterned 

five component data. Principal factor analysis indicated that there were six significant abstract 

factors that account for 98.4% of data variance. Target testing of the alkanethiol library indicated 

that ODT, MeOHT, and H2FODT were real factors of the data analyzed, with corresponding 

SPOIL values below 20, while M1CT, PhHDT and bare Au had SPOIL values above 30, indicating 

that they were not real factors in the analyzed data. Target transformed real factors by TFA are 

shown in Figure 4-5a–e, overlapped with the corresponding SFG spectra. TFA predicted spectra 

were in good agreement with the corresponding SFG spectra of ODT, MeOHT, and H2FODT 

shown in Figure 4-5a–c, respectively. Corresponding TFA chemical maps of ODT, MeOHT, and 

H2FODT are shown in Figure 4-5f-h, respectively, where the lighter region of each map represents 

the respective SAMs coverage. TFA correctly identified that PhHDT was not a real factor since 

PhHDT was not used in the preparation of the sample. Aromatic ring stretching between 3030–

3060 cm-1 was not present in any of the abstract factors, and no combination of significant factors 

will reproduce spectra resembling PhHDT. Figure 4-5d shows PhHDT SFG spectra overlapped 

with the attempted TFA target transformation using PhHDT as a target, with the corresponding 

chemical map (Figure 4-5i), showing very weak image contrast as expected. Similarly, the SFG 

spectrum of M1CT did not overlap well with TFA predicted spectrum shown in Figure 4-5e. 

The averaged SFG spectrum and select images representing the main vibrational frequency 

of ODT, MeOHT, and H2FODT of the random sample are presented in Figure 4-6. The images in 

Figure 4-6b-d were taken at the IR frequencies of 2805, 2870, and 2950 cm-1, where the darker 

regions of each image represent the MeOHT, ODT, and H2FODT region, respectively. The SAMs 

pattern observed in the presented SFG images was an unexpected pattern. Utilizing a handheld 

Tesla coil generates a unique, non-reproducible pattern, since there is little control on the intensity  
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(a) 

 

(f) 

 
(b) 

 

(g) 

 
(c) 

 

(h) 

 
(d)  

 

(i)  

 
(e)  

 

(j)  

 
Figure 4-5. SFG spectra overlaid with the corresponding target transformed spectra predicted 
by TFA (a) ODT, (b) MeOHT, (c) H2FODT, (d) PhHDT, (e), M1CT and corresponding 
reconstructed TFA chemical images of (f) ODT, (g) MeOHT, (h) H2FODT, (i) PhHDT, and (j) 
M1CT. 
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and distribution of the local plasma generated. Comparison of the TFA generated ODT, MeOHT, 

and H2FODT chemical maps (Figure 4-5f–h) with the SFG images in Figure 4-6b-d showed good 

agreement. These results indicate that TFA has the sensitivity to distinguish spectral band changes 

and correctly (positively) determine true factors. The possibility of correctly identifying the real 

factors and producing chemical images that correspond to the respective SFG image chemical 

contrast make TFA an important tool for SFG image analysis. 

In the ODT, MeOHT, and H2FODT TFA images (Figure 4-5f–h) there is an observable 

chemical contrast between the ODT, MeOHT, and H2FODT regions as a darkest region of the 

images. Surprisingly, but the contrast is also apparent in Figure 4-5i as the darker region and in 

Figure 4-5j as the lightest region. This observed border region contained spectral features that were 

not identified as one of the five alkanethiols used for target testing. SFG spectrum extracted from 

the border region is shown in Figure 4-7a. The faint peak at 2810 cm-1 and a relatively large peak  

(a)  

 

(b)  

 
(c)  

 

(d)  

 
Figure 4-6. Normalized SFG spectrum (a) averaged over the full image, and images of the random 

pattern sample at (b) 2805 cm-1, (c) 2870 cm-1, and (d) 2950 cm-1. 
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at 2850 cm-1 are observed in the MeOHT spectrum as the methoxy symmetric and CH2 symmetric 

stretches, respectively. The spectrum also contains a peaks at 2895, 2950, and 2980 cm-1 which 

are observed in H2FODT spectrum as the CH2 symmetry, CH3 symmetric, and CH3 asymmetric 

stretches, respectively.114-118 The spectrum shows a strong CH2 symmetric stretch at 2850 cm-1, 

which is present as a minor dip in most of the alkanethiol spectra (Figure 4-2a), and indicates 

gauche defects in the SAMs.119-120 This indicates that the border region contains highly disorder 

MeOHT and H2FODT molecules. This border region is faintly visible as the darker region in the 

SFG image at 2850 cm-1, shown in Figure 4-7b. The slight larger CH2 symmetric stretch in the 

border region compared to the other regions is responsible for the observed contrast in Figure 4-

7b. This behavior of the SAMs is believed to be the result of the random pattern generation method 

used to prepare the sample. Target testing the extracted SFG spectrum from the border region 

(a)  

 

(b)  

      
(c)  

 

(d)  

 
Figure 4-7. (a) SFG spectrum extracted from the border region of the random pattern sample 

and (b) SFG image at 2850 cm-1. (c) Border region SFG spectra overlaid with the corresponding 

target transformed spectra predicted by TFA and (d) corresponding chemical map. 
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returned a SPOIL value below 20, indicating that it was a real factor. The target transformed 

spectra and corresponding chemical map is shown in Figure 4-7c and d, respectively, where the 

lighter region of Figure 4-7d corresponds to the border region. 

4.5. Conclusion 

 The presented work has demonstrated that FA can be successfully utilized with a spectral 

library to determine monolayer identities and spatial distribution. In this study, the chemical 

systems analyzed were a patterned five components and a random pattern. By utilizing a spectral 

library as a target test for TFA, the correct identification and spatial distribution of the monolayers 

was made possible. Also, FA was able to identify an unknown monolayer region vibrational 

spectra of which was not present in the target library.  

Although the above observations demonstrate the potential of this technique for chemical 

identification and chemical map generation, it can be further improved in several ways. First, the 

target test library can be expanded to include more variety of vibrational spectra by using isotropic 

labels (13C, D, and 18O). This can potentially double or triple the number of molecules studied. 

Second, the infrared wavelength resolution can be increased to obtain narrower vibrational bands. 

Third, imaging resolution can be improved to resolve finer features. 
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Chapter 5: Quantification of Self-Assembled Monolayers by Sum 

Frequency Generation Imaging Microscopy: Factor Analysis  

5.1. Introduction 

 Microcontact printing (µCP) has been widely used in the last couple of decades as a simple 

and efficient method to generate patterned surfaces on many different metal surfaces including 

gold, copper, silver, and mild steel.80-82, 121 It has been utilized in numerous studies as a tool to 

study the surface chemistry properties via patterned alkanethiol monolayers. The procedure 

involves using a patterned rubber stamped and ink, where the stamp is polydimethylsiloxane 

(PDMS) and the ink is an alkanethiol solution. The µCP process involves the manufacturing of the 

PDMS stamp, alkanethiol inking of the stamp, and application of the stamp to the surface. During 

the stamping, the alkanethiols are transferred from the stamp to the surface in a mirror image of 

the pattern on PDMS stamp. Due to the simple and efficient method, µCP has been widely utilized 

in many studies of patterned systems.  

 Chemical identification, monolayer coverage, molecular orientation, and kinetics are some 

of the properties of alkanethiol patterned Au surfaces that have been studied by many 

spectroscopic, microscopic, spectrometric, and electrochemical techniques.122-123 X-ray 

photoelectron spectroscopy (XPS) studies have provided the chemical composition, oxidation 

states, monolayer coverage, and thickness.122, 124-128 Secondary ion mass spectrometery (SIMS) 

provides surface chemical composition and bonding information about surface monolayer while 

low energy electron diffraction (LEED) gives surface structure information.128-135 Through 

scanning probe microscopy techniques (STM, AFM) the 2D structure of the monolayers have been 

determined.136-140  Linear spectroscopic techniques such as Raman scattering and infrared 

absorption have been used to study molecular functional groups, molecular orientation, and 
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crystallinity.141-145 Utilizing non-linear spectroscopic techniques such as second harmonic 

generation (SHG) and sum frequency generation (SFG), the surface coverage, surface symmetry, 

molecular orientation, and the monolayers’ conformational order have been determined.60, 146-154 

From studies of alkanethiol comparing structure of the surfaces formed by µCP and 

solution deposition, it was determined that utilizing alkanethiol solution concentrations greater 

than 10 mM produced monolayer coverage with the same organization and distribution of defects 

as those prepared by equilibration in solution.77, 155-158 Low concentrations (below 10 mM) resulted 

in significant deviation in the order and type of order observed in the monolayers. Studies using 

SFG, a method directly sensitive to molecular conformation, revealed a significant degree of 

disorder in stamped monolayers prepared from low concentrations, indicating gauche defects.78 

Cimatu and Baldelli using SFG imaging microscopy (SFG-IM) observed some degree of mixing 

occurring between the backfilled and µCP monolayers.25, 34  

Kinetic studies of alkanethiol adsorption from solution onto gold surfaces have shown two 

distinct adsorption kinetics: a very fast step, which takes a few minutes, and a slow step, which 

lasts several hours.146, 159-160 During the first step, contact angles were observed to be close to their 

limiting values and the thickness was about 80—90 percent of its maximum, while by the end of 

the slow step, the thickness and contact angles reached their final values.161 For low alkanethiol 

concentrations (<10 mM) the first step is achieved within 10–15 minutes.159, 162-165 In contrast, µCP 

monolayers are formed on the order of seconds to minutes, with the alkanethiols transferring to 

the gold to form monolayers.35, 77, 81  

The goal of this study was to utilize target factor analysis (TFA) to determine the percent 

mixing of the backfill alkanethiol into the µCP alkanethiol monolayer and also to observe if the 

mixing occurred at the same rate as solution deposition observed in previous studies. Here, SFG-
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IM was used to acquire SFG images of octadecanethiol (ODT) and methoxyhexedecanethiol 

(MeOHT) pattered gold by µCP. The images were than analyzed by target factor analysis (TFA), 

a variant of principle component analysis, which allows the preliminary analysis of data without 

requiring insight into the nature of the data.37 TFA has been utilized to identify components with 

succeeding quantitative analysis, kinetics, and reaction mechanics.38, 41, 49-50, 166-168 It has been 

applied in chromatography and spectroscopic analysis.38-40, 112, 169  

5.2. Experimental 

5.2.1. Materials and sample preparation by microcontact printing 

 The PDMS stamp used for µCP was produced by a 10:1 volume mixture of the prepolymer 

and curing agent. The mixture was thoroughly mixed and placed under house vacuum for about 

an hour to remove air trapped during mixing. It was then poured onto a clean master pattern, which 

was pretreated with octadecyltrichlorosilane anti-adhesion layer. Then the master with the PDMS 

was placed into an oven to cure for 2 hours at 80 °C. After curing, the PDMS was carefully peeled 

off the surface and cleaned in ethanol. 

 Pure solution of 5 mM ODT and MeOHT were prepared in ethanol. The patterned sample 

for quantification of backfill mixing into the stamped region was prepared by placing a drop of 

ODT solution onto the PDMS surface containing the desired pattern and then the stamp surface 

was dried with nitrogen gas. Then the stamp was placed on the surface of evaporated gold on 

silicon for 15 minutes after which the stamp was removed and the sample was placed into the 

MeOHT backfill solution for 15 minutes. Target samples used for producing SFG spectra for target 

testing were prepared from the same solutions as the patterned sample. The ODT target sample 

was prepared by the same procedure detail above, using the same stamp, but without backfilling 
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with MeOHT. MeOHT target sample was by solution deposition for 15 minutes on evaporated 

gold wafer. 

 The patterned samples used for time dependent study were all prepared from the same 

solutions and with the same procedure outlined for the backfill mixing study sample. The stamping 

was performed using the same stamp for all samples with a fixed stamping time of 15 minutes. 

The backfill time was varied, were the first sample was backfilled for two minutes and the last 

sample was backfilled for 18 hours and 20 minutes. All samples were rinsed with ethanol and dried 

with nitrogen gas before taking images. 

5.2.2. SFG image data processing with target factor analysis 

 The SFG-IM was used to acquire 71 images in the 2750–3100 cm-1 range, where each 

image is an integration of 5 cm-1 interval, at a set rate of 5000 laser shots per image. No image 

processing was performed on the presented SFG images except for background subtraction. The 

images were stacked according to decreasing IR wavenumber using Image J. The vibrational 

spectrum was extracted by selecting a region-of-interest (ROI) on the image stack. For the 

determination of the percent of MeOHT mixing into the stamped ODT region, ten vibrational 

spectra were extracted from the mixed patterned images. The first spectrum was extracted from 

the stamped ROI, the last was from the MeOHT backfilled ROI, and the intermediate spectrums 

were extracted by shifting the ROI from the stamped ROI to the backfilled ROI in equal increments 

(see Figure 5-1). To determine the solution deposition rate, from each time dependent image stack, 

an ROI was selected from the stamped region and vibrational spectra were extracted. Using 

MATLAB, the extracted spectra were compiled into data matrices, where each ROI spectrum is a  

column of the data matrix, on which the PFA and TFA were performed. The SFG spectra extracted 

from the target sample image stacks were used to construct target matrix for TFA target testing. 
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Figure 5-1. Illustration of image stacking and spectra extraction from ROIs. 
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5.3. Results and discussion 

ODT and MeOHT were chosen as the stamping and backfilling molecules, respectively, 

based on previous studies that have shown that alkanethiols with higher molecular weight, low 

vapor pressure under ambient condition, and longer alkane chains produce robust, reliable, and 

well-ordered monolayer patterns.170-171 SFG images and spectra from the µCP ODT-MeOHT 

mixed sample are presented in Figure 5-2. Figures 5-2a,b, and c show SFG images representative 

of 2810, 2875 and 2945 cm-1 respectively and spectra shown in Figures 5-2d and 5-2e were 

extracted from the ROI highlighted in Figures 5-2a and 5-2b respectively. The observed image 

contrast is due to the vibrational contrast in the SFG spectra, where the dark areas in the images 

are related to the resonance peaks in the SAMs.34 ODT and MeOHT exhibit distinct vibrational 

spectra in the 2800 to 3000 cm-1 region that can be used to distinguish the two molecules apart. In 

the C-H stretching region, MeOHT contains six vibrational modes, which are the symmetric stretch 

of the CH3 in the terminal methoxy group, CH2 symmetric and asymmetric stretches, Fermi 

(a)

 

(b)

 

(c)

 
(d)

 

(e)

 

Figure 5-2. ODT-MeOHT 

mixed sample SFG images at 

(a) 2810 cm-1 (b) 2875 cm-1, 

(c) 2945 cm-1       (d) MeOHT 

SFG spectrum, (e) ODT SFG 

spectrum. 
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resonance, and the CH3 antisymmetric stretch observed at 2810, 2830, 2855, 2900, 2930, and 2980 

cm-1, respectively. The vibrational modes of ODT observed at 2875, 2935, 2965, and 2975 cm-1 

are the CH3 symmetric stretch, Fermi resonance, and the antisymmetric in-plane and out of plane 

stretching of the terminal methyl group, respectively. The observed dark areas of the SFG images 

at 2810 and 2875 cm-1 correspond to the MeOHT and ODT surface coverage, respectively. When 

both the MeOHT and ODT are off vibrational resonant frequencies, no image contrast is observed. 

An example of an off vibrational resonant image is shown in Figure 5-2c. 

5.3.1. Mixing in stamped region  

Figure 5-3 shows overlapped SFG vibrational spectra of MeOHT and ODT from Figure 5-

2d and 5-2e, with stamped ODT only obtained from the ODT target sample. Spectra from the 

stamped ODT target and ODT from mixed sample differ slightly, where the mixed ODT contains 

MeOHT peaks at 2810 and 2825 cm-1 which are not observed in the ODT target spectrum but is 

 
Figure 5-3. SFG spectra of stamped ODT and solution deposited MeOHT, and stamped ODT 

pure, without backfill. 
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observed  in the MeOHT spectrum. These peaks suggest that mixing occurs during the backfill 

step. It has been reported previously that overall monolayers formed by microcontact printing are 

less densely packed than those from solution-deposited films, indicating gauche defects or defect 

in stamp.25, 34, 78 Cimatu and Baldelli reported mixing of backfill in the microcontract stamped 

region of a hexadecanethiol–phenylhexadecanethiol sample. On the basis of the amplitude ratio of 

the phenyl peak in the two phases, they reported that the phenyl coverage in the CH3 phase was 

about 1/12th of that in the pure phenyl phase.25  

Target factor analysis was used to determine the percent of MeOHT coverage in the ODT 

stamped region. The ten spectra extracted from the mixed patterned sample are shown in Figure 

5-4a. The first spectra, extracted from the stamped ODT region, contains weak MeOHT resonant 

peaks. Moving the ROI incrementally from the stamped ODT region to the MeOHT region, the 

MeOHT resonant peaks increase while the ODT peaks decrease. In the final spectra, extracted 

from the MeOHT backfill region, no ODT resonant peaks are observed. Applying TFA with target 

ODT and MeOHT spectra allowed to determine the amount of MeOHT mixing into the ODT 

(a)

 

(b)

 

Figure 5-4. (a) SFG spectra of patterned sample extracted from ROI (b) Component weight of 

MeOHT in ODT stamped region. 
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stamped region. The result from TFA are shown in Figure 5-4b as the componential weight of the 

ODT and MeOHT contribution to each extracted ROI spectrum in Figure 5-4a. Based on the TFA 

results, the MeOHT coverage in the stamped ODT region is about 12 percent of that in the pure 

MeOHT region, which is in close agreement to the results published by Cimatu and Baldelli.25  

These results reflect the percent mixing in sample prepared from low concentration alkanethiol 

solutions. 

5.3.2. Effect of backfill time on mixing 

To determine if the mixing of the backfill methoxy-terminated alkanethiol followed the 

two-step mechanism observed for pure solution deposition, SFG spectrum was taken of ODT-

MeOHT patterned samples, where the time duration the sample was backfilled was varied from 

no backfill to over 18 hours. The time dependent SFG spectra extracted from the ODT stamped 

region is shown in Figure 5-5a. The intensity of the methoxy stretch of MeOHT observed at 2810 

cm-1 increases with longer deposition times in MeOHT. The increased intensity of the peak 

indicates an increase in amount of MeOHT mixing into the ODT stamped region. Using pure 

(a) 

 

(b) 

 

Figure 5-5. (a) SFG spectra of time varied backfill and (b) the TFA results. 
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solution deposited ODT and MeOHT spectra as targets for TFA analysis, the component weight 

of ODT and MeOHT was determined in each time spectra. Based on the results of TFA, shown in  

Figure 5-5b, the componential weight of MeOHT in the ODT stamped region shows a two-step 

adsorption process similar to solution deposition kinetics. The first step reaches a stable point after 

about 16 minutes, and the second step requires at least 8 hours. 

5.4. Conclusion 

 The amount of solution deposited backfill mixing into the stamped region and the 

absorption kinetics obtained by TFA correlate with previous studies. The 12 percent backfill 

mixing into the µCP stamped region, quantified by TFA, results are representative of low 

concentration solutions. Since stamped monolayers formed from low concentration were shown 

to exhibit lower density/coverage, using higher solution concentrations (>10 mM) for stamping 

would most likely result in a denser stamped monolayer and reduce the amount of backfill mixing 

into the stamped region. 
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A.1. Principle factor analysis (pfa) code 

The significant factor analysis code presented here is a modified version of the code presented by 

Malinowski, E. R. in Factor Analysis in Chemistry, 3rd ed.; John Wiley & Sons: New York, 2002. 

function [] = pfa(d,n) 
% pfa.m   Principle Factor Analysis - a program designed to help determine 
%  the number of significant factors in a data matrix. 
% pfa(d) or pfa(d,n) 
% d = data matrix 
% n = number of principal factors to be saved in file temp.mat 
format short e 
[r,c] = size(d); 
if r < c, 

d = d'; 
[r,c]= size(d); 

end 
[u,s,v] = svd(d,0); 

for j = 1:c 
ev(j) = s(j,j) * s(j,j); 
df(j) = (r-j+1)*(c-j+1); 
rev(j) = ev(j) / df(j); 

end 
for k = 1:c-1 
sev(k) = sum(ev(k+1:c)); 
sdf(k) = sum(df(k+1:c)); 

end 
for i = 1:c-1 

re(i) =sqrt(sev(i) / (r * (c-i))); 
ind(i) = re(i) / (c-i)^2; 

end 
[vind,m] = min(ind); 
disp(['IND function indicates ',int2str(m),' significant factors (see eq. 4.63).']) 
disp(['The real error (RE) is +/-',num2str(re(m)),' (see eq. 4.44).']) 
re(c) = NaN; ind(c) = NaN; 

for j = 1:c 
t(j,1) = j; 
t(j,2) = ev(j); 
t(j,3) = re(j); 
t(j,4) = ind(j); 
t(j,5) = rev(j); 

end 
for j = 1:c-1 

f = (sdf(j) * ev(j)) / ((r-j+1) * (c-j+1) * sev(j)); 
% convert f (see eq. 4.83) into percent significant level 
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if j < c 
tt = sqrt(f); 
df = c - j; 
a = tt / sqrt(df); 
b = df / (df + tt * tt); 
im = df - 2; 
jm = df - 2 * fix(df / 2); 
ss = 1; 
cc = 1; 
ks = 2 + jm; 
fk = ks; 
if (im - 2) >= 0 

for k = ks:2:im 
cc = cc * b * (fk -1) / fk; 
ss = ss + cc; 
fk = fk +2; 

end 
end 

if (df - 1) > 0 
cl = .5 + (a * b * ss + atan(a)) * .31831; 

else 
cl = .5 + atan(a) * .31831; 

end 
if jm <= 0 

cl = .5 + .5 * a * sqrt(b) * ss; 
end 

end 
sl = 100 * (1 - cl); 
sl = 2 * sl; 
t(j,6) = sl; 

end 
t(c,6) = NaN; 
 disp(['PFA RESULTS (note %SL based on eq. 4.83)']) 
disp(' ') 
disp('       n            EV           RE           IND         REV          %SL') 
disp(t) 
if n > 0 

u = u(:,1:n); 
s = s(1:n,1:n); 
v = v(:,1:n); 
save temp u s v 
disp(' ') 
disp('The SVD results are stored in a file labelled "temp.mat":') 
disp(' ') 
disp('To access the file, type "load temp".') 

end 
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A.2. Target factor analysis (tfa) code  

The target factor analysis code presented here is a modified version of the code presented by 

Malinowski, E. R. in Factor Analysis in Chemistry, 3rd ed.; John Wiley & Sons: New York, 2002. 

function [] = tfa(d,x,n) 
% tfa.m   Target factor analysis - a program designed to  
%  target test suspected vectors. 
% tfa(d,x,n) 
% d = an (r x c) data matrix. 
% x = an (r x m) matrix composed of m test vectors, each with r elements. 
% n = number of factors to be used in the target tests. 
% No provision is made for handling missing points (blanks) in the targets. 
  
format short e 
[rx,nx] = size(x); 
[r,c] = size(d); 
if rx ~= r 
disp('Target vectors must emulate columns of the data matrix! Program Aborted') 
end 

lg = r; 
sm = c; 
if r < c 

lg = c; 
sm = r; 
[v,s,u] = svd(d',0); 

else 
[u,s,v] = svd(d,0); 

end 
for j=1:sm 

ev(j) = s(j,j) * s(j,j); 
df(j) = (r-j+1)*(c-j+1); 
rev(j) = ev(j) / df(j); 
u(:,j) = u(:,j) * s(j,j); 

end 
ubar = u(:,1:n); 
sev = sum(ev(n+1:sm)); 
sdf = sum(df(n+1:sm)); 
re = sqrt(sev / (lg * (sm-n))); 

for j = 1:nx 
t(:,j) = pinv(ubar) * x(:,j); 
xp(:,j) = ubar * t(:,j); 
dx = xp(:,j) - x(:,j); 
aet(j) = sqrt((dx' * dx) / (rx - n)); 
rep(j) = re * norm(t(:,j)); 
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if rep(j) > aet(j) 
ret(j) = 0; 

else 
ret(j) = sqrt(aet(j)^2 - rep(j)^2); 

end 
spoil(j) = ret(j) / rep(j); 
f(j) = (sdf * r * aet(j)^2) / ((r-n+1) * (c-n+1) * sev * t(:,j)' * t(:,j)); 

end 
  
df1 = rx - n; 
df2 = sm - n; 
disp(' ') 
disp('RESULTS OF TARGET TESTING (see Section 4.6)') 
disp(' ') 

for j = 1:nx 
tx(j,1) = j; 
tx(j,2) = aet(j); 
tx(j,3) = rep(j); 
tx(j,4) = ret(j); 
tx(j,5) = spoil(j);   
tx(j,6) = f(j); 

end 
disp('    target #       AET          REP          RET         SPOIL         F') 
disp(tx) 
predv = xp(:,1:nx); 
save temp  predv  
disp(' ') 
disp('The predicted vectors have been stored in a file labelled "temp.mat"') 
disp(' ') 
disp('To access this file, type "load temp".') 
disp(' ') 
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A.3. Loading factor analysis (lfa) code 

The loading factor analysis code presented here is a modified version of the code presented by 

Malinowski, E. R. in Factor Analysis in Chemistry, 3rd ed.; John Wiley & Sons: New York, 2002. 

function [] = lfa(d,x,n) 
% lfa.m  -    Loading Factor Analysis - a program designed to calculate  
%  factor loadings and errors in the loadings. 
% lfa(d,x,n) 
% d = an (r x c) data matrix. 
% x = an (r x m) matrix composed of m test vectors. 
% n = number of factors to be used in the target tests. 
% The factor space is assumed to be n dimensional. 
% No provision is made for handling missing points (blanks) in the targets. 
format short e 
[rx,nx] = size(x); 
[r,c] = size(d); 
if rx ~= r 
disp('Target vectors must emulate columns of the data matrix! PROGRAM ABORTED') 
end 

sm = c; 
if r < c 

sm = r; 
[v,s,u] = svd(d',0); 

else 
[u,s,v] = svd(d,0); 

end 
for j = 1:sm 

u(:,j) = u(:,j) * s(j,j); 
end 

ubar = u(:,1:n); 
vbar = v(:,1:n); 

for j = 1:nx 
t(:,j) = pinv(ubar) * x(:,j); 
xp(:,j) = ubar * t(:,j); 
dx = xp(:,j) - x(:,j); 

end 
loadings = pinv(t) * vbar'; 
  
% Estimate the error in the loadings (Clifford method) 
e = d - x * loadings;             
xx = inv(x' * x); 

for j = 1:c 
v = xx * (e(:,j)' * e(:,j)) / (rx - n); 

for k = 1:nx 
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loaderr(k,j) = sqrt(v(k,k)); 
end 

end 
loadings = loadings';  
loaderr = loaderr'; 
save temp loadings loaderr 
disp(' ') 
disp('The results have been stored in file labelled "temp.mat" as follows:') 
disp(' ') 
disp('To access the file, type "load temp".') 
disp(' ')    
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A.4. Other MATLAB codes 

A.4.1. Remove first line of .txt 

Folder = 'C:/Users/user_name/Desktop/folder_name/'; 
fileName = 'file_name'; 
format = '.txt'; 
 
a1 = 0; 
for k = 1:102; 

b1 = num2str(a1); 
fileName1 = [fileName b1]; 
dash = '-'; 
fileName2 = [fileName1 dash]; 
g = 0; 
for k = 1:102; 

b2 = num2str(g); 
fileName3 = [fileName2 b2]; 
openName = [Folder fileName3 format]; 
fid = fopen(openName,'r'); 
fgetl(fid); 
buffer = fread(fid, Inf); 
fclose(fid); 
saveName = [Folder fileName3 format]; 
fid2 = fopen(saveName,'w'); 
fwrite(fid, buffer); 
fclose(fid2); 
g = g + 10; 

end 
a1 = a1 + 10; 

end 
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A.4.2. Data matrix 

openFolder = 'C:/Users/user_name/Desktop/folder_name/'; 
fileName = 'file_name'; 
format = '.txt'; 
C = []; 
  
a1 = 0; 
for k = 1:102; 

b1 = num2str(a1); 
fileName1 = [fileName b1]; 
dash = '-'; 
fileName2 = [fileName1 dash]; 
g = 0; 
for k = 1:102; 

b2 = num2str(g); 
fileName3 = [fileName2 b2]; 
openName = [openFolder fileName3 format]; 
fid = fopen(openName,'r'); 
sizeA = [2 Inf]; 
formatSpec = '%g %g'; 
A = fscanf(fid, formatSpec, sizeA); 
fclose(fid); 
B = A'; 
C = [C B(:,end)]; 
g = g + 10; 

end 
a1 = a1 + 10; 

end 
C; 
fid2 = 'file_name.mat'; 
save(fid2); 
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A.4.3. Target test matrix 

% target test 1 
fileID = fopen('C:/Users/user_name/Desktop/folder_name/file_name.txt','r'); 
sizeA = [2 Inf]; 
formatSpec = '%g %g'; 
A = fscanf(fileID, formatSpec, sizeA); 
fclose(fileID); 
B = A'; 
  
C = B(:,end); 
  
% target test 2 
fileID = fopen('C:/Users/ user_name/Desktop/folder_name/file_name.txt','r'); 
sizeA = [2 Inf]; 
formatSpec = '%g %g'; 
A = fscanf(fileID, formatSpec, sizeA); 
fclose(fileID); 
B = A'; 
  
C = [C B(:,end)]; 
  
% target test 3 
fileID = fopen('C:/Users/ user_name/Desktop/folder_name/file_name.txt','r'); 
sizeA = [2 Inf]; 
formatSpec = '%g %g'; 
A = fscanf(fileID, formatSpec, sizeA); 
fclose(fileID); 
B = A'; 
  
C = [C B(:,end)]; 
  
fid = ''file_name.mat'; 
save(fid); 
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A.5. Data analysis  

Step–by–step outline for producing target transformed chemical maps on MATLAB. 

A.5.1. Spectra extraction from SFG images for data matrix and test target matrix 

a) Spectra extraction using ImageJ mapping for data matrix 

1) In the notepad, containing the image spectra extraction code, shown in Figure A-1, 

specify the required region of interest (ROI) size, spectral range, and target save to 

folder with file name. Save the changes made to the .txt file. 

 
 
Figure A-1. Image Spectra Extraction code used for spectral extraction from ROIs. 
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2) Open the acquired SFG image stack in ImageJ mapping program. 

3) Reverse the image stack using the Stack Reverser under Plugins Menu, Figure A-2. 

4) From the Plugins Menu, select the Macros tab, then select Run. In the file explorer, 

select and open the file containing the image spectra extraction code. (see Figure A-3) 

Note: The program requires some time to complete the spectral extraction operation. 

The spectra extracted from each ROI is automatically saved as a .txt file in the folder 

specified in the image spectral extraction code. 

 

Figure A-2. ImageJ Stack Reverser Plugin used for image stack reversing. 
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b) Spectra extraction using ImageJ for target test matrix 

1) Open the SFG images for target testing in ImageJ program. 

2)  Reverse the image stack using the Stack Reverser plugin found under the Plugins 

Menu. 

3) Select the Spectral Microscopy function under the Plugins Menu, as shown in Figure 

A-4a. In the first dialog box, specify the ending wavenumber of the image stack as 

Starting Energy (Figure A-4b), and in the second box, specify the image wavenumber 

Step Size (Figure A-4c). 

4) From the B&C box, shown in Figure A-4d, adjust the brightness/contrast of the image. 

 

 

Figure A-3. ImageJ image spectra extraction code was ran using Macros Run Plugin. 
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a) 

 
 

b) 

 
 

d) 

 

c) 

 
 

 

Figure A-4. ImageJ (a) Spectral Microscopy Plugin, (b) starting energy, (c) step size selection, 
and (d) brightness and contrast (B&C) adjustment. 
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5) Select an ROI of interest from the image by drawing a box with the Selection Tool as 

shown in Figure A-5. 

6) Extract the spectra from the selected ROI by selecting Gen Spectrum from the 

Spectrum_Extractor box, shown in Figure A-6a. 

 
 
Figure A-5. Region of interest (ROI) was selected using selection tools. 
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7) From the extracted spectrum plot box, select the List icon, shown in Figure A6b. Save 

the listed vales in the Plot Values box as a text file. 

A.5.2. Data matrix and target test matrix construction in MATLAB 

a) Data matrix construction 

1) Once the image spectral extraction is complete, construct the data matrix by running 

the data_matrix.m code (Figure A-7).   

Note: data_matrix.m will not import data if the .txt file contains any letter, except 

numerical values. 

2) (Optional, if needed) The first row of the .txt file containing letters can be removed 

using the remove_row_txt.m code. 

3) Open the code in MATLAB Editor. Specify the folder and file name containing the 

extracted spectra text files as the ‘openFolder’ and ‘fileName’, respectively. 

3) Once the data matrix construction is completed, save the file containing the data matrix. 

a) b) 

 

 
 

Figure A-6. ImageJ (a) spectra extraction using Gen Spectrum function and (b) obtaining a list 
of wavenumber–intensity values. 
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b) Target test matrix construction 

1) Construct the target test matrix using target_test_matrix.m code. 

Note: target_test_matrix.m will not import data if the .txt file contains any letter, except 

numerical values. 

2) Once the target test matrix construction is completed, save the file containing the 

matrix. 

 

 

 

Figure A-7. Matrix construction using MATLAB EDITOR. 
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A.5.3. Data matrix analysis by significant factor analysis (sfa) 

1) Make sure the folder containing the factor analysis (FA) code is in the directory path. 

(Figure A-8) 

2) Add the data matrix to the Workspace of MATLAB. 

3) Run the sfa.m code on data matrix to determine the number of significant factors. (Figure 

A-9) 

 

 

Figure A-8. Adding the factor analysis code to Path in MATLAB. 
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A.5.4. Generation of abstract factors from data matrix 

1) To generate the abstract cofactors, run singular value decomposition as ‘[u,s,v]=svd(d);’, 

as shown in Figure A-10. 

2) To visualize the abstract factors’ spectra, open the ‘u’ worksheet, select the desired abstract 

factor, then plot the factor by selecting one of the built-in plot functions. (Figure A-11) 

3) To visualize the abstract factors’ spatial distribution, first, open the ‘v’ worksheet, select 

the desired abstract factor, and then, select ‘create new variable from selection’, as shown 

in Figure A-12.  

 

 

Figure A-9. Application of sfa on data matrix. 
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Figure A-11. Steps to visualize the decomposed abstract factors of ‘u’ matrix. 

 

Figure A-10. Application of singular value decomposition to obtain abstract factors of data 

matrix. 
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Figure A-12. Steps to select abstracts factors from ‘v’ matrix. 

 

Figure A-13. Reconstruction of abstract factor to generate distribution map. 
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4) Reshape the new abstract factor matrix using ‘reshape’ function, select the reshaped matrix, 

and then, plot the abstract factor’s distribution, as shown in Figure A-13. 

A.5.5. Data matrix analysis by target factor analysis (tfa) 

1) Run the tfa.m code. The inputs of the tfa(d,x,n) are the data matrix (d), target matrix (x), 

and the number of significant factors (n), as shown in Figure A-14. 

2) Type ‘load temp’ to add the tfa predicted spectra to the Workspace. The predicted tfa 

spectra is contained in the ‘predv’ file.  

3) To visualize the tfa predicted spectra, open the ‘predv’ worksheet, select the desired 

component, and then plot it. (Figure A-15) 

A.5.6. Chemical image construction by loadings factor analysis (lfa) 

1) To obtain chemical maps of the predicted components, run the lfa.m code. The inputs are 

the data matrix, target matrix, and the number of significant factors. (Figure A-16) 

 

 

Figure A-14. Application of target factor analysis (tfa) on data matrix. 
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Figure A-16. Application of lfa on data matrix. 

 

Figure A-15. Steps to visualize the decomposed abstract factors of ‘u’ matrix. 
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2) Load the lfa results by typing ‘load temp’ to add the predicted components to the 

Workspace. The predicted lfa spectra is contained in the ‘loadings’ file. 

3) Open the ‘loadings’ worksheet, select the desired loading of component, and then, select 

‘create new variable from selection’, as shown in Figure A-17. 

4) Reshape the new loading component matrix using ‘reshape’ function, select the reshaped 

loadings matrix, and then, plot the component’s distribution, as shown in Figure A-18. 

 

 

 

 

 

 

 

 

Figure A-17.  Steps to select predicted components from ‘loadings’ matrix. 
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Figure A-18. Steps to produce component distribution map of selected component. 
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Sum Frequency Generation Imaging Microscopy of Self-Assembled 

Monolayers on Metal Surfaces: Factor Analysis of Mixed Monolay-

ers. 

Supporting Information 

__________ 

* Reproduced in part with permission from Anal. Chem.. 2019, 91, 1269-1276, ©2019 American Chemical Society  

 

Figure B-1. Illustration of image stacking and spectra extraction from 50-by-50 pixels ROIs. 

The SFG images are arranged into a stack according to decreasing IR wavenumber after wihich 

it is cut into user specific region of interest (ROIs) size and vibrational spectra is extracted from 

each respective ROI. 
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Figure B-2. SFG spectra of ODT and MeOHT extracted from 500 shots per image 6.5-
by-6.5 µm ROI. 

a) 

 

b) 

 
Figure B-3. 100 shot ODT—MeOHT sample SFG images at (a) 2810 cm-1 and (b) 2875 cm-1. 



118 

 

a) 
 

f) 

 
b) 
 

 g) 

 
c) 

 

h) 

 
d)  i) 

 
e)  j) 

 
Figure B-4.  First five abstract factors from row matrix (a-e) and column matrix (f-j) obtained 
by PFA of 100 shot ODT—MeOHT sample data matrix. The first two abstract factors resemble 
the combined average of the ODT and MeOHT SFG signal response on gold substrate with the 
beam profile. Abstract factors 3 through 5 resemble some change to the average spectra. None 
of the abstract factors resembles the difference spectra of ODT and MeOHT peak positions. 
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Figure B-5. Outline of target transformation of abstract factors into real factors by TFA.  The 

real factors are obtained by adding the factors obtained by PFA using various weightings of the 

factors.1 
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Figure B-6. Stamped ODT, backfilled MeOHT SFG spectra, and the difference of the 

two regions (backfilled – stamped). 
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