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Abstract 

One of the important issues of well logging is to determine the water 

saturation from the oil bearing formation. The induction resistivity tool may finish 

the job if the water is fairly saline. In fresh water, the induction tool is difficult to 

figure out the exact water saturation and oil/gas contents. Therefore, it is crucial 

that there be a method to determine water saturation that is less dependent upon 

the knowledge of water salinity thus making it of great use in fresh water zones. 

Dielectric constant logging tools offer an attractive new method of formation 

evaluation, which is relatively independent of water salinity.  

In this thesis, a dipole model is developed in that it consists of three 

infinitesimal dipoles: one for the transmitter and the other two for the receivers. 

The model, then, is used to simulate the dielectric constant tool responses by 

measuring the amplitude ratios and phase shifts in both homogeneous and 

inhomogeneous layered formation. The results show a good agreement with the 

experimental data and theoretical results published in previous studies. Moreover, 

the numerical results portray that the dipole model accurately provides a decent 

estimation of the formation dielectric properties compared to other models.  
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Chapter 1 Introduction 

Dielectric constant logging tools provide a new electromagnetic propagation 

logging method to distinguish high resistivity formation fluid from hydrocarbon 

bearing formation. Traditionally, the measurement of the conductivity or resistivity 

has remained one of the main surveys performed in a borehole, mainly to 

determine the water saturation. However, the salinity of formation fluid, which 

affects the measurement of resistivity logging tools, is usually unknown contained 

water. The dielectric constant of formation water is relatively high compared with 

that of hydrocarbons and most minerals. Therefore, by measuring the second 

electrical characteristic of the formation, the dielectric permittivity, can determine 

the formation water saturation depending less upon the knowledge of water 

salinity.  

Charter 1 of this thesis gives a brief historical overview of the development of 

well logging dielectric constant tools by describing the tools as well as the 

infinitesimal dipole model used in this research. A literature survey including the 

motivation for this research is given in Charter 2. Chapter 3 derives the field 

distribution of infinitesimal dipoles by introducing the Hertz potential for electric (J) 

and magnetic (M) current sources. The solution of inhomogeneous Hertz 

potential wave equations and simulation models are presented in this chapter. 

Chapter 4 presents the simulation results of amplitude ratios and phase shifts of a 
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dielectric constant tool by then drawing up conclusions regarding the usefulness 

and applicability of the dipole model in Chapter 5.  

1.1. Historical Background 

Reservoir rocks are mostly sedimentary in nature. They consist of a grain and 

cement rock matrix with interconnecting void spaces (pores). The pores are filled 

with formation water, oil, and gas. Resistivity logging is based on the fact that 

formation rocks can transmit an electric current through the absorbed saline water 

contained inside their pores, but not through the insulating matrix, oil, and gas. 

Consequently, water bearing formations tend to have low electric resistivity 

relative to hydrocarbon bearing formation. However, once the pores reach a high 

resistance of formation fluid such as fresh water, the resistivity logging tools fail to 

perform an accurate formation evaluation and provide incorrect formation property 

measurements.  

Dielectric constant logging was developed in the 1970’s in order to make a 

distinction between fresh water and oil, which was difficult to do with resistivity 

logs alone. Dielectric constant logging tools measure the dielectric permittivity of 

formation contained water to determine the formation water saturations without 

knowledge of the water salinity. The basic measurements are the phase shift and 

attenuation of electromagnetic fields which have been propagated in the 

formation. Two classes of tools are available for measuring the formation 
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dielectric constant. The first one is low-frequency dielectric constant logging tools 

used coils on a mandrel and operate at tens of megahertz. The second type is 

high-frequency dielectric constant logging tools used for a microwave antenna on 

a pad contact device.  

The interesting factors of using downhole logging techniques in order to 

determine the dielectric constant of earth formation have been growing. This is 

because the dielectric constant of water is an order of magnitude higher than the 

dielectric constant of the petroleum or the formation rock, and therefore, the 

dielectric constant measurements are fairly sensitive to the formation water 

content. In Table 1.1 we list some examples of the relative dielectric constants of 

a number of substances commonly found in earth formations. The laboratory 

experiments [1] have shown that the relative dielectric constant ε ′  of formation 

rock is nearly independent of water salinity in microwave frequencies. This latter 

fact is of particular importance because of the increased focus on secondary and 

tertiary recovery projects in the petroleum industry. The water salinity of those 

recovery projects, which have been unavailable in the past due to limited logging 

techniques, is often unknown as a result of fresh water, CO2, or chemical flooding. 

As a result, dielectric constant logging at microwave frequencies offer this 

capability as well as having the further potential of providing a quantitatively 

accurate value for the formation oil saturation. 



4 

 

Table 1.1 Dielectric constants of commonly found in earth formations.  

 Substance       Relative dielectric constant 
 Limestonea         5.55 
 Berea sandstonea       3.45 
 Yule marblea        8.06 

Dolomitea         7.92 
Pine prairie salta       5.51 
Waterb          76.7 
Petroleum oilsb         1.92 – 2.22 

(a) Values reported by Tam [2] at frequency = 1.0 GHz for dry rocks at room 
temperatures.  

(b) Values reported by von Hipple [3] at frequency = 3.0 GHz and T = 25°C. 

The dielectric permittivity is one of the major factors that influence 

electromagnetic wave propagation in a material. The properties of dielectric 

permittivity in the earth’s formation are strongly dependent on the formation water 

saturations and are relatively independent of the water salinities. Microwave 

frequency dielectric logging, thus, offers an exceptional efficiency electromagnetic 

logging method of formation evaluation. The new EM wave dielectric constant 

logging method deduces the properties of dielectric constants from attenuation 

and phase shift measurements of electromagnetic fields that propagated in the 

formation. Calvert [4], Rau [5-7], Clark [8], Freedman [9], and Schlumberger 

scientists, have proposed several U.S. patents that utilize this method in well 

logging devices.  

 Table 1.2 is a list of dielectric constants and propagation times for various 

materials [10]. Apparently, fresh water has a greater electromagnetic wave travel 

time and dielectric constant than any other materials found on the list. Therefore, 
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by measuring the dielectric constant of earth formation, one can determine the 

water saturation versus hydrocarbon-bearing zones. Unlike the resistivity logs, the 

dielectric measurement is independent of water distribution and salinity (and 

dependent on the operation frequency).  

 Table 1.2 Propagation Times for Various Materials [10] 

Material Dielectric Constant, ε     Matrix Propagation     Fluid Propagation     

    (Farads/m)     Time (ns/m)   Time, (ns/m)  

Sandstone   4.65      7.2 

Limestone   7.50      9.1 
Dolomite   6.80      8.7 
Anhydrite   6.35      8.4 
Halite   5.6 to 6.35     7.9 to 8.4 
Shale     5 to 25     7.5 to 16.6 
Oil     2.2              4.9 
Gas    3.3              6.0 
Fresh water 
(at 25°C)   78.3              29.5 
ns/m = nanoseconds/meter. 

1.2. Dielectric Constant Logging Tools  

Table 1.3 lists various dielectric logs run by different service companies [10]. 

Halliburton (older Gearhart DCL and Welex DT) and Baker Atlas DL (mandrel and 

pad) tools are considered to be low-frequency dielectric constant logging tools, 

operating at 20 to 200 MHz. The Halliburton HFDT (Figure 1.1) and Schlumberger 

(EPT and Dielectric Scanner) (Figure 1.2 and 1.3) are considered high-frequency 

dielectric constant logging tools, and operate at 1 and 1.1 GHz. The logs measure 
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the propagation time of the electromagnetic wave by deducing from the phase 

shift and attenuation measurement of electromagnetic fields passed through the 

formation.  

 Table 1.3 List of dielectric logs from different service companies [10] 

Company    Tool Name   Frequency      Investigation  Depth 

Halliburton    HFDT (pad)     1.0 GHz   Flushed zone 

Gearhart (now Halliburton)  CL (mandrel)     30 MHz    Invaded zone 

Welex (now Halliburton)  DT (mandrel)     20 MHz   Invaded zone 

Atlas Wireline (Baker Atlas)  DL (mandrel) DL (pad)  47 MHz ~ 200 MHz Invaded zone, Flushed zone 

Schlumberger      EPT (pad)     1.1 GHz   Flushed zone 

Schlumberger      Dielectric scanner   20 MHz ~ 1 GHz   Invaded zone, Flushed zone 

MHz = megahertz (million cycles/sec) 

GHz = gigahertz (billion cycles/sec) 
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Figure 1. 1 The High Frequency Dielectric Tool (HFDT)  

 

Figure 1. 2 A downhole schematic of the EPT Tool 

Courtesy Halliburton Well Service 



In Figure 1.1 the High Frequency Dielectric Tool (HFDT) is a pad type 

dielectric constant tool made by Halliburton 

frequency of 1 GHz. It consists of two symmetric transmitters and three receivers 

to compensate the borehole effects. The design of the sensor hel

the effects of rugosity, borehole, and 

Figure 1.2 shows the Electromagnetic Propagation Tool (EPT) that consists of two 

transmitting and receiving cavit

speed of propagation and the rate of attenuation of a 1.1 GHz electromagnetic 

wave to determine the dielectric constant 

invaded zone of the formation. Figure 1.3 is the Dielect

8 

 

                    

Figure 1. 3 The Dielectric Scanner 

In Figure 1.1 the High Frequency Dielectric Tool (HFDT) is a pad type 

dielectric constant tool made by Halliburton that is operated at 

frequency of 1 GHz. It consists of two symmetric transmitters and three receivers 

borehole effects. The design of the sensor hel

gosity, borehole, and the change in readings due to pad contact. 

Electromagnetic Propagation Tool (EPT) that consists of two 

transmitting and receiving cavity-backed slot antennas. The EPT measures the 

speed of propagation and the rate of attenuation of a 1.1 GHz electromagnetic 

wave to determine the dielectric constant as well as the conductivity of the 

invaded zone of the formation. Figure 1.3 is the Dielectric Scanner that consists of 

Courtesy Schlumberger Well Service 

 

In Figure 1.1 the High Frequency Dielectric Tool (HFDT) is a pad type of 

operated at a microwave 

frequency of 1 GHz. It consists of two symmetric transmitters and three receivers 

borehole effects. The design of the sensor helps to minimize 

change in readings due to pad contact. 

Electromagnetic Propagation Tool (EPT) that consists of two 

backed slot antennas. The EPT measures the 

speed of propagation and the rate of attenuation of a 1.1 GHz electromagnetic 

the conductivity of the 

ric Scanner that consists of 
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two transmitting antennas and eight receiving antennas symmetrically 

surrounding the transmitting antennas. This tool measures the formation dielectric 

at 1-4 inch depth of investigation with 4 different frequencies, 20 MHz, 100 MHz, 

500 MHz, and 1 GHz. Each antenna is a cross-dipole offering collocated normal 

magnetic dipoles working in longitudinal and transversal mode. In this thesis, we 

will perform in detail, an investigation of the Electromagnetic Propagation Tool 

(EPT) and a preliminary study of the Dielectric Scanner. 

1.3. EM Wave Propagation Model of the Dielectric Lo gging Tool 

Various methods for measuring dielectric permittivity in the laboratory [11] can 

be categorized as reflection, transmission, and resonance techniques. The 

resonance techniques do not give in to the measurement in a borehole. Of the 

former two, the transmission method is superior for the measurement of 

dielectrics with high conductivity losses. Figure 1.4 represents schematically the 

transmission of an electromagnetic wave at the interface between a medium with 

lower permittivity and the losses formation. According to the law of refraction 

(known as Shell's law), the transmitted wave is refracted away from the normal in 

the lower permittivity formation. If the incident wave is at the critical angle, the 

reflected wave will travel along the interface. Therefore, we can see that the 

velocity of propagation along the surface will be determined by the permittivity of 

the formation. The surface wave continuously sheds energy into the mud layer. 



Then, by placing two receivers in the mud column, a differential measurement of 

the phase shift and attenuation can be made. 

Figure 1. 4 A diagram of 

10 

 

Then, by placing two receivers in the mud column, a differential measurement of 

tenuation can be made.  

A diagram of EM wave refraction at a mud-borehole interface

Then, by placing two receivers in the mud column, a differential measurement of 

 
borehole interface 
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Chapter 2 Literature Overview 

 Formation evaluation is a critical component in maximizing oil well production. 

Therefore, a considerable amount of research has been devoted to modeling the 

response of dielectric constant logging tools by using an electromagnetic 

propagation method at a microwave frequency. At lower frequencies, electrical 

conduction is dominated by ionic concentration in pore fluid and is thus related to 

clay particles, as well as the water saturation. The dielectric properties of the 

measured medium are a complex function and are related to the relative 

permittivity plus the imaginary portion of the conductivity of the medium.  

0ωε
σεε ir +=∗

.                     (1) 

As frequency increases, dielectric effects start to appear as they then become 

predominant as seen from equation (1). This increase in sensitivity allows the 

evaluation of conductivity and permittivity simultaneously. The propagation 

constant characteristic shown in equation (2) of a dielectric medium clearly 

illustrates the change in sensitivity with frequency. Once the frequency of 

operation is high, the depth of investigation of such measurement is relatively 

shallow.  

0ωε
σεµω

i
c

k rr += .                    (2) 
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 Various approaches have been developed for modeling and investigating the 

dielectric constant logging tools, Chew [12] has thoroughly investigated the 

electromagnetic wave propagation tool (EPT) theoretically in 1981. He used an 

asymptotic analysis to derive close approximations of the EM wave received in 

receivers and decomposed the wave into a guided wave and a lateral wave, 

which propagate with a wave number close to the wave number of the invaded 

zone. The travel times are also computed, using both asymptotic approximations 

and a plane-wave assumption. Chew [13-14] also proposed both a theory and 

applications and results of a theoretical model for high-frequency dielectric 

logging tools in 1988. The model consists of the measurement tool in front of a 

two-dimensional inhomogeneity, which has been divided into two regions. The 

solution in each region is treated analytically in two dimensions, and numerically 

in one dimension that is solved using the finite element method. The results of the 

theoretical model were used to study the behavior of such tools across geological 

sedimentary beds. The standoff and mud cake effects that reflect on the depth of 

investigation of such a tool have been evaluated in two different polarizations TE 

and TM modes. 

 Long [15] presented an experimental study of the impedance of cavity-backed 

slot antennas, which were utilized in the EPT tool. The impedance of 

cavity-backed slot antennas were found both as a function of frequency and of the 
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various parameters of the cavity, namely, the cross-sectional size of the cavity, 

the medium filling the cavity, and the type of termination of the cavity. Also a 

mathematical model has been derived by Long [16] that relates the impedance of 

a cavity-backed slot antenna to that of an identical slot which is free to radiate on 

both sides of a large ground plane. 

 The latest dielectric constant logging tools overcome the limitation of 

previous dielectric tools such as borehole rugosity, high salinity, and a simple 

response algorithm. The new tool measures formation dielectric at 1-4 inches 

depth of investigation with 4 frequencies, 2 polarizations, 4 transmitter receiver 

spacing's, and 2 shallow probes to determine the mud cake and mud properties 

[17]. The different frequencies provide a measurement of dielectric dispersion to 

quantify textural information, which has significantly affected the tools responses 

when measured at low frequency. By designing a multi-transmitter-receiver 

spacing that is symmetrically arranged, the capability of interpreting the dielectric 

dispersion in a formation matrix was finally available. 
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Chapter 3 Field Distribution and Modeling 

In the past, the stationary charge with respect to an observer measuring the 

properties of the charge is considered to be an electric field, as the charge then 

moves with respect to the observer having then been considered a magnetic field. 

With time, people began to realize that the electric and magnetic fields were better 

thought of as two parts of a greater whole – the electromagnetic field, which 

affected the behavior of the charged objects in the vicinity of the field. Moreover, 

the Maxwell’s equation and the Lorentz force law described the way that charges 

and currents interact with the electromagnetic field.  

In the analysis of radiation problems, the common procedure is to specify the 

sources and then to require the fields radiated by the sources. In contrast to the 

synthesis problem, the radiated fields are specified, as we are then enabled to 

determine the sources. It is very common in the analysis procedure to introduce 

auxiliary functions, known as Hertz potentials, which will aid in solving the 

problem. The introduction of the potentials often simplifies the solution even 

though it may require determination of additional functions. Although it is possible 

to determine the E and H fields directly from the source-current densities J and M, 

it is usually easier to find the auxiliary potential functions first and then determine 

the E and H. This two-step procedure is shown in Figure 3.1 [18].  
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Figure 3. 1 Block diagram for the two-step procedure 

The one-step procedure, through path 1, relates the E and H fields to J and M 

by integral relations. The two-step procedure, through path 2, relates the eΠ  and 

hΠ  potentials to J and M by integral relations. The E and H are then determined 

simply by differentiating eΠ  and hΠ . Although the two-step procedure requires 

both integration and differentiation, where path 1 requires only integration, the 

integrands in the two-step procedure are much simpler. The most difficult 

operation in the two-step procedure is the integration to determine eΠ  and hΠ . 

Once the Hertz potentials are known, the E and H can always be determined 

through any well-behaved function, no matter how complex. 

Sources 

J , M 

Radiated Fields 

E , H 

Vector Potential 

Πe , Πh 

Integration 

Path 1 

Integration Differentiatio
n 

Path 2 



3.1. Infinitesimal Dipole 

3.1.1. Infinitesimal Dipole

The simplest radiating element is the infinitesimal dipole that can easily be 

implemented in any electromagnetic code. 

positioned symmetrically at the origin of the coordinate system and orient

the z axis, as shown in Figure 3.2

compute its current density 

Figure 3. 

Figure 3. 3 
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Infinitesimal Dipole Radiation and Model 

Infinitesimal Dipole  

The simplest radiating element is the infinitesimal dipole that can easily be 

implemented in any electromagnetic code. An infinitesimal linear wire

positioned symmetrically at the origin of the coordinate system and orient

the z axis, as shown in Figure 3.2. We can model it as a solid rectang

compute its current density J shown in Figure 3.3. 

Figure 3. 2 An infinitesimal dipole in origin 

 A solid rectangular model of infinitesimal dipole

The simplest radiating element is the infinitesimal dipole that can easily be 

An infinitesimal linear wire (l << λ) is 

positioned symmetrically at the origin of the coordinate system and oriented along 

solid rectangle and 

 

 
solid rectangular model of infinitesimal dipole 
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 For current density J in z direction can be seen as  

z y  x 

 Il

y  x 

I
J

∆∆∆
=

∆∆
=i

z .      (3)  

Define 
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otherwise0
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 +∈
=

otherwise0

1

∆  .    (6) 

Substitute equation (4), (5), and (6) into current densities (3), we obtained 

 (z) P (y) P (x) P IlJ )(i
z = .      (7)  

Intuitively, to be an infinitesimal size, as 0  x →∆ , (x)   (x) P δ→ , therefore, 

letting 0 z   y,  x, →∆∆∆ , the equation (3) can be rewritten as  

(z)  (y)  (x)  IlJ δδδ= )(i
z ,       (8) 

or 

 (r)  IlJ δ= )(i
z .        (9) 

Equation (9) can be viewed as infinitesimal dipole current densities in z direction.  
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3.1.2. Hertz Potential eΠ  for an Electric Current Source J 

As mentioned before, the two-step procedure provides a simple path in 

solving the electromagnetic field from the current density source. So the Hertz 

potential eΠ  is useful in solving for the EM field generated by a given harmonic 

electric current J. The magnetic flux B is always solenoidal; that is 0=⋅∇ B . 

Therefore, it can be represented as the curl of another vector because it obeys 

the vector identity 0e =×∇⋅∇ Π , where eΠ  is an arbitrary vector. Thus we 

define 

eee ΠHΠB e ×∇
µ

=⇒×∇= 1
 ,       (10) 

where subscript e indicates the field due to the eΠ  potential. Then, substituting 

(10) into Maxwell’s curl equation  

eee juj ΠHE ×∇−=−=×∇    ωω ,      (11) 

which can also be written as   

[ ] 0 =+×∇ ee j ΠE ω .                      (12) 

From the vector identity ( ) 0=∇−×∇ eφ  and (12) it follows that  

 eee j φω −∇=+ ΠE  ,                          (13) 

or 

 eee j ΠE  ωφ −−∇= .                          (14) 
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The scalar function eφ  represents an arbitrary electric scalar potential which is a 

function of position. Now we take the curl of both sides of (10) and use the vector 

identity ( ) eee ΠΠΠ
2∇−⋅∇∇=×∇×∇  which reduces it to  

( ) eeeu ΠΠH 2) ( ∇−⋅∇∇=×∇ .       (15) 

From Maxwell’s equation EJH cj εω +=×∇  where cε  accounts for conductivity. 

Here we will simply use ε  for the derivation, the equation to (15) leads to  

 ( )[ ]eeee ujuk φεω ∇+⋅∇∇+−=+∇      22
ΠJΠΠ ,             (16) 

where εµω  22 =k .  

In (10), the curl of  has been defined. Now, we are at liberty to define the 

divergence of , which is independent of its curl. In order to simplify (16), let 

0   =+⋅∇ ee uj φεωΠ  � ee uj φεω    −=⋅∇ Π , which is known as the Lorentz 

condition. Substituting it into (16) leads to  

 JΠΠ   22 uk ee −=+∇ .                          (17) 

Then take the z component lead (17) to  

 zez
2

z
2 J  Π uke −=Π+∇ .                         (18) 

In addition, (14) can reduce to  

)(
  

1
  eeeee u

jjj ΠΠΠE ⋅∇∇−−=−−∇=
εω

ωωφ .          (19) 

eΠ

eΠ
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Once  is known, He can be found from (10) and Ee from (19). Ee can just as 

easily be found from Maxwell’s equation EJH   εωj+=×∇  with J = 0. This will 

be shown in a later section on how to find in terms of the current density J. It 

will be a solution to the inhomogeneous Helmholtz equation of (17).  

3.1.3. Hertz Potential hΠ  for a Magnetic Current Source  M 

 Although magnetic currents appear to be physically unrealizable, equivalent 

magnetic currents arise when we use the volume or the surface equivalence 

theorems. The fields generated by a harmonic magnetic current in a 

homogeneous region, with 0=J  but 0≠M , must satisfy 0=⋅∇ D . Therefore, 

Eh can be expressed as the curl of the Hertz potential  by 

hh ΠE ×∇−=
ε
1

.                            (20) 

Substituting (20) into Maxwell’s curl equation hh j EH   εω=×∇ , reduces it to  

0) ( =+×∇ hh j ΠH ω .                        (21) 

From the vector identity ( ) 0=∇−×∇ eφ , it follows that  

hmh j ΠH  ωφ −−∇= ,                        (22) 

where mφ  represents an arbitrary magnetic scalar potential that is a function of 

position. Taking the curl of (20) 

[ ]hhhh ΠΠΠE 211 ∇−⋅∇∇−=×∇×∇−=×∇
εε

.             (23) 

eΠ

eΠ

hΠ
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And transforming it in to Maxwell’s equation HME    µωj−−=×∇  leads to  

MΠHΠ     2 εεµ −⋅∇∇=+∇ hhh j ω .                  (24) 

Substituting (22) into (24) reduces it to   

( ) ( )[ ]mhhh jk φεµωε      22 ∇+⋅∇∇+−=+∇ ΠMΠΠ .           (25) 

By Lorentz condition, (25) reduces to  

  MΠΠ   22 ε−=+∇ hh k ,                        (26) 

and (26) reduces to  

  )(
1

 hhh
ω µ ε

jj ω ΠΠH ⋅∇∇−−= .                  (27) 

 Once  is known, Eh can be found from (27) and Hh from (27) or (22) with 

M = 0. This will be shown in a later section on how to find in terms of the 

current density M.  will be a solution to the inhomogeneous Helmholtz 

equation of (26). 

3.1.4. E- and M- Fields for Electric ( J) and Magnetic ( M) Current 

Sources 

In previous sections we have developed equations that can be used to find 

the electric and magnetic fields generated by an electric current source J and a 

magnetic current source M. This procedure requires that the auxiliary potential 

function  and  generated respectively, by J and M are found first. In turn, 

hΠ

hΠ

hΠ

eΠ hΠ
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the corresponding electric and magnetic fields are then determined (Ee, He due to 

 and Eh, Hh due to Hh ). The total fields are then obtained by the superposition 

of the individual fields due to He and Hh (J and M). Here is a summary that can be 

used to find the fields:  

1. Specify J and M (electric and magnetic current density sources). 

2. a. Find the He (due to J) using  

∫∫∫ ′=
−

V

e vd
e

4 R
JΠ

R kj 

π

u
,                     (28) 

which is a solution of the inhomogeneous vector wave equation of (17) [19]. 

b. Find the Hh (due to M) using  

∫∫∫ ′=
−

V

h vd
e

R
MΠ

Rk  j

π4

ε
,                    (29) 

which is a solution of the inhomogeneous vector wave equation of (26) [19].  

3. a. Find the He using (10) and Ee using (19). Ee can also be found using 

Maxwell’s equation EJH   ωj ε+=×∇  with J = 0.  

b. Find Eh using (20) and Hh using (27). Hh which may also be found using 

Maxwell’s equation of HME  µ ωj -−=×∇  with M = 0.  

4. The total fields are then determined by  

heehe
ω µ ε

jj ω ΠΠΠEEE ×∇−⋅∇∇−−=+=
ε
1

)(
1

 ,        (30) 

eΠ
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or  

 hehe j ω 
ΠHEEE ×∇−×∇=+=

εε
11

,                (31) 

and  

)(
ε  

1
 

1
hhehe

ω
jj ω ΠΠΠHHH ⋅∇∇−−×∇=+=

µµ
,         (32) 

 or  

hehe j ω
EΠHHH ×∇−×∇=+=

µµ
11

.               (33) 

3.1.5. Solution of an Inhomogeneous Hertz Potential  Wave 

Equation 

In the previous section, we indicated that the solution of the inhomogeneous 

vector wave equation of (17) is (28). In equation (18), current density is directed 

along the z-axis (Jz), only a ezΠ  component will exist and exΠ = 0 and eyΠ = 0. 

zJ   22 µ−=+∇ ezez ΠkΠ .       (34) 

Hence we have  

( ) ( )rIlk     Π ez
2

ez
2 δµ−=Π+∇ .      (35) 



Figure 

The ezΠ  field should be symmetric since the source is and "

distance which  

δ

First, we assume (rezΠ

Since in the limit the source is a point, it requires 

( )φθ  and , thus (37) can be written as 

 The partial derivative has been replaced by the ordinary derivative since 

is only a function of the radial coordinate. Next, let 

the equation (38), which
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Figure 3. 4 Physical model of 3D delta function 

field should be symmetric since the source is and "r" is the radial 

( )







 ∈
=

otherwise.      , 0

.         ,

3

4
1

lim
 3

δ

πδδ
Vr

r      

) ( )rRr = , for 0≠r , we have  

0k22 =+∇ ezezΠ Π .      

Since in the limit the source is a point, it requires ezΠ  is not a function of 

) can be written as  

0
1 22
2 =+







 Rk
dr

dR
r

dr

d

r
 .     

The partial derivative has been replaced by the ordinary derivative since 

is only a function of the radial coordinate. Next, let ( ) ( )rh
r

rR  
1

 =

), which 

" is the radial 

   (36) 

   (37) 

is not a function of direction

   (38) 

The partial derivative has been replaced by the ordinary derivative since ezΠ  

, as we expand 
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( ) ( ) ( ) ( ) ( )rhrhrrh
r

rh
r

r
dr

rdR
r      

1
  

1
 

 
2

22 −′=




 −′= ,    (39) 

so (38) can be rewritten as 

( ) ( )( ) ( )
0

 
   

1 2
2

=+−′
r

rh
krhrhr

dr

d

r
,      (40) 

( ) ( ) ( )( ) ( )
0

 
    

1 2
2

=+′−′′+′
r

rh
krhrhrrh

r
,      (41) 

therefore (38) can finally be reduced to  

( ) ( ) 0   2 =+′′ rhkrh .        (42) 

Solution of (42) is 

( ) rkjrkj eBeArh        +− += .       (43) 

 In the differential equation of (43), rkjeA    −  represents an outwardly (in the 

radial direction) traveling wave and rkjeB    +  describes an inwardly traveling wave 

(assuming an rkje    time variation). For this problem, the source is placed at the 

origin with the radiated fields traveling in the outward radial direction. B = 0 is 

chosen to satisfy the radiation condition at infinity, hence the solution of (43) is  

j k r e
r

A −=ezΠ .        (44) 

 To find the constant A, integrate the wave equation throughout a small 

spherical volume εV  shown in Figure A.2:  



Figure

First, we integrate (35) on both side

V
∫

The first term of (45), which

∫
V

and  

dA
rAz ˆ=∇

Hence  

          

          

Π2

Vε

∇∫
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Figure 3. 5 Small spherical volume εV  

) on both sides, leading to 

( )(1)     Π   Π z
2

z
2 IlVdkVd

V

e

V

e µ
εε

−=+∇ ∫∫ .   

), which is 

( ) ∫∫∫ ⋅∇=∇⋅∇=∇
εεε SV

z

V

e dSrAdVAdV  ̂  Π z
2

,  

e
rr

e
jkr

r

e
A

dr

d
r

dr

dA rkj
rkjrkj

z 1
ˆ ˆ   

2

    





−−=








= −

−−

( ) .  4 4                  

 
1

4                  

 
1

  Π

    

  
2

  
2

  
2

  

z

Aeejk

Ae
e

jk

dSe
rr

e
jkAdV

kjkj

kj
kj

S

rkj
rkj

e

εε

ε

ππε

εε
πε ε

ε

−−

−−=









−−=









−−=

−
−

−
−

∫

   

 

   (45) 

   (46) 

A 



.  (47) 

   (48) 
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As 0  →ε : 

A4dV
V

e
2     Π z π−=∇∫

ε

.       (49) 

For the second term of (45), we have  

( ) ( )

( )

( )

( ).0   ,    0               

             

.  Π  
 Π

 4              

  Π  Π 4              

  Π2 2              

   sin  Π Π

0

2
z e

2z e

0

2
z e

2
z e

0

2
z

2

0 0

2

0

z z

→→









+








=











+=

=

=

∫ ∫

∫∫

∫

∫ ∫ ∫∫

−

δε

π

π

π

φθθ

ε

δ

δ

δε

δ

ε

ππ ε

ε

as

drrdrr
r

e

drrdrr

drr

dddrrdV

jkr

e

e

V

e

    (50) 

Equation (45) can be reduced to  

( )

( ).
4

 
    

.    4

IlA

IlA

π
µ

µπ

=⇒

−=−

         (51) 

Once we derived the unknown constant A, the Hertz potential z eΠ  in (44) can be 

written as  

( )
r

e
Il

j k r−

=  
4

Π z e π
µ

.       (52) 

Finally, the Hertz potential of infinitesimal dipole equation (44) can be written as  



=
4

ˆ µ
zeΠ

 The result in (53) 

located in the origin. For most

not in the z position shown in Figure 3.6. E

written as  

and for the arbitrary position 

as  

Figure 3. 
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( ) ( ) ( )
r

e
Il

e
Il

j k r−−

−=   
4

 sin  ˆ cos ˆ    
r

 
4

rk  j

π
µθθ

π
µ

θr

) is the Hertz potential for the infinitesimal dipole

For most cases, the dipole is not located at the 

position shown in Figure 3.6. Equation (53) for Figure 3.6 (a) 

( )  
-

 
4

ˆ
k  j

rr ′
=

′− r-r

e zΠ
e

Il
π
µ

,    

and for the arbitrary position p̂  other than ẑ  direction, the (53) can be written 

 ( )  
-

 
4

ˆ
k  j

rr ′
=

′− r-r

e pΠ
e

Il
π
µ

 .    

 
Figure 3. 6 Dipole removes from origin 

j k r

.   (53) 

infinitesimal dipole, which is 

at the origin and is 

for Figure 3.6 (a) can be 

   (54) 

) can be written 

   (55) 

 



Figure 3. 7 

If the source is a volume current in 

equation (53) can be written as 

 Π

For filamental, surface, and volume

current densities for those cases can be written as 
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 Dipole removes from origin in arbitrary position

volume current in an arbitrary position shown in Figure 3.8

) can be written as  

( )  
-

r   
4 V

k  j

∫ ′
′

′=
′−

Vd
e

rr
J i

r-r

eΠ π
µ

 .    

Figure 3. 8 Volume current sources  

surface, and volume currents, which were shown in Figure 3.

current densities for those cases can be written as  

 
arbitrary position 

ary position shown in Figure 3.8, then 

   (55) 

 

shown in Figure 3.8, the 
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( )
( )
( )








→
 current filament      dl  l

density current surface    dS 

density current volume    dV 

  dV

I

J

J

 J i

i

i
.    (56) 

The Hertz potential due to current sources from equation (56) can be written as  

( )

( )

( )
















′−
′′

′−
′

′
′−

′

=

∫

∫

∫

′−

′−

′−

 currentfilament       dl 
e

  )(  )(ˆ 
4

densitycurrent  surface    dS
e

  )(  
4

densitycurrent  volume    Vd 
e

 )(  
4

)r(

C

k  j

S

k  j

V

k  j

rr
rIr l

rr
rJ

rr
rJ

 

i
e

i
S

i
V

r-r

r-r

r-r

π
µ

π
µ

π
µ

 eΠ .  (57) 

 Using duality theorem, which describes the two different variables can be 

written as identical, the Hertz potential due to the electric current densities 

sources can be represented as Hertz potential due to magnetic current densities 

sources.  

( )

( )

( )
















′−
′′

′−
′

′
′−

′

=

∫

∫

∫

′−

′−

′−

 currentfilament       dl 
e

  )( )(ˆ 
4

densitycurrent  surface    dS
e

  )(  
4

densitycurrent  volume    Vd 
e

 )(  
4

)r(

C

k  j

S

k  j

V

k  j

rr
rIr l

rr
rM

rr
rM

 

i
m

i
S

i
V

r-r

r-r

r-r

π
ε

π
ε

π
ε

 hΠ .  (58) 
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3.1.6. Field Distribution 

 To find the fields radiated by the current element, the two-step procedure will 

be utilized as seen in Figure 3.1. The derived Hertz potential  eΠ  and  hΠ  will 

be used to find the E and H fields. Since the source only carries an electric current 

 eI , the Hertz potential function  hΠ and  hI are zero. To find the Hertz potential 

 eΠ we may rewrite (56) to be  

( )  ,,   
4

),,(
C

k  j

∫ ′′′′=
−

ld
e

zyxzyx
R

IΠ

R

ee π
µ

 ,     (59) 

where ),,( zyx represent the observation point coordinate, ),,( zyx ′′′  represent 

the coordinates of the source, R is the distance from any point on the source to 

the observation point, and path C is along the length of the source. In Figure 3.9, it 

shows the geometrical arrangement of an infinitesimal dipole and its associated 

electric-filed component on a spherical surface. For the infinitesimal dipole, 

0=′=′=′ zyx ,  

(constant)   )()()( 222 rzzyyxxR =′++′−+′−= ,   (60) 

0 ˆ),,( Izyx ze aI =′′′ ,        (61) 

zdld ′=′  .          (62) 



Figure 3. 9 The

Therefore, we can rewrite (5

yx ,,(eΠ

Next step is to find eH

(63) from once rectangular to spherical components 

(64), by then using (10) and (19

=
















e

e

er

Π

Π

Π

φ

θ

For this problem, Π =ex

Π
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The electric field components on a spherical surface. 

Therefore, we can rewrite (59) as  

rkj
l

l

j k r e
r

lI
zde

r

I
z   0

2/

2/ 

0

 4

  
ˆ     

 4

 
ˆ), −

+

−

− =′= ∫ π
µ

π
µ

zz aa .

 e using (10) and then  eE using (19) or Maxwell' equation

rectangular to spherical components using transformatio

(10) and (19) in spherical coordinates to find H









=
















−
−=

ez

ey

ex

Π

Π

Π

 0              cos              sin

sin     sin cos     cos cos

cos       sin sin     cos sin

φφ
θφθφθ

θφθφθ

,0Π == ey  so (64) from (63) reduces to   

θ
π

µθ cos
 4

   
cosΠΠ

  
0

r

elI rkj

ezer

−

== ,   

electric field components on a spherical surface.  

.   (63) 

) or Maxwell' equation 

using transformation function 

H and E.  









ez

ey

ex

.   (64) 

   (65) 
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θ
π

µθθ sin
 4

   
sinΠΠ

  
0

r

elI rkj

eze

−

=−= ,     (66) 

0Π =φe .         (67) 

 Using the symmetry of the problem (no φ  variations), (10) can be expanded 

into spherical coordinates and written in a simplified form as  

( ) 








∂
∂−

∂
∂=

θµ
er

eθr
rr

Π 
Π 

  

1
ˆ
φaH .      (68) 

Substituting (65) - (67) into (68) reduces it to  

0== θHH r ,        (69) 

rkje
jkrr

lIk
jH   0  

1
1

 4

sin  −








+=

π
θ

φ .      (70) 

The electric field E can now be found using (19) with J = 0. That is,  

HΠΠEE ×∇=⋅∇∇−−==
c

e
c

ee ju
jj

ωεεω
ω 1

)(
  

1
 .         (71) 

Substituting (65) - (67) or (69) - (70) into (71) reduces it to 

rkj
r e

jkrr

lI
E   

2
0  

1
1

 2

cos −








+=

π
θη ,       (72) 

( )
rkje

krjkrr

lIk
jE   

2
0  

11
1

 4

sin  −








−+=

π
θηθ ,    (73) 

0=φE .             (74) 
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 The E- and H-field components are valid everywhere, except on the source 

itself shown in Figure 3.9. At a distance πλ 2/=r  (or 1 =rk ), which is 

referred to as the radian distance. By determining the radian distance, we can 

derive the near-field ( 1 <<rk ) region, intermediate-field ( 1 <rk ) region, and 

far-field ( 1 >>rk ) region.  

 The condition of 1 <<rk  can be satisfied at moderate distances away from 

the antenna provided that the frequency of operation is very low. Equation (75) 

and (76) are similar to those of a static electric dipole and (78) to that of a static 

current element.  

Near-Field ( 1 <<rk ) Region:  

θ
π

η cos
  2

  
3

  
0

rk

elI
jE

rkj

r

−

−≅            (75) 

θ
π

ηθ sin
  4

  
3

  
0

rk

elI
jE

rkj−

−≅            (76) 

0=== θφ HHE r             (77) 

θ
πφ sin

 4

  
2

  
0

r

elI
H

rkj−

≅             (78) 

 

 

k r << 1 . 
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Intermediate-Field ( 1 >rk ) Region:  

θ
π

η cos
  2

  
2

  
0

rk

elI
E

rkj

r

−

≅            (79) 

θ
π

ηθ sin
 4

     
0

r

elIk
jE

rkj−

≅            (80) 

0=== θφ HHE r             (81) 

θ
πφ sin

 4

     
0

r

elIk
jH

rkj−

≅            (82) 

The total electric field is give by  

θθ EErr  ˆ ˆ aaE += ,        (83) 

whose magnitude can be written as  

22
  θEEr +=E .       (84) 

Far-Field ( 1 >>rk ) Region:  

θ
π

ηθ sin
 4

     
0

r

elIk
jE

rkj−

≅            (85) 

0===≅ θφ HHEE rr            (86) 

θ
πφ sin

 4

     
0

r

elIk
jH

rkj−

≅            (87) 

The ratio of θE  and φH  is equal to  

k r > 1. 

k r >> 1 . 
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η
φ

θ
ω ≅=

H

E
Z ,         (88) 

where ωZ  is a wave impedance and η  is a intrinsic impedance. The E- and 

H-field components are perpendicular to each other, and are transverse to the 

radial direction of propagation, while the r variations are separable from those of 

θ  and φ .  

3.1.7. Infinitesimal Dipole Model 

 In this section, the infinitesimal dipole model of the dielectric constant tool is 

shown in Figure 3.10, consisting of a perfectly conducted half-space 0≤z , 

which is separated from the formation by a layer of mud cake. In our model, three 

infinitesimal dipoles represent the transmitting and receiving antenna of the 

dielectric constant tool. The EM property of each layer is described by 11,µε  

(formation) and 22,µε  (mud cake). On the interface between the mud cake and 

the perfectly conducting half-space, there is a transmitting antenna T at the origin 

and two receiving antennas R1 and R2 at x1 and x2 respectively. Using this model, 

we calculate the electric field detected by each of the two receivers using the 

equations derived above. Since the receivers are located at z = 0, the electric 

fields detected at R1 and R2 have only a z - component. This comes from the 



boundary condition that the tangential component of the electric field must vanish 

on the surface of a perfect conductor. 

Figure 3.

3.2. Duality Theorem

When two equations that describe the behavior of two different variables are 

of the same mathematical form, their solutions will also be identical. The variables 

in two equations that occupy identical positions are known as 

a solution of one can be formed by a systematic inter

other. This concept is known as the 

The real practices of duality theorem can be seen in previous derived 

equations. Comparing equation

respectively shows that they are dual equations 
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boundary condition that the tangential component of the electric field must vanish 

on the surface of a perfect conductor.  

Figure 3.10 An infinitesimal dipole model 

Duality Theorem  

When two equations that describe the behavior of two different variables are 

of the same mathematical form, their solutions will also be identical. The variables 

in two equations that occupy identical positions are known as dual

f one can be formed by a systematic interchange of symbols to the 

his concept is known as the duality theorem.  

The real practices of duality theorem can be seen in previous derived 

equations. Comparing equations (10), (17), and (19) to (20), (26

that they are dual equations to each other and their variables 

boundary condition that the tangential component of the electric field must vanish 

 

When two equations that describe the behavior of two different variables are 

of the same mathematical form, their solutions will also be identical. The variables 

dual quantities and 

change of symbols to the 

The real practices of duality theorem can be seen in previous derived 

10), (17), and (19) to (20), (26), and (27) 

and their variables 
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are dual quantities. Thus, knowing the solutions to one set )0,0   ,(i.e. =≠ MJ , 

the solution to the other set )0,0   ( ≠= MJ  can be formed by a proper 

interchange of quantities. Table 3.1 shows the substitutions of Maxwell’s 

equations which are unaffected. Duality only serves as a guide in forming 

mathematical solutions. However, it must be emphasized that this is purely 

mathematical in nature since it is known, as of today, that there are no magnetic 

charges or currents in nature.  

Table 3.1 Substitutions of Maxwell’s Equation for Duality 

( )

EJH

EJH

HME

    

E                  H     

H                    E

i

i

i

       

                    

)(  

                    

    

     

:Example                  

c

c

cc

cc

j

j

j

ε ε,                 µ µ,   

µ µ,                 ε ε,

εω

εω

µω

+=×∇
⇓

−−−−=×∇

⇓

−−=×∇

⇒

⇒

−⇒

⇒

    

( )

HME

HME

EJH

ρ               ρ     

ρ                  ρ     

J              M    

M                 J

i

i

i

v
m
v

m
vv

ii

ii

    

                    

  

                    

     

    

:Example                  

c

c

c

j

j

j

µω

µω

εω

−−=×∇
⇓

+=−×∇
⇓

+=×∇

−⇒

⇒

−⇒

⇒

 

3.3. Equivalence Principle  

The basic idea of the equivalence principle is that we can replace the actual 

sources in a region by equivalent sources at the boundary of a closed surface. 



The fictitious sources are said to be equivalent within a region because they 

produce the same fields within that region. 

outside an imaginary closed surface are obtained by placing over the closed 

surface suitable electric and magnetic current densities which 

boundary conditions. In Figure 3.11

the surface, and then put 

no source. The (Ea, Ha)

(a)                           
Figure 3.11 Actual source (a) and zero field inside surface (b)

Figure 3.12 
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The fictitious sources are said to be equivalent within a region because they 

produce the same fields within that region. By the equivalence principle, the fields 

outside an imaginary closed surface are obtained by placing over the closed 

electric and magnetic current densities which then satisfies

In Figure 3.11, we keep the original field E and 

the surface, and then put the zero field inside the surface concluding that there is

) and (Eb, Hb) both satisfy the Maxwell’s equation. 

   
                             (b) 
Actual source (a) and zero field inside surface (b)

 

 Equivalent source e
SJ  and e

SM  on the surface

The fictitious sources are said to be equivalent within a region because they 

By the equivalence principle, the fields 

outside an imaginary closed surface are obtained by placing over the closed 

then satisfies the 

and H outside of 

concluding that there is 

) both satisfy the Maxwell’s equation.  

 

Actual source (a) and zero field inside surface (b) 

on the surface 
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In the Figure 3.12, the imaginary surface S, the equivalent sources (89) and 

(90) radiate into an unbounded space (which is considered the same medium 

everywhere). The current density of equations (89) and (90) are said to be 

equivalent only within the outside surface S, because they produce the original 

fields (Ea, Ha) only outside S. Since the current of (89) and (90) radiate in an 

unbounded space, the fields can be determined using equations (28) – (33). 

)(n̂ ba HH −×=e
SJ ,       (89) 

)(n̂ ba EE −×−=e
SM .       (90) 

3.4. Aperture Antenna 

 In this section, we will discuss the cavity-backed slot antenna for both the field 

distribution equations and simulation model.  

3.4.1. Radiation 

 The field radiated by sources Js and Ms, which are equivalent sources on the 

imaginary surface S, in an unbounded medium can be computed by using (28) - 

(33) where the integration must be performed over the entire surface occupied by 

Js and Ms shown in Figure 3.12. These equations yield valid solutions for all 

observation points. For most problems, the main difficulty is the inability to 

0 

0 



perform the integrations in (2

complexity of the formula

 For the far-field observations 

≅  R

  R ≅

Figure 3.13 Coordinate

where ψ  is the angle between the vector 

primed coordinates (x

sources Js and Ms, over which integration must be performed. The unprimed 
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perform the integrations in (28) and (29). However for far-field observations, the 

complexity of the formulation can be reduced. 

field observations R can most commonly be approximated by 

variation phase for       ,cosψrr ′− ,   

variation amplitude for                       ,r ,  

Coordinate system for aperture antenna analysis [20]

is the angle between the vector r and r' , as show in Figure 3.1

)φθ ′′′′′′  , ,or  , , , rzyx  indicate the space occupied by the 

, over which integration must be performed. The unprimed 

ψ  

field observations, the 

can most commonly be approximated by  

   (91) 

   (92) 

 
system for aperture antenna analysis [20] 

, as show in Figure 3.13. The 

indicate the space occupied by the 

, over which integration must be performed. The unprimed 
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coordinates ( )φθ  , ,or  , , , rzyx  represent the observation point. Geometrically 

the approximation of (91) assumes that the vectors R and r are parallel, as shown 

in Figure 3.13.  

 Using (91) and (92), (28) and (29) cab be written as  

ΛJΠ se ∫∫
−−

≅=
S

j k rj k R

r π

u e
 ds' 

e

 4π4 R
µ

,     (93) 

∫∫=
S

ψj k r' dse 'cos
  sJΛ ,                         (94)

ΨMΠ s∫∫
−−

≅=
S

j k rj k R

h r π

u e
 ds' 

e

 4π4 R
ε

,     (95)

∫∫=
S

ψj k r' dse 'cos
  sMΨ ,                       (96) 

In the far field only the θ and ψ components of the E- and H-field are dominant, 

which are  









−≅
−≅

≅
⇒−≅

φφ

θθω

e

e

r

ee

Π

ΠΠE

 ω jE

 ω jE

0E

        j ,                       (97) 















+≅

−≅

≅

⇒×−≅

η

ηη
θ

φ

φ
θ

E
H

E
H

0H

        ˆ 
ω

j r

r

ee ΠaH ,                          (98) 
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due to an electric source J. Similarly, the far-zone field due to a magnetic source 

M can be written as  









−≅
−≅

≅
⇒−≅

φφ

θθω

h

h

r

hh

Π

ΠΠH

 ω jH

 ω jH

0H

        j ,                       (99) 









−≅

≅
≅

⇒×ω≅

θφ

φθ

H ηE

H ηE

E

         η j   r

0

ˆ
r

hh ΠaE .                        (100) 

Using (97) ~ (100), the Ee of (30) and Hh of the (32) can be rewritten as  

( ) θθ −≅ ee ΠE  ωj ,                         (101) 

( ) φφ −≅ ee ΠE  ωj ,                         (102) 

( ) θθ −≅ hh ΠH  ωj ,                        (103) 

( ) φφ −≅ hh ΠH  ωj ,                         (104) 

and Eh of (30) and He of (32), with aid of (101) ~ (104) can be rewritten as  

( ) ( ) φφθ −=+≅ hhh ΠHE  η ωj η ,                 (105) 

( ) ( ) θθφ +=−≅ hhh ΠHE  η ωj η ,                 (106) 

( ) ( )
η

 ωj 
η

φφ
θ +=−≅ ee

e

ΠE
H ,                  (107) 

( ) ( )
η

 ωj 
η

θθ
φ −=+≅ ee

e

ΠE
H .                   (108) 
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 Combining (101) ~ (104) with (105) ~ (108), the total E- and H-fields can be 

written as  

0E r ≅ ,                                    (109) 

)ΛΨ(
4

E θφ

−

θ +−≅ η
r π

e kj r kj 

,                  (110) 

)ΛΨ(
4

E θφ

−

φ −+≅ η
r π

e kj r kj 

,                  (111) 

0H r ≅ ,                                   (112) 

)
Ψ

Λ(
4

H
ηr π

e kj r kj 
φ

θ

−

θ −≅ ,                    (113) 

)
Ψ

Λ(
4

H
ηr π

e kj r kj 
φ

θ

−

φ +−≅ .                  (114) 

The θΛ , φΛ , θΨ , and φΨ  can be obtained from (94) and (96). That is,  

ds'eJJJds'e ψj k r'
zzyyx

S

x

S

ψj k r' coscos  )ˆˆˆ( +++== ∫∫∫∫ aaaJΛ  s ,     (115) 

ds'eMMMds'e  ψj k r'
zzyyx

S

x

S

ψj k r' coscos  )ˆˆˆ( +++== ∫∫∫∫ aaaMΨ  s .  (116) 

Using the rectangular to spherical component transformation, obtained by taking 

the inverse (in this case also the transposing) of (64), (115) and (116) which 

reduces  the θ and ψ components to  

'e sinJ- sincos Jcos cos J cosψ r' kj ds)(Λ zyx

S

+
θ θφθ+φθ= ∫∫ ,  (117) 
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'e)cos Jsin J( cosψ r'k  j dsΛ yx

S

++−= ∫∫ φφφ ,                      (118) 

'ds)MMM(Ψ zyx

S

ψ cos r' kj esin sincos cos cos +
θ θ+φθ+φθ= ∫∫ , (119) 

'e)cos sin ( ψ cos r'k  j dsMMΨ yx

S

++−= ∫∫ φφφ .                   (120) 

3.4.2. Rectangular Apertures 

 Figure 3.14 shows the rectangular aperture on an infinite electric ground 

plan with the coordinate geometry indicated. In practice, the rectangular aperture 

is probably the most common microwave antenna. Because of its configuration, 

the rectangular coordinate system is the most convenient system to express the 

fields at the aperture and to perform the integration. The components of the 

equivalent current densities are 

 Jx, Jy, Mx, My.        (121)  

The difference in paths from the source to the observation point (  ψr' cos ) which 

is  

( ) ( )
φθ y' φ θ x' 

θφ θ φθ yx ψr' 

sinsincossin              

cos ˆsinsin ˆ cossin ˆ  'ˆ'ˆˆ 'cos zyxyxr

+=

++⋅+=⋅= aaaaaar
.  (122) 

And the differential areas are represented by  

'dx' dyds' = .                           (123) 

 To reduce the mathematical complexities, the field over the opening is 

assumed to be constant and given by  
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0a ˆ EyaE = ,      -a/2 ≦ x’ ≦ a/2, -b/2 ≦ y’ ≦ b/2,      (124) 

η
0

xa ˆ
E

aH = ,      -a/2 ≦ x’ ≦ a/2, -b/2 ≦ y’ ≦ b/2,      (125) 

where E0 is a constant. In order to form the equivalent, according to the 

equivalence principle in section 3.3, a closed surface is chosen that extends 

from one end of the x-y plane to the other end. The equivalent source is  

2b/y'2b/- , 2a/x'2a/  
ˆ)ˆ(ˆˆ

ˆˆˆˆ

00

00

≤≤≤≤−








−=−×=×=

=×−=×−=

ηη
EE

EE

aS

aS

yxz

xyz

aaaHnJ

aaaEnM

, (126) 

elsewhere          0,SS ≅≅ JM .                               

 

Figure 3.14 Rectangular aperture on finite electric ground plan 

 The far zone fields radiated by the aperture of Figure 3.14 can be found by 

using (109) ~ (114), (117) ~ (120), (121) ~ (123), and (126) which are  
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( )

( )








−=

=

++

++

∫ ∫

∫∫

dx' dy'e 
η

E
θ 

dx' dy'eθ Λ

φθ y' φ θ x' j k b/

-b/

a/

-a/

φθ y' φ θ x' j k 
y

sinsincossin2

2

2

2

0

sinsincossin

S

 sincos     

 sincos 

φ

φθ J

. (127) 

In (127), the integral represented within the brackets represents the space factor 

for a two-dimensional distribution. For the θΛ component of the Hertz potential

, the element factor is equal to the factor outside the brackets in (127). The 

total field is equal to the product of the element and space factors. 

Using the integral  



























=∫−
c

2

c
2

sin
ce

2/

2/

z α j

α

α

dz
c

c
,                   (128) 

(127) reduces to  






 φθ−=θ Y

sinY
 

X

sinX
  sincos

η

ab 0E
Λ ,           (129) 

where 

φθ= cos  sin
ka

X
2

,                     (130) 

φθ=  sin sin
kb

Y
2

.                     (131) 

Similarly, it can be shown φΛ , θΨ , and φΨ  as  

hΠ



48 

 






 φ−=φ Y

sinY
 

X

sinX
 cos

η

ab 0E
Λ ,               (132) 






 φθ=θ Y

sinY
 

X

sinX
 cos cosab 0EΨ ,            (133) 






 φ−=φ Y

sinY
 

X

sinX
 sinab 0EΨ .                (134) 

 Substituting (129) and (132) ~ (134) into (109) ~ (115), the fields radiated by 

the aperture can be written as  

0=rE ,                                  (135) 

( ) 




+=
Y

sinY
 

X

sinX
 sin cos1

2

C φθθE ,           (136) 

( ) 




+=
Y

sinY
 

X

sinX
 cos cos1

2

C φθφE ,           (137) 

0=rH ,                                  (138) 

η
φ

θ

E
H −= ,                               (139) 

η
θ

φ
E

H += ,                               (140) 

where 

r  2

e k  b aj r kj  -
0

π
=

E
C .                         (141) 
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 Equations (135) ~ (140) represent the three-dimensional distributions of the 

far-zone fields radiated by the aperture. Experimentally, only two-dimensional 

plots can be measured. In many applications, only a pair of two-dimensional 

plots are usually sufficient, which are E- and H-plane patterns. For the problem in 

Figure 3.14, the E-plane pattern is on the y-z plane ( 2π=φ ) and the H-plane is 

on the x-z plane ( 0=φ ). Thus  

E-Plane  ( 2π=φ ) 

0== φEEr ,                                    (142) 

( )


























+≅  
sin

2

sin
2

sin
 cos1

2

C

θ
k b

θ
k b

E θθ .                  (143) 

H-Plane  ( 0=φ ) 

0== θEEr ,                                   (144) 

( )


























+≅  
sin

2

sin
2

sin
 cos cos1

2

C

θ
k a

θ
k a

E θθθ .             (145) 

3.4.3. HFSS model 

 The EPT tool consists of two transmitting (T) and two receiving (R) antennas 

arranged in a vertical symmetric configuration T1 - R1 - R2 - T2 on a brass pad, 

which is pressed against the borehole shown in Figure 3.15. The antennas used 



in EPT are cavity-backed slot antennas which are tuned to transmit and receive 

microwave radiation at a frequency of 1 GHz. The distance from each receiver to 

the nearest transmitter is 8 cm, and the receivers are 4 cm apart shown in Figure 

3.16. The slot of the antennas designs

which is the length of a resonant dipole antenna. Because its radiation resistance 

is 73 ohms, which is very 

of some transmission lines.

  

 

 

Figure 3.15 A schematic
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backed slot antennas which are tuned to transmit and receive 

microwave radiation at a frequency of 1 GHz. The distance from each receiver to 

the nearest transmitter is 8 cm, and the receivers are 4 cm apart shown in Figure 

antennas designs is estimated to be a half wavelength long, 

which is the length of a resonant dipole antenna. Because its radiation resistance 

is 73 ohms, which is very close to 50-ohm and 75-ohm characteristic impedances 

of some transmission lines. 

                  

A schematic diagram of the EPT tool in a borehole

Borehole 

Formation
R2 

R1 

T1 

T2 

Mudcake layer 

backed slot antennas which are tuned to transmit and receive 

microwave radiation at a frequency of 1 GHz. The distance from each receiver to 

the nearest transmitter is 8 cm, and the receivers are 4 cm apart shown in Figure 

to be a half wavelength long, 

which is the length of a resonant dipole antenna. Because its radiation resistance 

ohm characteristic impedances 

 

diagram of the EPT tool in a borehole side view 

Formation 
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Due to the short transmitter-to-receiver spacing and the attenuation of the 

signal, the depth of investigation of the EPT is limited to the invaded or flushed 

zone of the formation. Figure 3.15 shows that a hydraulically powered backup arm 

helps the antenna pad maintain contact with the borehole wall and also provides a 

caliper reading of the borehole. The transmitting antennas are placed above and 

below the receiver pair, and are pulsed alternately. Simple geometric 

considerations show that if these two transmission modes are averaged, the 

first-order effects of the pad tilt will be eliminated [21]. 

 

Figure 3.16 A schematic of antenna pad of EPT front view 

 

 

 

 

2
λλλλ

T 

R1 

R2 

8 cm 

4 cm 

 

8 cm 

T 
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 A geometric model that takes into account the slot nature of the EPT 

antennas is the aperture model shown in Figure 3.17. This model represents the 

EPT antenna as a rectangular waveguide and rigorously models the interactions 

between the receivers and the transmitters. This aperture model also ignores the 

curvature and the finite extent of the EPT pad, thus neglecting the reflection and 

depolarization of the wave at the pad edges. Moreover, the model takes into 

account the dominant geometric effects of the EPT structure, combined with the 

effects of multiple scattering between the transmitters and receivers.  

 This model divides the problem into three parts: the region inside the 

transmitting antenna, the regions inside the receiving antennas, and the medium 

outside the antennas. The electromagnetic fields inside the antennas are 

represented as sums of the waveguide modes. Similarly, the fields inside the 

receivers are expressed as sums of waveguide modes, accounting for coupling 

effects from the transmitter to the other antennas. The transmitter’s waveguide 

modes are coupled to the receivers’ waveguide modes through the external fields.  



Figure 3.17 A schematic of 

Figure 3.18 Electromagnetic field distribution of slot antenna

8 cm
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A schematic of slot antenna configurations of EPT

Electromagnetic field distribution of slot antenna

8 cm 4 cm 8 cm 

 

 

of EPT 

 

Electromagnetic field distribution of slot antenna 



Figure 3.

The HFSS cavity-backed slot antenna model has a resonance frequency at 1 

GHz, which is expected to design for this tool. S11 parameter bellows 

this frequency, indicating that m

slot shown in Figure 3.1

Figure 3.20.  
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Figure 3.19 S11 of the cavity-backed slot antenna.

backed slot antenna model has a resonance frequency at 1 

GHz, which is expected to design for this tool. S11 parameter bellows 

this frequency, indicating that most of the energy radiated away from the antenna 

shown in Figure 3.19. The electromagnetic field distribution is presented in 

 

backed slot antenna. 

backed slot antenna model has a resonance frequency at 1 

GHz, which is expected to design for this tool. S11 parameter bellows -40 dB at 

from the antenna 

ution is presented in 



(a)                                  (b)

Figure 3.20 HFSS model

3.4.4. Mathematical Model

 Long has developed a mathematical model [16

impedance of the cavity

frequencies. Certain constants were derived empirically from the experimental 

data so that the model is not a theory in itself. A mathematical model 

cavity by a short-circuited transmission line of electrical length 

with the open slot. This will be a purely susceptive addition in admittance and will

also undoubtedly not remain as the only

this cavity. It should be noted that all impedances and admittances are

imaged slot antenna and 

factor of two, which 

,1 22 ZY =  let  
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(a)                                  (b) 

HFSS model results for field distribution (a) and 3D view (b)

Mathematical Model  

eveloped a mathematical model [16] that is used to predict the 

impedance of the cavity-backed slot antenna as well as its

frequencies. Certain constants were derived empirically from the experimental 

data so that the model is not a theory in itself. A mathematical model 

circuited transmission line of electrical length β

with the open slot. This will be a purely susceptive addition in admittance and will

remain as the only modification caused by the addition of 

cavity. It should be noted that all impedances and admittances are

imaged slot antenna and that the actual values for the complete slot 

factor of two, which 2/S2/S ZZ =  and SS/  YY 22 = . For Y

 

eld distribution (a) and 3D view (b) 

used to predict the 

as well as its function of 

frequencies. Certain constants were derived empirically from the experimental 

data so that the model is not a theory in itself. A mathematical model displays the 

0gZβ  in parallel 

with the open slot. This will be a purely susceptive addition in admittance and will 

modification caused by the addition of 

cavity. It should be noted that all impedances and admittances are those of an 

the actual values for the complete slot will differ by a 

22 1 S/S/ ZY = and 



56 

 

DIDRD22/S 2/ jYYYYY +==− ,                     (146) 

where DY  is the difference between the two admittances and is a function of the 

cavity depth 0Z , the width a and height b of the cavity, and the frequency in 

MHz, MHzf . Let  

IF0IODI YZβ cot YY g +−= ,                       (147) 

( )0IOIFDRD Zβ cot YYjYY g−+= ,                   (148) 

and  

84.000133.0 MHz −= fYIF ,                      (149) 

205.0007.0 MHz −= fYIO ,                       (150) 

where MHzf  is the frequency in MHz and the normalized admittances are 

unitless.  

 The experimental admittance of slot antenna 2Y  is a function of frequency, 

which is of great use in that a computer, could then plot continuous curves for the 

impedances as a function of cavity depth or frequency. The HFSS model then 

again is used to compare the impedance predicted by the mathematical model. 

The imaginary part of impedance is relatively linear, as the real part seems to be 

an exponential function of frequency, which  

273.200401.0 MHz −= fY2I ,                    (151) 

)00554.0(exp00913.0 MHzf Y2R = .                (152) 



 These approximate functions for 

range of interest. These continuous functions

curves for the real and imaginary parts of the impedances 

agreement is quite good.

3.4.5. Babinet's Principle

 To gain an intuition about slot antennas, we first have to know Babinet's 

principle, which states that when the field behind a screen with an opening is 

added to the field of a complementary structure, the sum is equal to the field when 

there is no screen.  

 Figure 3.21 Opening on a screen and its complementary dipole

 The electric screen with the opening in Figure 3.21 (left) and the electric 

conductor (right) are dual

structures, because when combined they form a single solid screen with no 

overlaps. Note that a voltage source is applied across the short end of the slot 

antenna. This induces an E
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These approximate functions for 2IY  and 2RY  fit well over the frequency 

range of interest. These continuous functions are then inverted to give smooth 

curves for the real and imaginary parts of the impedances Z2R

agreement is quite good. 

Babinet's Principle  

To gain an intuition about slot antennas, we first have to know Babinet's 

principle, which states that when the field behind a screen with an opening is 

added to the field of a complementary structure, the sum is equal to the field when 

Opening on a screen and its complementary dipole

The electric screen with the opening in Figure 3.21 (left) and the electric 

conductor (right) are dual. They are usually referred to as complementary 

structures, because when combined they form a single solid screen with no 

overlaps. Note that a voltage source is applied across the short end of the slot 

antenna. This induces an E-field distribution within the slot, and currents that 

Zs 

fit well over the frequency 

then inverted to give smooth 

2R and Z2I. The 

To gain an intuition about slot antennas, we first have to know Babinet's 

principle, which states that when the field behind a screen with an opening is 

added to the field of a complementary structure, the sum is equal to the field when 

 
Opening on a screen and its complementary dipole 

The electric screen with the opening in Figure 3.21 (left) and the electric 

They are usually referred to as complementary 

structures, because when combined they form a single solid screen with no 

overlaps. Note that a voltage source is applied across the short end of the slot 

e slot, and currents that 

Zc 
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travel around the slot perimeter, both contributed to radiation. The dual antenna 

is similar to a dipole antenna. The impedance of the slot antenna (Zs) is related 

to the impedance of its dual antenna (Zc) by the relation,  

4
 

2η=CS ZZ ,        (153) 

where η is the intrinsic impedance of free space.  

 In addition, the far-zone fields radiated by the opening on the screen 

( )SSSS HHEE     ,,, φθφθ  are related to the far-zone fields of the complement 

( )C  C  ,,, φθφθ HHEE CC  by 

2
0

 
 2

0

C 
 C             ,       ,        ,

ηη
θ

φ
φ

θφφθθ
C

SSSCS

E
H

E
HHEHE −=−=== .  (154) 

 The impedance properties of the slot may not be affected as much by the 

finite dimensions of the plane as would be its pattern. Unidirectional radiation 

can be obtained by placing a backing (box or cavity) behind the slot, forming a 

so-called cavity-backed slot whose radiation properties (impedance and pattern) 

are determined by the dimensions of the cavity. 
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Chapter 4 Results and Data Interpretation 

 In this chapter, the simulation results of dielectric constant tool responses in 

the infinitesimal dipole model and HFSS model are presented. First, the 

impedances of cavity-backed slot antenna are measured and compared with 

Long's experimental data. The amplitude ratios and phase shifts of EPT in 

homogeneous formation are measured by using our dipole model and are then 

verified by the HFSS model and Wellog LWD code, which has been rigorously 

tested for measuring logging tools responses. Then, the numerical results of EPT 

in inhomogeneous isotropic layered formation are shown and studied in 28 

different cases with a combination of formation and mud cake parameters. Finally, 

the preliminary study of the dielectric scanner in four different polarizations LT - 

LR, LT - TR, TT - LR, and TT - TR are presented as follows.  

4.1. Impedance of Cavity-Backed Slot Antenna 

 In the experimental study of the impedance of the cavity-backed slot antenna 

[15], an investigation was made of the impedance of the cavity-backed slot 

antenna. The data was taken as a function of cavity depth and frequency for 

several different cavity backings of the same slot antenna. The principal area of 

interest was near the depth corresponding to resonance in the cavity; this should 

be in the vicinity of a quarter guide wavelength ( 4/z g0 λ= ). The cutoff and guide 
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wavelengths of the nmTE  and nmTM  modes for rectangular waveguide of width a 

and height b are [22] 

)mn(

  2
2222cnm

ab

ba

+
=λ ,                       (155) 

]))2/mλ()2/nλ[(1( 22gnm
ba +−

= λλ ,                (156) 

where λ  is the free space wavelength, a is the cavity length, and b is the cavity 

width shown in Figure 4.1. For the dominant 10TE  mode, the cutoff wavelength 

is ac  210 =λ . In the particular case of this cavity, a = 15 cm and b = 6 cm. For the 

desired center frequency of 1 GHz, the free space wavelength cm300 =λ  and 

the waveguide is exactly at the point of cutoff, cmc 30100 == λλ . It is desirable to 

have the dominant mode and no other capabilities of propagation. Since the 

length of the slot is to remain at 15 cm ( 2/λ  in free space), and the cavity is to 

have the same physical cross section, it is necessary to change the electrical 

wavelength inside the cavity by introducing a suitable dielectric material. For the 

introduction of a dielectric with a relative dielectric constant rε , this results in a 

new guide wavelength for the dominant TE10 mode,  

) 4(

  2
2

0
2

0
10g

λε

λλ
−

=
ra

a
.                       (157) 

In order to increase dimension a, both a cutoff frequency and guide wavelength 

should be decreased, yet must still remain small enough to cover the range of 

frequencies allowing the cavity depth to vary over nearly a half guide 
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wavelength. In order to compare the impedance of the slot antenna of the HFSS 

model with experimental results [15], the size of HFSS model was adjusted to a = 

35 cm with a guide wavelength at 600 MHz of cm44.71g  =λ  and the height of b 

= 10 cm. This makes the height of the cavity 10 times the width of the slot that 

corresponds to the range of ratios of many practical cavity-backed slots.  

 The impedance of slot antenna was plotted with 16/gλ  increments ( gλ  

calculated at 600 MHz, which is used in Long’s experimental study). The 

impedance as a function of frequency was then measured for each cavity depth 

and is shown in Figure 4.2 and 4.3. The position of the resonance and the peak 

resistance vary quite smoothly as a function of the parameter 0Z , the cavity 

depth.  

 
Figure 4.1 HFSS model of cavity-backed slot antenna 
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 Figure 4.2 and 4.3 

cavity-backed slot antenna 

respectively. The peak values of experimental results are half of 

model results; this is because the experimental cavity was designed using 

imaging techniques where

of a ground plane where

imaging plane. The image plane thus bisects the slot lengthwise and is 

perpendicular to the plane of the slot. 

agreement compared to 

model have, then, been 

results.  
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Figure 4.2 and 4.3 illustrate resistance and reactance measured 

backed slot antenna where each curve has 16/gλ

respectively. The peak values of experimental results are half of 

this is because the experimental cavity was designed using 

where a slot of one-half the desired width is cut in the edge 

where this edge is then butted up against a highly conducting 

imaging plane. The image plane thus bisects the slot lengthwise and is 

ular to the plane of the slot. The HFSS model results have a good 

compared to the experimental results. The peak values of 

been divided by two in comparison with the

(a) HFSS Model Results 

resistance and reactance measured in a 

16  increments 

respectively. The peak values of experimental results are half of the HFSS 

this is because the experimental cavity was designed using 

half the desired width is cut in the edge 

then butted up against a highly conducting 

imaging plane. The image plane thus bisects the slot lengthwise and is 

model results have a good 

The peak values of the HFSS 

the experimental 
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(b) Experimental Results 
Figure 4.2 Resistance of cavity-backed slot antenna

(a) HFSS Model Results 

 

backed slot antenna 
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(b) Experimental Results 

Figure 4.3 Reactance of cavity-backed slot antenna 

 The impedances shown in Figure 4.2 and 4.3 have very good agreement to 

Long's experimental results. With 4/z g0 λ=  in cavity depth, the reactance has 

its interception at 0 and the resistance at the peak value. This means that we can 

use the HFSS aperture model to produce the correct measurements for the EPT 

tool.  

 Figure 4.4 is the HFSS model simulation result of the impedance of the slot 

antenna in 4/z g0 λ=  with a resonance frequency of 1 GHz, which has shown 

the S11 parameter at Figure 3.19.  



65 

 

 
Figure 4.4 The impedance of HFSS model at 1 GHz 

Figure 4.5 and 4.6 show the resistance and reactance of the slot antenna at 

a frequency of 1 GHz. We may also plot the impedance with 16/gλ  increments 

for each curve, 8/Zo gλ= , 16/3*gλ , 4/gλ , 16/5*gλ , and 16/6*gλ . The 

peak value at 4/gλ=Zo  of resistance in Figure 4.6 has only about Rs = 138 

ohms, which is significantly smaller with Figure 4.2 which has a peak value at 

about Rs = 900 ohms. This is due to the size of the slot of the antenna which is 

considerably smaller at a high frequency operation with the dielectric constant 

material added into the cavity. The cavity depth Z0 at a frequency of 1 GHz is 

only 1.02 cm and the Z0 at frequency of 600 MHz is about 17. 86 cm.  
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Figure 4.5 The resistance of cavity

Figure 4.6 The reactance of cavity
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The resistance of cavity-backed slot antenna at 1 GHz

The reactance of cavity-backed slot antenna at 1 GHz

 
at 1 GHz 

 
at 1 GHz 
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4.2. EPT Tool Response 

 As we know, the electromagnetic wave propagation method of dielectric 

constant logging attempts to deduce the dielectric properties of earth formation 

from the phase shift and attenuation measurement of the electromagnetic fields, 

which have been propagated in the formation. This section will present the 

amplitude ratio and phase shift measurements of the Electromagnetic 

Propagation Tool (EPT) in homogeneous and layered formation. The comparison 

of experimental and theoretical study of the EPT in layered and homogeneous 

media [23] is also present in this section.  

4.2.1. AR and PS in Homogeneous Formation 

 This section will present the amplitude ratio and phase difference of the 

Electromagnetic Propagation Tool (EPT) measured in homogeneous formation 

without mud cake presented using three different methods: the LWD code, the 

infinitesimal dipole model, and the HFSS simulation model. In this case, we have 

measured the tool responses with different dielectric permittivity and conductivity 

in frequency of 1 GHz, 500 MHz, and 100 MHz. In Figure 4.7 and 4.8 are the 

amplitude ratio and the phase shift at a frequency of 1 GHz where each curve of 

sigma = 0, 0.01 and 0.1. At the microwave frequency, the measurement was 

dominated by the dielectric constant of the earth formation. With a small value of 



the dielectric constant, we can 

affected the measurement. 

the conductivity can be negligence. 

Figure 4
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dielectric constant, we can assume that the conductivity of the 

the measurement. As the dielectric constant increases, the 

the conductivity can be negligence.  

Figure 4.7 Amplitude Ratio at 1 GHz 

the earth formation 

tant increases, the outcome of 

 



 As we have mentioned 

frequency is relatively indep

in Figure 4.8 that the phase shift for 

same measurement results. This is true as long as the 

within the microwave range. 

 The measurements of

MHz are shown in Figure 4.9 to 4.12. The amplitude ratio

at 500 MHz have almost 

the microwave frequency range. However, when 

below the microwave frequency such as 100 MHz, the effects of conductivity 

appeared soon after. 
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Figure 4.8 Phase Shift at 1 GHz  

As we have mentioned that the dielectric constant logging tool at microwave 

frequency is relatively independnent of water salinity; this can be clearly shown 

that the phase shift for the difference value of sigma provides 

same measurement results. This is true as long as the operation

within the microwave range.  

The measurements of the tool responses at a frequency of 500 MHz and 100 

in Figure 4.9 to 4.12. The amplitude ratios and phase difference

500 MHz have almost the same behaviors as the1 GHz because it 

microwave frequency range. However, when the operation frequency

microwave frequency such as 100 MHz, the effects of conductivity 

. The results also confirm that the amplitude ratio

 

tool at microwave 

his can be clearly shown 

value of sigma provides the 

operation frequency is 

500 MHz and 100 

and phase differences 

1 GHz because it is within 

operation frequency is 

microwave frequency such as 100 MHz, the effects of conductivity 

that the amplitude ratios and 



phase shifts increased as 

These three methods have 

Figure 4
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increased as the conductivity of the earth formation increased. 

These three methods have made a successful agreement.  

Figure 4.9 Amplitude Ratios at 500 MHz 

earth formation increased. 
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Figure 4.10 Phase Shifts at 500 MHz 

Figure 4.11 Amplitude Ratios at 500 MHz 
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Figure 4

4.2.2. Wave Propagation

 Table 4.1 shows the experimental and theoretical results 

various liquids that were used as 

dielectric properties of each medium, the attenuation (

measured with the EPT

The model with the red line circle is our infinitesimal dipole model

compared with the other two magnetic

presented in [23] indicates

of the various media ar

in the dielectric constants and conductivities 
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Figure 4.12 Phase Shifts at 500 MHz 

Wave Propagation  in Homogeneous Media 

Table 4.1 shows the experimental and theoretical results pertaining to

various liquids that were used as a homogeneous media. The table lists the true 

dielectric properties of each medium, the attenuation (α), and the phase shift (

measured with the EPT as well as the values calculated with the different models. 

red line circle is our infinitesimal dipole model

compared with the other two magnetic-line currents and plane

indicates that the true dielectric constants and the conductivities 

of the various media are known with an accuracy of around 1%. The uncertainties 

in the dielectric constants and conductivities bring about errors into the calculated 

 

pertaining to the 

The table lists the true 

), and the phase shift (S), 

the values calculated with the different models. 

red line circle is our infinitesimal dipole model that when 

and plane-wave models 

that the true dielectric constants and the conductivities 

1%. The uncertainties 

errors into the calculated 



attenuation of about 1.5% and into 

experimental uncertainty in the 

experimental uncertainty in the measured phase shift is about 1

Table 4.1 Results of Wave Propagation in Homogeneous Media

 Results show that our infinitesimal dipole model 

results for the attenuation, with the discrepancies

water cases and about 0.9 dB for 

model has discrepancies

ethylene glycol. The plane

discrepancies at about 10.2 dB 
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attenuation of about 1.5% and into the calculated phase shift of about 0.5%. The 

experimental uncertainty in the measured attenuation is about 0.1 dB, and the 

experimental uncertainty in the measured phase shift is about 1°.  

Results of Wave Propagation in Homogeneous Media 

esults show that our infinitesimal dipole model gives exceptionally good 

results for the attenuation, with the discrepancies at about 3 dB or less for the 

water cases and about 0.9 dB for the ethylene glycol. The magnetic

model has discrepancies of about 8.5 dB or less for water cases and 7

The plane-wave model, which gives the worst prediction, has 

about 10.2 dB or less for water cases and around 

calculated phase shift of about 0.5%. The 

measured attenuation is about 0.1 dB, and the 

 

 

gives exceptionally good 

about 3 dB or less for the 

The magnetic-line current 

for water cases and 7 dB for 

wave model, which gives the worst prediction, has 

around 8.6 dB for 
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ethylene glycol. The plane-wave model has no geometric spreading, so the 

predicted attenuation depends only on the medium's properties. Thus, it predicts 

the least amount of attenuation. The magnetic-wave model allows the wave to 

spread in two dimensions, therefore, it predicts more attenuation than the 

plane-wave model. Moreover, our dipole model allows the wave to spread into 

three dimensions, hence increasing the spreading loss as well as providing a 

good expectation.  

 All three models distribute accurate phase shift measurements. Our dipole 

model has an average difference of about 3.02% or less for water cases and 

1.43% for ethylene glycol. The magnetic-line current model has about 2% or less 

for water cases and 2.51% for ethylene glycol. The plane-wave model gives 

about 2.4% or less for water cases and 2.87% for ethylene glycol. The overall 

phase shift predictions were all within expectation.  

4.2.3.  Numerical results in layered Media 

In this section the numerical results in inhomogeneous isotropic layered 

formation both with and without mud cake presented the use of the infinitesimal 

dipole model, which has been introduced in section 3.1.7. The calculation results 

in comparison to the data in [24].  

Freedman [24] introduced two travel times tpl and tpo, which are defined in 

terms of α and β from the complex propagation constant k given as  
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( )2,12,1 1
0

δ tan iK
2

ik +
λ
π=β+α= ,      (158) 

where K1,2 is the relative permittivity of the mud cake and the formation 

respectively. The tpl and tpo are defined by the equation  

/ωt pl α= ,         (159) 

and 

ω
εut 0po

22 β−α
=′= .      (160) 

The tpl and tpo are considered to be true values of the EM properties of a medium. 

The results that are calculated based on our dipole model are considered to be 

the observed values of tplc and tpoc, which are defined as  

 
ω
φ≡α=

 L

 
/ωt plc

∆
c ,        (161) 

and  

ω
β−α

≡ε′µ=
2
c

2
c

c0poct ,      (162) 

where the Δψ is the phase shift in degrees and L is the distance between the 

receivers. We will compare the observed values from our dipole model to the true 

values that were calculated from (159) and (160). 
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From the boundary condition, the only nonvanishing component of the electric 

field at the receivers is the z-component, which is given by equation [24] 
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 The electric fields at the receivers located at R1,2 are given at r = x1,2 for l = 1, 

2. The numerical calculations were performed as values of the formation 

parameters K2 = 5.0, 10.0, 15.0, 20.0, and 25.0; and tanδ2 = 0.10, 0.30, 0.40, and 

0.60. The parameters of mud cake are K1= 25, 35, 40; tanδ1 = 1.0, 3.0, 5.0; and d 

= 1.0, 0.5, 0.3, and 0 cm. The Table 4.2 lists the formation parameters and 28 

cases of the combination parameters for calculations.  

 

 

 

 

 

 

 



Table 4.2 Formation parameters

The Table 4.3 shows the numerical results of homogeneous formation and 

the layered formation without mud cake present. The results

another meaning the measurements were truly represented

properties other than in the

will then compare to the true value 
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Formation parameters and 28 cases of mud cake parameters

The Table 4.3 shows the numerical results of homogeneous formation and 

layered formation without mud cake present. The results were similar

the measurements were truly represented in

in the borehole drilling mud. The observed values 

will then compare to the true value tpl and tpo.  

and 28 cases of mud cake parameters 

 

The Table 4.3 shows the numerical results of homogeneous formation and 

were similar to one 

in the formation 

borehole drilling mud. The observed values tplc and tpoc 



Table 4.3 The numerical results without mud cake presented

Table 4.4 The numerical results of 
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The numerical results without mud cake presented 

The numerical results of tplc and tpoc compare to tpl and tpo

 

po 
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The Table 4.4 shows the numerical results of the infinitesimal dipole model 

and the comparison to the results in [24]. In this typical case, the mud cake 

parameter K1 is 25, tanδ1 is 1.0, and thickness d is 1.0 cm. The phase shift, for the 

range of parameters considered in this case, varied from 100 – 300 degrees. For 

fixed values of the mud cake parameters, the phase shift increased rather rapidly 

with increasing values of K2 and increased slowly with increasing values of tanδ2. 

Also the results show that the calculated observed values tplc from our 

infinitesimal dipole model confirm the true values tpl portrays in the table.  

Table 4.5 displays the numerical results of cases 2 to 3, where case 1 is 

shown in Figure 4.3 and case 4 is shown in Figure 4.4. For this set of mud cake 

parameters d = 0, 0.3, 0.5, and 1 cm, the phase shift also increased rapidly with 

increasing values of K2 and increased slowly with increasing mud cake thickness 

d. The rest of cases, case 5 - 28, are indicated in Appendix A. 

From these calculation results of all 28 cases, we have noted that, firstly, 

without mud cake presented and for the range of formation parameters 

considered, the relative errors in tplc varied from 0.2 to 3.7 percent shown in the 

red mark in Figure 4.13. For the case d = 0 cm, the calculated values tplc are 

always less than the true values tpl, Figure 4.13 shows the error in the observed 



values tplc for K1 = 25 and tan

formation parameter K2

Table 4.5 The numerical results for case 2 and 3

Figure 4
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= 25 and tanδ1= 1.00. The error decreased quickly as increasing 

2 and slowly as increasing tanδ2. 

The numerical results for case 2 and 3 

Figure 4.13 Error in tplc for K1 = 25 and tanδ1= 1.00
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Moreover, for any fixed set of formation and mud cake EM properties, the 

attenuation A is a monotonically increasing function of the mud cake thickness. 

Values of attenuation in excess of 450 dB/m exist for several cases with tanδ2 = 

0.6. This result is consistent with Schlumberger’s field tests of the EPT, which 

revealed that the measurement of attenuations could approach 500 dB/m for a 

mud cake thickness of 3/8 inch (1 cm). 

4.3. Dielectric Scanner 

In this section, the amplitude ratio and phase shift of the dielectric constant 

both in longitudinal and transverse polarization will be presented. As mentioned 

previously in the section, the dielectric scanner consists of two transmitting and 

eight receiving antennas. Each antenna is a cross-dipole offering collocated 

normal magnetic dipoles shown in Figure 4.14. The blue dipoles define the 

longitudinal polarization and the red ones, the transverse polarization. The 

measured results were obtained using our dipole model by rotating the 

polarization of transmitting and receiving antennas in either longitudinal or 

transverse direction. In order to study the behaviors of the dielectric scanner, we 

will analyze the amplitude ratio and the phase shift in a couple of cases: 

longitudinal transmitter – longitudinal receivers (Hzz), longitudinal transmitter – 

transverse receivers (Hzx), transverse transmitter – longitudinal receivers (Hxz), 



and transverse transmitter 

homogeneous formation. Also the four 

MHz, and 20 MHz will be measured in each case.

Figure 4.14

4.3.1. LT – LR (Hzz) 

In our infinitesimal dipole model, the longitudinal transmitter 

receivers will be presented as Hzz, 

longitudinal transmitter and 

receiver in that direction. First, Figure 4.15 and 4.16 show the amplitude ratio of 

RA1 at a frequency of 20 MHz and 1 GHz. In both Figures, for fixed frequency, the 

amplitude ratios increase as

frequency increased, the amplitu

of the dielectric constant. 

The phase shift of RA1 at frequency 20 MHz and 1 GHz shown in

and 4.18. The reason of the phase shift 
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and transverse transmitter – transverse receivers (Hxx), all are measured in 

homogeneous formation. Also the four different frequencies 1 GHz, 500 MHz, 100 

MHz, and 20 MHz will be measured in each case. 

14 Dielectric scanner pad antennas configuration.

(Hzz) Polarization 

In our infinitesimal dipole model, the longitudinal transmitter 

receivers will be presented as Hzz, where the first subscript z represents the 

longitudinal transmitter and the second subscript z represents the longitudinal 

irection. First, Figure 4.15 and 4.16 show the amplitude ratio of 

20 MHz and 1 GHz. In both Figures, for fixed frequency, the 

amplitude ratios increase as with increasing values of conductivity. As 

, the amplitude ratio decreased rapidly as increasing values 

dielectric constant.  

The phase shift of RA1 at frequency 20 MHz and 1 GHz shown in

on of the phase shift is nearly constant at frequency 20 MHz is 

transverse receivers (Hxx), all are measured in 

GHz, 500 MHz, 100 

 

Dielectric scanner pad antennas configuration. 

In our infinitesimal dipole model, the longitudinal transmitter – longitudinal 

the first subscript z represents the 

second subscript z represents the longitudinal 

irection. First, Figure 4.15 and 4.16 show the amplitude ratio of 

20 MHz and 1 GHz. In both Figures, for fixed frequency, the 

increasing values of conductivity. As the 

de ratio decreased rapidly as increasing values 

The phase shift of RA1 at frequency 20 MHz and 1 GHz shown in Figure 4.17 

nearly constant at frequency 20 MHz is 



that the wavelength at 

infinitely long in comparison

Figure 4

Figure 4
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that the wavelength at this frequency is nearly about 15 meters, which seems 

ly long in comparison to the distance between transmitters and receivers.

Figure 4.15 The AR of RA1 at f = 20 MHz 

Figure 4.16 The AR of RA1 at f = 1 GHz 

this frequency is nearly about 15 meters, which seems 

the distance between transmitters and receivers. 
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Figure 4.17 The PS of RA1 at f = 20 MHz 

 

Figure 4.18 The PS of RA1 at f = 1 GHz 
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As frequency increased, the phase shift increased as well regardless of the 

change in conductivity. This has been mentioned before as a dielectric constant 

logging tool that is less dependent on the water salinity.  

4.3.2. LT – TR (TT – LR) (Hzx,xz) Polarization 

The measurements of the tool responses for the longitudinal transmitter – 

transverse receivers (Hzx) and transverse transmitter – Longitudinal receivers 

(Hxz) give the same results. Therefore, we will present the results for both Hzx 

and Hxz together.  

 

Figure 4.19 The AR of Hxz,zx of RA1 at f = 20 MHz 

6.7

6.72

6.74

6.76

6.78

6.8

6.82

1 11 21 31 41 51 61 71 81

A
m

pl
itu

de
 ra

tio
 (

dB
)

Dielectric constant

Hxz,zx Amplitude ratio Frequency = 20 MHz

Sigma=0.001

Sigma=0.05

Sigma=0.1

Sigma=0.2

Sigma=0.3



86 

 

 

 

Figure 4.20 The AR of Hxz,zx of RA1 at f = 1 GHz 

 

Figure 4.21 The PS of Hxz,zx of RA1 at f = 20 MHz 
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Figure 4.22 The PS of Hxz,zx of RA1 at f = 1 GHz 

From Figure 4.19 to 4.22, the amplitude ratios and phase shifts of Hzx,xz 

reveal the same behaviors as does those represented as Hzz shown in the 

previous sections. The difference of amplitude ratios between Hzz and Hzx,xz is 

that the Hzx,xz has lower values of the amplitude ratios than does Hzz. For the 

phase shift, the Hzx,xz is 180 degrees higher than the Hzz at a given frequency.  

4.3.3. TT – TR (Hxx) Polarization  

Figures 4.23 to 4.26 represent the amplitude ratios and phase shifts of Hxx of 

RA1 at a frequency of 20 MHz and 1 GHz. As we can expect, Hxx has the same 

behaviors as does the other two polarizations in the homogeneous medium.  
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Figure 4.23 The AR of Hxx of RA1 at f = 20 MHz 

 

Figure 4.24 The AR of Hxx of RA1 at f = 1 GHz 
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Figure 4.25 The PS of Hxx of RA1 at f = 20 MHz 

 

Figure 4.26 The PS of Hxx of RA1 at f = 1 GHz 
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As shown in Figure 4.25 and 4.26, the phase shifts of Hxx are 180 degrees 

higher than Hzx,xz shown in Figure 4.23 and 4.24. This concluded that the phase 

shift of Hxx is 360 degrees above the phase shift in Hzz.  

4.3.4. Summary 

In the case of the dielectric scanner tool responding in the homogeneous 

formation that the amplitude ratio increases with increasing values of conductivity, 

the phase shifts remain the same regardless of the changing of sigma. Due to the 

symmetrical configuration of antennas, RA1-4 and RB1-4 shown in Figure 4.14, 

the receiving signals in RA1-4 are the same in RB1-4 in a homogeneous media. 

Section 4.3.1 to 4.3.3 describes the amplitude ratios and the phase shifts in four 

different polarizations LT-LR, LT-TR, TT-LR, and TT-TR for RA1. Now we will 

summarize the behaviors of all four receivers RA1-4.  

First, Figure 4.27 and 4.28 show the amplitude ratio of RA1 in all four different 

polarizations. The Hxz,xz has less values of amplitude ratio among the four 

directions. This is due to collocated normal receiving dipoles receiving fewer 

signals from the transmitting dipoles. The amplitude ratios increase with 

increasing values of sigma. As mentioned, amplitude ratios increase with 

increasing values of conductivity. 
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Figure 4.27 The AR of RA1 in sigma = 0.05 and f = 1 GHz 

 
Figure 4.28 The AR of RA1 in sigma = 0.2 and f = 1 GHz 
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From the previous section, we noted that the phase shifts are 180 degrees 

higher in Hzx,xz than in Hzz and 180 degrees higher in Hzx,xz than in Hxx. These 

particular behaviors will be illustrated in the plots listed below. Figure 4.29 and 

4.30 show the phase shifts of RA1 in four different polarizations Hxx, Hxz,zx, and 

Hzz for dielectric constant of 5 and 30 and at frequency of 1 GHz. It is easy to 

infer that the amplitude ratio in the Hxx polarization is 180 degrees higher than the 

Hxz,zx polarization, which is180 degrees higher than Hzz. As dielectric constants 

of media increase, the values of the phase shift increase.  

 

Figure 4.29 The PS of RA1 in epsilon = 5 and f = 1 GHz 
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Figure 4.30 The PS of RA1 in epsilon = 30 and f = 1 GHz 
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Table 4.6 The PS between Hxx, Hxz,zx, and Hzz at f = 1 GHz
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The PS between Hxx, Hxz,zx, and Hzz at f = 1 GHz 
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Chapter 5 Summary and Conclusion 

In this thesis, the amplitude ratios and phase shifts of dielectric constant 

logging tools both in homogeneous and inhomogeneous isotropic formation with 

different frequencies are presented using the infinitesimal dipole model. Two 

kinds of high frequency dielectric constant logging tools include the 

Electromagnetic Propagation Tool (EPT) and the Dielectric Scanner, which have 

both been studied in this thesis. The purpose of this study is to demonstrate 

theoretically the feasibility of determining accurate values of the microwave 

dielectric properties of the earth formation from phase shift and attenuation 

measurement made in the borehole using the EM wave propagation logging 

method. The main task of dielectric constant logging tools is to distinguish fresh 

water from hydrocarbon bearing formation by determining the relative permittivity 

of the earth formation. This is due to the fact that the dielectric constant of fresh 

water is relatively high compared with that of hydrocarbons and most minerals. 

Therefore, the propagation measurement can be used to determine the 

water-filled porosity independent of water salinity. We find that the infinitesimal 

dipole model is successful and gives accurate results both in homogeneous and 

inhomogeneous isotropic formation compared with other models that have been 

developed in previous studies.  
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The impedance of an open slot antenna was measured and shown to agree 

relatively well with that of the experimental study by Long [15] through 

understanding the admittance of a complementary dipole. The principal area of 

interest was near the depth correspondent to resonance in the cavity; this was 

obtained by modeling the cavity size in depth of the quarter guide wavelength 

( )4/z0 gλ= . From the resulting data, we found that the impedance was both a 

function of the operating frequency as well as the physical parameters of the 

cavity. 

 The numerical results suggest that the relative attenuation A is proportional to 

the logarithm of the ratio of the electric field amplitudes at two receivers, 

decreasing with increasing tanδ1 when all other model parameters are held 

constant. The phase shift, for the range of parameters considered in this study, 

varied from 100 – 300 degrees. For any fixed values of the mud cake parameters, 

the phase shifts increased rather rapidly with increasing values of K2 and 

increased slowly with the increasing value of tanδ2. Moreover, without mud cake 

present, the relative error in tplc varied from 0.2 to 3.7 percent, and the calculation 

values of tplc are always less than the true values of tpl. 

 The dielectric-dispersion measurement of the dielectric scanner provides 

unique information on rock properties and fluid distribution for advanced 

petrophysical interpretation through matrix textural determination as well as for 
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reservoir evaluation and management. Four different polarization cross-dipole 

measurements introduce better accurate estimations of the formation properties 

from phase shifts and amplitude ratios.  

 The dielectric scanner only has a preliminary evaluation in this thesis. In order 

to continue further improvement of investigation, we will consider how Archie’s 

cementation exponent “m," a critical parameter for accurate saturation 

determination, may possibly be estimated by measuring the dielectric dispersion.  
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Appendix A  

 In this appendix we present numerical results 

inhomogeneous isotropic formation with mud cake presented. 
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In this appendix we present numerical results of case 5 

inhomogeneous isotropic formation with mud cake presented.  

case 5 - 28 for 
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