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Abstract

The goal of high performance computing is executing very large problems in the

least amount of time, typically by deploying parallelization techniques. However, in-

troducing parallelization to an application also introduces synchronization and com-

munication overhead, which in turn creates a performance bottleneck. Performance

modeling and tuning can be used to predict and ease this bottleneck to improve the

overall performance of the application.

There are two aspects of an application which can be improved from performance

point of view, namely, the computational section and the communication section.

The time spent in communication operations is a major factor in determining the

scalability of parallel applications. Tuning the parameters of a communication library

can be used to adapt its characteristics to a particular platform, minimizing the

communication time of an application. On the other hand performance modeling

can be used to predict the performance using the network and application attributes.

The goal of this dissertation is to improve the performance of a parallel applica-

tion by performance tuning and performance modeling. Specifically, we introduce the

notion of a personalized MPI library, highlighting the necessity and the methodology

each application needs to have a communication library tuned for the particular plat-

form. Secondly, this dissertation contributes towards the theoretical understanding

of impact and limitations of point-to-point communication performance on collective

communication and the overall application. This study has been further extended to

develop performance models for communication aspect of collective I/O for one and

two dimensional data decomposition, and for two file partitioning strategies, namely

even and static partitioning.
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Chapter 1

Introduction

High Performance Computing (HPC) is used to solve complex problems in numerous

fields like quantum mechanics, climate research, oil and gas, and molecular model-

ing. The focus of the research in HPC is to aggregate the maximum computing

power and use this to improve the performance of applications. In the last few years,

on account of various advancements in technology, large volumes of data have been

aggregated. Analyzing and interpreting this humongous volume of data, with com-

plexity much higher than previously available data has been a driving force for the

development of HPC. The three aspects of HPC that are important in the context of

the present work are: hardware platform, algorithms (parallel computing theoretical

basis), and software support. In the next section, we discuss hardware trends and

various programming models.
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1.1 Recent trends in HPC: hardware

Hardware research is primarily focussed on the development of device technology,

memory capacity, communication bandwidth and latency, the system architecture,

and the interconnect topology among the cores. This development is especially con-

spicuous when we compare the current trend with few of the initial supercomputers.

The first supercomputer, Cray-1 had a peak performance of 160 Megaflops and 8

MB of main memory [1], whereas the fastest supercomputer as per the list of the

top 500 supercomputers as on November 2014, was Tianhe-2, Guangzhou, China,

has a peak performance of 33.86 petaflop per second and a memory of 1,375 TiB [2].

This improvement in performance can be attributed to some of the features discussed

below.

1.1.1 Architecture

Introduction of heterogeneous systems have resulted in huge performance improve-

ments through the use of accelerators in commodity systems like Nvidia GPUs. It is

important to take into account architectural differences like cache, core connectivity,

and I/O channels during development for systems to be backward compatible.

1.1.2 Inter-nodal connection

A few of the most accepted inter-nodal connections are: InfiniBand [3], Ethernet [4]

and Omnipath [5]. Statistically in the list of top 500 supercomputers, that was

released during Supercomputing 2014, 224 systems currently use InfiniBand, 100

systems use Gigabyte Ethernet, and 88 supercomputers use 10 Gigabyte Ethernet [2].
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FDR (Fourteen Data Rate), the latest version of InfiniBand, offers 56 Gbps of

bandwidth. The next generation, EDR (Enhanced Data Rate), is expected to offer

100 Gbps of bandwidth. The recent 100 Gigabit Ethernet card can also transfer data

at 100 Gbps. A few of the InfiniBands that are about to be released are HDR with

200 Gbits/sec, and NDR with 400 Gbit/sec of bandwidth.

1.2 Programming models in HPC

The hardware improvements, discussed above, required to have an updated program-

ming model. These new programming models seek portability, comprehensiveness,

are easy to use and most importantly, one which could deliver the best performance.

1.2.1 Shared memory

In shared memory, parallelism is achieved by using the concept of threads. The

commonly used shared memory programming languages like POSIX threads [6], and

OpenMP [7], are able to efficiently utilize the fact that the address space is shared

and each thread has access to the common address pool. POSIX threads (also known

as Pthreads) is a Unix/Linux based library. OpenMP is a compiler directive based

programming model.

1.2.2 Distributed memory

In distributed memory programming models, each process has its own address space

and data is exchanged among the processes through explicit message passing, such

3



as the Message Passing Interface (MPI) [8] and Parallel Virtual Machine (PVM) [9].

MPI is the de facto standard for message passing systems. the first version of MPI

was released in 1992. In 2015, the MPI forum released the lastest version MPI-3.1.

Two of the most popular implementations of MPI are: Open MPI [10] and

MPICH [11]. Open MPI is an open source implementation of the MPI-3 specifi-

cation, which focuses on component concepts. It is developed and maintained by a

consortium of academic, research, and industry partners. Its component architec-

ture provides a stable platform for third-party research and enables the run-time

composition of independent software add-ons. Open MPI has three main functional

areas:

• Modular Component Architecture (MCA), which provides management ser-

vices for all other layers,

• Component frameworks, which manages modules,

• Self-contained software units, which export well defined interfaces that can be

deployed and composed with other modules at run-time.

A few interesting features of OpeMPI are thread safety and concurrency, runtime

instrumentation, and dynamic process spawning.

MPICH is another implementation that uses the MPI specification. One of the de-

sign goals of MPICH is merging high performance with portability, which is achieved

by the introduction of the Abstract Device Interface (ADI), an abstraction layer,

which separates platform specific functionality from user function calls. MPI func-

tions are implemented as ADI macros and functions, which provides portability, ease

4



of implementation, and an incremental approach to trading portability for perfor-

mance.

Hadoop MapReduce [12] and Apache Spark [13] are distributed programming

models introduced by the big data community. Both of these frameworks target the

analysis of a huge amount of data. However, the frameworks differ in the way data are

accessed in the memory: the apache spark processes the data in-memory whereas

the hadoop MapReduce pushes the data back to the disk after each map/reduce

step. Hence, the performance of both frameworks vary as per the requirements and

resources available. For example if an application has iterative computation, sparks

performs more efficiently than MapReduce, however if the data is too big to fit in

the memory available, there is a major degradation in the performance of spark.

1.2.3 Hybrid model

The introduction of clusters of shared memory systems pioneered the hybrid pro-

gramming language which uses (i) distributed programming for parallelization across

node interconnect, and (ii) shared memory programming for parallelization inside

each node. This approach is targeted to exploit the scalability of distributed pro-

gramming model, memory saving, and efficiency of shared memory programming

model.

1.2.4 PGAS (Partitioned Global Address Space)

Thus far, all past efforts have concentrated solely on the hybrid models that involve

the use of threads on a single node to efficiently use shared memory and message

5



passing for inter-node communication. However, there was a departure from this

notion in the PGAS (Partitioned Global Address Space) languages [14]. In PGAS,

it is assumed that the global memory address space is logically partitioned and that

a portion of the global memory space is local to each process or thread. The PGAS

languages provide locality of reference, since a portion of the shared memory has

access to a particular process. The PGAS languages decouple data transfer from

synchronization, and create an abstraction over MPI. A few of the commonly used

PGAS languages are Unified Parallel C (UPC) [15], Global Arrays (GA) [16], Co-

Array Fortran (CAF) [17], and Titanium [18].

1.2.5 Accelerators

Accelerators [19] contain a large number of processing cores and internal memory, and

are used in conjunction with the CPUs of the node. They are used to clear bottlenecks

faced during computational performance for problems involving algebraic operations.

Examples of such accelerators are graphics processing units (GPUs) [20], Cell Broad-

band Engines (Cell BEs) [21], field-programmable gate arrays (FPGAs) [22], Xeon

Phi [23] and other data-parallel or streaming processors. Compared to conventional

CPUs, the accelerators can offer an order-of-magnitude improvement in performance

for certain operations.

Programming models like CUDA [24] and OpenACC [25] are designed to exploit

accelerators to achieve performance benefit. However, the bus bandwidth and the

latency between CPU and GPU might create bottlenecks since the accelerator and

the CPU do not share the main memory.

6



1.3 Challenges in HPC

In 1967, computer architect G. Amdahl tried to estimate the upper-limit of perfor-

mance in a parallel system. As per the Amdahl’s law [26], if the fraction F of the ap-

plication is sequential and (1−F ) is a fraction that can be parallelized, then the max-

imum speed-up S(n) achievable by P processes is given by S(n) = 1/(F+(1−F )/P ).

Therefore, the performance of an application is constrained by the sequential frac-

tion.

Over the past few years, the number of cores in a system has increased to tens

of thousands in number. Unfortunately, if there is a sequential component in the

application, the breaking of a problem into multiple tasks does not always lead to

better performance.

1.3.1 Performance tuning

The performance of parallel applications depends on application as well as system

level characteristics. A set of characteristics which are optimal for one application

on a particular platform, are not necessarily optimal on another platform. With

the increase in the number of processes, the necessity to tune an application also

increases. However, tuning is not a trivial task, and one may face many challenges

while attempting to do so. Some of these challenges are:

• Large search space: For many applications the number of the parameters that

needs be optimized is very high. Though an empirical search over the parame-

ter space results in the best performance, it is expensive to do so. Consequently,

7



it is important to have a search strategy that prunes the search space with-

out compromising the quality of the search result, resulting in a reduction of

performance overhead.

• Portability: Considering the pace at which developments have recently oc-

curred in HPC, it is impossible to have a programming paradigm which sup-

ports all the architectures efficiently. Manual tuning of the application is not

feasible as it consumes a substantial amount of time and also restricts the num-

ber of systems for which an application can be tuned. Therefore, it is important

to have an auto-tuning mechanism which is portable across systems.

There are two aspects in a parallel application which can be tuned, namely,

computation and communication. Tuning a communication library for a particular

application requires multiple steps, namely: (i) identifying the set of individual and

collective operations used by an application (ii) identifying the message lengths used

by the application for a particular application scenario; and (iii) tuning the param-

eters of the occurring individual and collective operations for the message length

observed.

The tuning procedure is not as straightforward as it initially appears. Generally,

communication libraries such as OpenMPI have a huge number of parameters that

can be adjusted to control the communication performance. Deciding on the subset

of these parameters to be tuned requires an educated guess from the end-user, since

tuning all parameters is not an option due to the time this would take. Applications

have more than one relevant message length, each of which would lead to a separate

‘optimal’ set of parameters for the communication library. Open MPI, for example,

8



can however only handle one set of parameters per a job, i.e. changing the value of a

parameter after launching the MPI job is not possible for most parameters. Thus, the

benchmark used during the tuning process has to incorporate all the message lengths

used by the application. Ideally, this could be achieved by using the application itself

for the tuning. This is however unrealistic in a vast majority of the cases, since the

tuning step requires the re-execution of the benchmark/application hundreds or even

thousands of times, necessitating execution times of a few seconds at most to keep

the time spend in the tuning procedure within reasonable limits. Consequently,

most tuning tools rely on simple communication benchmarks such as NetPipe [27]

for point-to-point operations and SkaMPI [28] for collective operations.

1.3.2 Performance analysis

To achieve most of the performance benefit in software, it is important to isolate the

hot spot and then resolve it. Performance analysis tools in HPC provide a visual

understanding of the behavior of machines and their performance by displaying the

performance characteristics of the applications. This is performed in three basic

steps: data collection, data transformation, and data visualization. Data collection

is done using three techniques, namely

• profiles- noting the time spent in different parts of code,

• Counters- noting the number of times an event occurs,

• Traces- collecting continuous details of the application.

Important issues to be considered while selecting the performance analysis tool are

9



accuracy, simplicity, abstraction, intrusiveness, and flexibility. Some of the challenges

faced by performance analysis are discussed below.

• As mentioned previously, high performance systems have become vast, with

thousands of nodes, and with each node having one or more multicore pro-

cessors. The performance analysis tool used for these systems are required to

handle systems with a large number of nodes or threads efficiently.

• Increase in system size and the scientific requirements have resulted in in-

creased complexity of codes. Performance analysis tools are required to iden-

tify performance bottlenecks in complex codes and tune accordingly to guide

re-engineering of applications.

1.3.3 Performance modeling

Predicting future performance of an application is an integral part of HPC, and

involves extrapolating the performance. Performance prediction is therefore impor-

tant to optimize, schedule, verify performance, and procure systems. Performance

modeling can be done through the following three approaches, namely,

• Based on mathematical or analytic methods, such as LogP [29], LogGP [30],

LogPC [31] and in [32] for I/O.

• Based on tool support and simulation, such as WARPP [33], PACE [34] for

communication and PIOsimHD [35] for I/O.

• A combination of the two approaches discussed above. This type of perfor-

mance modeling is done in POEMS [36], Performance Prophet [37].
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Some of the challenges faced in performance modeling are:

• System size, system architecture, processor speed, multi-level cache latency,

interprocessor network latency, bandwidth, system software efficiency, type

of application, algorithms used, programming language used, problem size,

amount of I/O and others affect the performance of an application. Ideally,

a performance model should cover each of these factors. This is difficult to

design. Additionally, an increase in the level of concurrency (threads, cores,

nodes), deeper and more complex memory hierarchies (register, cache, disk,

network), mixed hardware sets (CPUs and GPUs) and the increase in scale

(tens or hundreds of thousands of processing elements) makes the building of

an accurate performance model even more difficult.

• Performance model are based on the assumption that the influencing factors

have a steady impact on the application, and therefore fail to handle unreliable

performance, caused by shared resources, networks, file system and caching.

1.4 Research goals

Communication operations often represent sections with limited scalability in parallel

applications. The main challenge for optimizing communication operations stems

from the fact that certain parameters influencing the performance of communication

operations are dependent on application as well as platform specific characteristics

and can not be easily generalized.
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A personalized MPI library [38] allows users to store and retrieve optimal pa-

rameter sets for a particular application on a platform. One approach to provide

a personalized communication library is to determine a parameter set of the com-

munication library which minimizes the execution time of a given application. To

achieve this goal, two fundamental problems have to be solved: (i) efficient opti-

mization of a very large parameter set, since an exhaustive evaluation of all possible

parameter combinations might not be feasible (ii) managing, storing and retrieving

the optimized parameter sets

An HPC application consists of point-to-point communication as well as collec-

tive communication. The parameter set that tunes the point-to-point application

might have a different effect on performance of a collective algorithm. Using the

performance model [39] we have attempted to arrive at a better understanding both

theoretically and practically as to how improvements in the communication time of

individual data transfer operations translate to improvements in the communication

time of collective operations.

Once we develop an elaborate model on collective communication operations,

we can extend it further to the collective I/O operation [40]. The collective I/O

comprises mainly of communication among the processes, and the actual reading

from or writing to the disk. This often reduces the time spent in I/O by reorganizing

data across processes to match the layout of the data on the file system. Goal of this

work is to derive models considering the underlying file domain partitioning strategy

of the file system and data decomposition of the application.
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1.5 Dissertation outline

The organization of the remainder of this dissertation is as follows. Chapter 2

presents a state of art of projects applying dynamic optimization to HPC appli-

cations, various performance models and performance model pertaining exclusively

to I/O. In Chapter 3 we introduce the concept of a personalized MPI library. In

chapter 4 we discuss the impact and limitation of collective communication based

on point to point communication. Further chapter 5 covers the modeling of commu-

nication in collective I/O. Chapter 6 summarizes the scientific contributions of this

work and presents the future perspectives in this research area.
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Chapter 2

Related Work

This chapter reviews projects that focus on the tuning or modeling of high perfor-

mance applications or lay down a foundation that helps in these. We discuss various

autotuners, search strategies that can be used to prune the search space and the

performance models that represent a part of HPC application mathematically.

2.1 Autotuners

Auto-tuning systems empirically evaluate a search space with all possible implemen-

tations and identify the best implementation that meets the optimization criteria.

An aggressive tuning process considers a number of optimization features for example

input data, machine architecture etc.

Experiments show that the process of tuning depends not only on the platform

of the application but also on the software aspects. Thus having a domain specific

tuning results in a huge search space. A significant amount of effort has been spent on
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autotuning specific applications like Automatically Tuned Linear Algebra Software

(ATLAS) [41] and Fastest Fourier Transform in the West (FFTW) [42]. We also

have the generalized open framework like OpenTuner [43] that can be re-used across

platforms and applications. Auto-tuning projects aims at incorporating the following

three features:

• Generality: As pointed out earlier, auto-tuning depends on system-based as

well as program-based characteristics, and a seamless integration of both these

characteristics are desirable for the tuning.

• Managing overhead: In parallel applications, the search space of the possible

optimization contestants is vast and empirically going through this search space

takes a huge amount of time. Overhead created by this has to be compensated

by improved application implementation, either in the same execution or con-

sidering the number of times the application is executed.

• Usability: Auto-tuners are easy to use, as the developer might not be the

domain expert.

In this chapter we discuss various auto-tuning strategies, tools available for per-

formance analysis, available predictive models for communication, and in the final

section we cover the state of art for I/O performance analysis.

Autotuning can be classified in the following ways:

1. Computational and communication tuning

In HPC, state of art computers are a collection of compute-nodes clustered

together and connected via networks. One way to exploit multiple processes
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is to distribute the computational tasks, and have them communicate to each

other via a network. This arrangement allows tuning through computation and

communication.

Computational tuning involves having a code variant such as loop distribution

to divide the matrices efficiently. For communication tuning, parameters that

influence the communication among the processes are tested for various values

to achieve the best-cost communication.

2. Static and dynamic tuning

In static tuning, the application is optimized statically prior to the execution.

This can be achieved either by having a planner-step where each implemen-

tation is tested or by using prediction models to estimate the most optimal

version. Though this approach has been widely used in several projects like

ATLAS [41] or Automatically tuned Collective communication (ATCC) [44],

they do have a few fundamental drawbacks:

• Often, the tuning of the application takes much longer than the applica-

tion itself.

• Several characteristics on which execution of the application depends are

available only once the application starts executing, for example process

placement, communication volume etc. This delays the tuning.

• Irregular communication patterns are ignored
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Dynamic tuning, on the other hand, tunes the application along with the ac-

tual execution, therefore it also considers runtime feature for the tuning op-

eration. Some operations have more than one implementation. In dynamic

tuning the best implementation can be selected. Projects like FFTW [42], and

ADAPT [45] use dynamic tuning.

3. Library-specific, application-specific and compiler-specific

According to Basu et al., (July 1, 2013) in [46], autotuners can also be classified

as:

• Library-specific or Kernel-specific autotuners are aimed at deriving tuned

versions of commonly used dense linear algebra library functions for vari-

ous architectures. The focus then switched to kernel specific code gener-

ators and finally to domain-specific autotuners. One example of domain

specific autotuner is FFTW, this provides algorithms tuned for the un-

derlying architecture and input data. These library and kernel specific

auto-tuners lacked the ability to tune the applications that fall outside

the existing library.

• Application-directed autotuner are aimed at for general application sup-

port, and have code variants and parameter optimizations at the applica-

tion level, for example language extensions such as annotations on type

of functions. Projects like Active harmony [47] added a separate script

containing optimization parameters and their search space, other projects

like Intel Software Autotuning Tool (ISAT) [48] uses pragma for tuning

regions. Pragma is a preprocessor directive used to provide additional
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information to the compiler. Despite fulfilling the goal of generality this

approach lacks availability as approach relies solely on the programmer.

• Compiler-base autotuners: Use of a compiler based autotuner is the easiest

way of autotuning, since it relies on the compiler to automatically generate

code variants to explore parameters that affect parallelism such as loop

nest computation, data layout etc.

In this chapter we have followed the classification by Basu et al., (July 1, 2013)

to study about different type of autotuners.

2.1.1 Self tuning library generator

Some of the previous projects aim at deriving the tuned versions of algebraic library.

In this section, we discuss some of these projects.

Automatically Tuned Linear Algebra Software (ATLAS)

Automatically Tuned Linear Algebra Software (ATLAS) [41] is an implementation

of BLAS API [49], to automatically generate the most optimized implementation.

This is done using a paradigm called Automated Empirical Optimization of Soft-

ware (AEOS). AEOS uses empirical timings to decide the best method for a given

architecture. ATLAS uses three types of optimization, namely,

1. Parametrization: In an application there are a number of parameters that

influence the performance of the application. Parameter optimization is used

to examine the parameter space for optimal performance.
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2. Multiple Implementation: The tuning of a function is performed by an empir-

ical search over the available implementations of the function.

3. Code generation: A program called code generator modifies the code instruc-

tions at the compiler level by considering various parameter and source code

adaptations.

Different levels of BLAS use combinations of the above discussed optimization meth-

ods. In level 1 and 2 BLAS, each function has its own kernel, making it difficult

to have architecture specific optimization. Therefore, parameterization and multi-

ple implementation optimization is used. Optimization of level 3 BLAS uses all the

above methods.

FFTW: Fastest Fourier Transform in the West

All the initial attempts of auto-tuning were aimed at reducing the number of op-

erations. It was soon realized that it was also important to study the underlying

architecture of the microprocessor to make the application adapt to the hardware

details. FFTW [42, 50] aims at tuning the Fast Fourier transform (FFT) as per the

underlying hardware.

In this project a flexible implementation of Cooley-Tukey Fast Fourier transform

was developed. Planner is the dynamic algorithm, which determines at the runtime

the combination of codelets that would result in minimum execution time and floating

point operation. These codelets are generated by a smart codelet generator which

simplifies the generation of blocks of optimized codelets.

Sometimes a planner might consume a significant amount time, in which case the
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planner can eliminate implementations that tend to increase the planner time. In

further implementation of FFTW3 ‘wisdom’ a utility to generate wisdom files that

saves the information about ways to optimally compute fourier transforms of various

sizes was used to add historic learning. The main drawback of this implementation

is its lack of flexibility as it could be used only for one problem size. Wisdom also

lacks the ability to understand outdated or invalid platforms.

Self-Adapting Large-scale Solver Architecture (SALSA/SANS)

Both SALSA and SANS [51, 52] are aimed at solving large-scale numerical problems

by algorithmic selection and its tuning through heuristic-decisions and the incorpo-

ration of data-mining and machine learning algorithms.

SALSA maintains a knowledge database and uses this database to estimate the

best solver for an application matrix. First, the structural properties of the matrix

are used to select the solver, thereafter, various machine algorithms boosting and

alternating decision tree are used to improve the tuning. Though this is a statically

tuned application, its knowledge base makes it re-usable. In SANS algorithm choices

are made dynamically based on input problem data.

2.1.2 Application-directed autotuner

Various approaches have been developed to have code variants and optimization

parameters at the application level.
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Active harmony

Active harmony [47] is an automated runtime performance tuning system, which

help applications to adapt better to a runtime environment resulting in better per-

formance. This is done by modifying the application and library source code. Adap-

tation controllers along with the tuning algorithm are responsible for adaptability of

various parameters.

Each parameter is treated as an independent variable. In any real application,

the number of tunable parameters is very high. In these cases the search space is

reduced by first prioritizing the parameters. Parameter prioritizing is performed only

once per new load, hence it can be reused over several executions. Active harmony

performs smart tuning by utilizing previously performed tuning. Even where the

exact characteristics are not found, the closest characteristic using linear Euclidean

distance is chosen. However in cases where there are no matches with any historic

data, extensive tuning is required and this is expensive.

RK-Suite

RK-Suite is a prediction framework [53] for HPC application using a single small-

scale application. Important aspects of execution called execution signatures are

extracted and to predict the performance an automatic phase identification is done

by comparing the signatures to the reference kernels which are benchmarks from

various application domains. In case there is no match found a full static analysis is

done. The framework called RK-Suit consists of

• RK-Collection: This is a collection of reference kernels.
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• RK-profiles: RK-profiles consist of execution profiles, cache hit and miss, ob-

tained by benchmark run of reference kernel for a fixed problem size and a

fixed number of processes.

• RK-model: This is a performance model to predict execution time of kernel

implementation of different problem size and processors.

RK-suite is a database that stores information like execution time of kernel bench-

mark, performance-model, and the execution signature.

Application signature matching is done by comparing normalized instruction his-

togram of kernels and the application, and then calculating the distance, in order to

determine similarity. For the prediction of execution time, the ratio of problem size

is taken into consideration. For out-of-reference application phases, compiler based

analysis is done to derive the most accurate performance model.

OpenTuner

OpenTuner [43] is an open source framework for tuning multi-domain projects. It is

an ensemble of search techniques run at the same time. Techniques which perform

badly are either entirely shut off or given fewer tasks. OpenTuner was tested by

building tuners for seven projects with 16 benchmarks. Recently, OpenTuner was

used to autotune Java Virtual Machine (JVM) [54].

2.1.3 Compiler-directed autotuner

In compiler-directed autotuning, the compiler automatically derives the code variants

and optimization parameters.
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ADAPT

ADAPT [45] is framework for dynamic program optimization. ADAPT decouples

the compilation of code-variants from a dynamic selection of these variants. Dynamic

compilation overhead is avoided by overlapping the generation of code variants and

their execution.

The new code variants are also available to dynamic selection mechanism. At

runtime, the dynamic selection mechanism tests the variants to determine the fastest

implementation. ADAPT prunes the search space of program variant using the

conditions defined by the user.

Optimization is done using granularity of intervals. For example loops which

have a single entry and exit point are optimized using operations like loop distri-

bution, loop unrolling, loop tiling, automatic parallelization, and other compilers

optimizations. ADAPT also provides a number of services like:

• Code triage- the hot-spots are optimized,

• Environment monitoring- to adapt to the environment efficiently,

• Dynamic selection: to select the code variants as per the interval descriptor

and code variant descriptor.

Though the main advantage of ADAPT lies in its capability to generate code variants

and load them at the runtime, this can be done only on sequential or multi-threaded

application and it lacks functionality at a parallel application level.
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2.2 Autotuning of MPI libraries

Most of the parallel applications in HPC use the MPI library for inter-nodal com-

munication. Implementations of the MPI libraries have parameters that provide a

platform to optimize performance as per the characteristics of the architecture and

the application. In this section, we discuss some of the projects that concentrate on

the optimization of the MPI parameters.

ANOVA

One way of optimizing the performance of an MPI application is by tuning the

runtime parameters. In [55], analysis of variance (ANOVA) is performed on randomly

explored MPI parameter values. Most of the optimization techniques involve either

iterative feedback-driven tuning (IFT) or iterative compilation (IC). However both of

these take a large amount of compilation/optimization time and are also input-data

sensitive. To overcome these drawbacks, architecture-specific parameter values based

on computational kernels like stencil operations, Fourier transforms, are optimized for

certain parallel architectures. Applications using the same communication pattern

as these kernels can use this information for performance improvement. This method

consist of two phases:

• Exploration phase: In the exploration phase, runtime parameters for a set of

computational kernels are tuned on a target architecture. This is a one-time

step, which is performed only when the cluster is deployed,

• Parameter tuning phase: In the parameter tuning phase, gathered data is

analyzed using statistical method of ANOVA (Analysis of Variance).
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The output parameter set replaces the default settings of MPI library.

STAR MPI

STAR MPI [56] works on a set of MPI collective implementations that can adapt

to both system architecture and application workload. Applied AEOS (Automatic

Empirical Optimization of Software) is used to select the optimal collective algo-

rithm. Until the platform and application is known algorithm selection is withheld.

This is called delayed finalization. MPI program are linked to STAR-MPI (that

has implementation of all the routines). Each collective routine is supported by N

implementations. Decisions are taken in two stages:

• Measure-select- One routine is selected to realize the operation and perfor-

mance,

• Monitor update- All the algorithms are executed, and a decision is made using

an all-reduce operation across processes.

If there is a deterioration in the performance, ‘monitor-adapt’ is used, i.e. STAR-MPI

continues monitoring the performance of the selected algorithm and adapts (changes

the algorithm) accordingly.

MPI advisor

While tuning the MPI application, MPI advisor [57] addresses four potential bot-

tlenecks in an application: point to point protocol (eager or rendezvous), collective

communication algorithm, MPI task-to-core mapping, and Infiniband transport pro-

tocol.
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The framework automates the following steps:

• process of data collection using PMPI and MPI T tools (described in detail in

section 2.4),

• analysis that translates collected data into performance metrics and,

• recommendation for optimization.

Architecture specific data are collected during installation, and application specific

data are collected during profiling. To make the tuning decision application specific

data is compared to pre-defined heuristics.

For each collective operation employed, a table is built at the time of installation

using CE script that gives the best algorithm in each MPI library installed on the

system. Though the MPI advisor is extremely efficient in tuning the application,

it ignores computation and communication patterns, and the load condition of the

system.

Automatically Tuned Collective communication (ATCC)

ATCC (Automatically Tuned Collective Communication) [44] optimizes collective

communication pattern. It has an extensive optimization step to extract the most

optimal implementation from the available pool of algorithms, on a particular the

platform.

Abstract Data and Communication Library (ADCL)

ADCL [58–60] is a communication library that aims at providing the best performing

implementation of the communication operation in a parallel application on a given
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platform at the runtime. The library tests a number of implementations of an op-

eration, using runtime selection logic. There are three selection strategies presently

available in ADCL, namely, (i) Brute force selection strategy, (ii) Attribute based

selection logic, and (iii) 2k factorial selection strategy. By default, brute force search

strategy is used to test the implementations, i.e. each and every implementation is

tested.

ADCL first extracts the information regarding application level communication

pattern, i.e. repeatedly occurring communication. To switch across various imple-

mentations of the communication operation with an application, ADCL API is used.

API is high level interface of communication operation and consists of:

• ADCL topology- ADCL topology which contains information like process topol-

ogy and neighborhood relations in the given application.

• ADCL vector- ADCL topology which is a data structure to be used during com-

munication.

• ADCL request- ADCL topology which is a bridge between ADCL-topology and

ADCL-vector.

Most of the parallel applications have the following two characteristics that ADCL

takes advantage of:

• Iterative execution- Applications having large loops and the same code sequence

is executed repeatedly.

• Collective execution- Applications based on data decomposition, that is the

same code is executed for different sets of data.
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The most interesting feature of ADCL is the integration of the planner stage

and execution of the application itself. Libraries like FFTW and ATLAS also aim at

optimization but they invoke a separate ‘planner’ stage, prior to the actual execution

of the application, thus creating overhead.

To minimize the time spent in the testing stage, ADCL also supports historic

learning [61] for pre-defined operations, i.e. if the operation is executed multiple

times ADCL stores the problem characteristic and performance data in an xml .adcl

file.

Open Tool for Parameter Optimization (OTPO)

Open MPI is an open source implementation of MPI, and is jointly maintained by

consortium of academia, research institutions and industry. One of the interesting

features of Open MPI is the availability of a software layer called MCA (Modu-

lar Component Architecture), which handles the management services for the Open

MPI framework, for example the crossover point of the collective operation algo-

rithm, message length at which point to point communication switches from eager to

rendezvous protocol. One of the interesting feature of MCA parameters is that it can

be passed onto the MPI library and influence the application, without recompiling

the library, thus has been used extensively.

OTPO aims at the optimization of these runtime parameters by the end user.

Internally, OTPO relies on the Abstract Data and Communication Library

(ADCL) for the dynamic tuning procedure, including the search methodology used,

data filtering to exclude outliers and the decision logic. For this, OTPO translates

Open MPI MCA parameters into ADCL attributes, and creates a function-set which
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executes a benchmark/application with different values for the requested MCA pa-

rameters.

OTPO first parses the input file, and stores all the parameters and their prob-

able values in a structure. Only a subset of the parameter set, which satisfy the

RPN (Reverse Polish Notation) are tested for the optimization. Latency of all the

successful executions are updated by the ADCL. Once finished, OTPO gathers the

results and saves them in separate files. OTPO then extracts the parameter set with

the most optimized latency as the output.

Quadtree

Various methods have been studied to select the most optimized collective operations

implementation. In [62] quadtree was used to tune the collective algorithm for the

particular system. Quadtree is a decision tree where each node has four children

nodes. System profiles and communication models were used to analyze and generate

the decision function in-memory. One of the limitations is its lack of performance

for single communicator value communicator sizes, which are power of 2. The same

problem worsens if the performance measurement data used to construct trees is too

sparse.

2.3 Search strategy

The search space in the auto tuning of parallel application is often very vast and

requires a large amount of time to test. Some of the methods which are available to

prune the search space are discussed in this section.
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Brute force search strategy

Brute force search strategy is an exhaustive search that enumerates all the possible

candidates for the solution and checks if each of them satisfies the condition. This

search strategy guarantees the best available solution.

Real world parallel applications tend to have a huge search space and to evaluate

all the possibilities tend to take a huge amount of time and cost. Though in many

scenarios, this can be done for the first time, but it is highly impractical for usage

in the long run. There are various other methods that can be used to restrict the

search space, still extracting the ‘optimal’ possible solution.

Statistical models for empirical search-based performance tuning

In [63] the author address two problems, developing a method to stop the exhaustive

search once the near-optimal solution is achieved, and the construction of the runtime

decision rules based on varying features. The search space is generated by collecting

system based and application based features.

Instead of pruning the search space using heuristics or a performance model, the

early stop decision is preferred, which is based on knowledge gathered during the

search. On-line estimation of the distribution of the search space output is made.

This provides the user an option to stop the search once the implement output is

within the acceptable limit.

Sometimes more than one implementation can result in an optimal performance.

This issue can be resolved by using three types of statistical models, which are

discussed below:
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• Parametric data modeling- Execution time is estimated using linear regression

on training data.

• Parametric-geometric modeling- Hyperplanes are used to create boundaries as

per the input parameters. Parameters such as slope and intercept of each

boundary is determined using training data.

• Nonparametric-geometric modeling- The support vector method is used to con-

struct a nonparametric model. Nonparametric is a representation of the im-

plicit models of the boundary.

Machine learning to optimize MPI runtime parameter settings

In [64] the author discusses two machine learning mechanisms to extract the optimal

MPI runtime parameter. In the offline training phase, a predictor is built using ma-

chine characteristics. The predictor estimates the best setting of any MPI program.

These MPI programs have static features extracted by studying the source code and

dynamic features extracted by executing the program once. The author uses a ‘de-

cision tree’ and an ‘artificial neural network’ to predict optimal MPI parameters.

The whole process is divided into two phases:

• Learning phase- A set of training programs is executed on target architecture

using several sets of chosen MPI parameters.

• Optimization phase- An MPI program is fed to the predictor, and the program

features are extracted. The optimized configuration is then determined using

the machine learning algorithm.
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Attribute based/orthogonal search strategy

Attribute based/orthogonal search strategy is an iterative search strategy, where one

attribute is optimized while keeping the other attributes constant. Once the most

optimized value of one attribute is achieved, the next attribute is tested for the

optimization, while maintaining the most optimized value for the first attribute and

a constant value for the others. The major drawbacks of this method are

• It assumes that all the attributes are independent.

• The order in which each attribute is optimized is very important.

2k factorial design algorithm

The aim of this method is to reduce the number of attribute to only the important

ones. For uni-directional attributes, two extreme values are selected and application

is executed for them. Using a non-linear regression formula, algorithm calculates

the weightage that each parameter carries in the system. However, a threshold of

the minimum weightage has to be pre-decided as removing parameters beyond a

threshold compromises the most optimal attribute set.

Genetic algorithm

Genetic algorithm is a adaptive heuristic search, and is generally used for optimiza-

tion and search problems based on biological evolution. A population of candidate

solutions are made to go through the iterative process of evolution to fit better. The

genetic algorithm has two important features:
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• A genetic representation of solution domain.

• A fitness function to evaluate the solution domain.

The genetic algorithm starts with a set of solutions, called population. Using the

genetic function a new population is generated, how well the new solution fits is

determined by the fitness factor. In case the fitness function does not satisfy the

pre-determined condition, same steps are applied to another generation.

Genetic algorithms are very robust, i.e. even if inputs change slightly, or in a

reasonable amount of noise, it performs well. Additionally, it performs better than

other optimization techniques in large dimensional spaces.

Tabu search

Tabu search [65] is a metaheuristic search method employing local search methods

for optimization. The local search method or the neighborhood search is a method

of improving the solution by comparing the achieved solution with its immediate

neighbors. In other words, solutions that are similar save some minor details.

One of the drawbacks of tabu search is its tendency to get stuck in local minima.

As a solution, moves that worsen the solution are accepted initially. To avoid the

algorithm coming back to same neighbor, a rule of prohibition was introduced, i.e.

the neighbors already tested are marked as ‘tabu’.

The traveling salesman problem is the most commonly used example for tabu

search, in which the shortest route that visits every city is calculated.
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Discussion

ADCL and OTPO follow the same search strategies: Brute force, Attribute based

and 2k factorial. ADCL has the ability to select the fastest available implementations

for a given communication pattern during the regular execution of the application,

however the decision has to be pre-determined as value of MCA parameter cannot

be modified during the execution.

2.4 Performance analysis tools

With the increase in complexity of HPC applications, it is important to have advance

performance analysis tools. These tools are used to:

• compare system performance,

• detect anomalies,

• optimize and to predict the cost.

In this section, we will discuss some of the performance tools that were used to

understand the performance of parallel applications.

Tuning and Analysis Utilities (TAU)

Tuning and Analysis Utilities [66] is a portable profiling and tracing toolkit for ana-

lyzing parallel programs. TAU framework architecture has three layers: instrumen-

tation, measurement, and analysis. TAU provides a flexible instrumentation model

that allows the user to insert performance instrumentation at various compilation
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and execution stages. An interesting TAU instrumentation is the ‘selective instru-

mentation’, a facility to record a list of performance events to be included or excluded

by the instrumentation in a file.

TAU profile characterizes the behavior of an application in terms of aggregate

performance metrics. TAU profiles do not capture the time related aspects during

execution. To study these spatial and temporal aspects, event traces are used. How-

ever the choice of performance events is very crucial and alters the way a program

behaves.

Vampir

Vampir (Visualisation and Analysis of MPI Resources) [67] is a trace visualisation

tool used to analyze message events when data is communicated among the processes

during the execution of a parallel program. Some events that can be analyzed us-

ing Vampir are event ordering, message lengths, and times. Its latest version (5.0)

features support for OpenMP events and hardware performance counters.

The tool comes with two components - VampirTrace and Vampir. VampirTrace

has a library which when linked and called from an application, produces an event

tracefile. Common events include the entering and leaving of function calls and

the sending and receiving of MPI messages. Traces can be generated for the whole

application, or the user can manually select the critical area by adding calls to

VT USER START and VT USER END. Vampir is used to convert the trace information

into graphical views, e.g. timeline displays showing state changes and communica-

tion, profiling statistics displaying the execution times of routines, and communica-

tion statistics indicating volumes and transmission rates.
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Scalasca

Scalasca [68] is a software tool used to optimize the performance of parallel programs

by measuring and analyzing their runtime behavior.

In [69] the author discusses the effect of a wait state or delay on large scale op-

erations. The delays of a single process may increase as the number of processes

increase. In parallel applications, delays manifest as wait-states, i.e. temporal in-

tervals during which processes are waiting for synchronization. Scalasca measures

temporal displacement between matching communications that have been already

recorded in the event traces. To perform this operation, all the traces are analyzed

in parallel, and a global analysis report is made.

PMPI

PMPI [70] is an MPI standard profiling interface. Each standard MPI function can be

called with a PMPI prefix, for example, MPI Send() can be called as PMPI Send().

This facilitates MPI performance analysis in following two ways:

• Many performance analysis tools use PMPI. This is done by associating each

MPI call with PMPI function, which captures the performance data,

• This can also be used to customize MPI function by using wrapper functions.
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MPI T

MPI standard MPI 3.0 includes a new interface called the MPI Tools Information

Interface, or MPI T [71]. MPI T provides access to both internal performance infor-

mation and runtime settings. It allows each implementation to decide what informa-

tion to expose and then provides an interface for users to query what information is

available, how it is offered, and what metadata is associated with it.

2.5 Performance models

Collective operations are a major part of any parallel application. A large number of

implementations of these collective algorithms are available. The optimal selection

of the algorithm depends on a number of factors. For example, message size or the

number of processes that are involved. Any extensive tuning process of the whole

search space would take an enormous amount of time, thus one of the faster methods

is to use the predictive model to estimate the communication cost. Some of these

models like Hockney, LogP, LogGP, and PLogP are discussed below.

Hockney’s model

In 1993, Roger Hockey [72] emphasized on the criticality of speed of communication

among the nodes. He also pointed out the gaps that are present between the con-

secutive messages. Thus, to improve the performance of message-passing in parallel

applications, we need to increase the communication speed, decrease the communi-

cation delay, and recognize and shorten the gap between the messages.
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In Hockey’s model two major factors decide the cost:

• The startup time, which determines the short-message performance,

• The asymptotic bandwidth which determines the long-message performance.

Mathematically, time spend to send a message of size m bytes between two intercon-

nected nodes is given by L + Bm, where L is the network latency for each message,

and B is the transfer time per byte or reciprocal of the network bandwidth. Though

this model efficiently represents the simple communication, it lacks the ability to

model complex communication and network congestion.

LogP model

In [73] the author aims to have a simple communication model which also represents

the critical technology trends that might create bottlenecks in the communication.

The LogP model emphasizes on number of processors (P ), communication band-

width (g), communication delay (L), and communication overhead (o). Some of the

assumptions maintained to analyze this model are

• Only small, constant-size message are transmitted,

• A finite capacity of network: (L/g) is the maximum number of messages that

can be transmitted at any point of time,

• The model is asynchronous, as latency is unpredictable, message might not

arrive in the same order as it was sent.
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Mathematically, the time taken to communicate a message between two node is L +

2o. Contrary to the assumption made in the LogP model, generally communication

messages are not short. The logGP model [30] is an extension of the LogP model

with a linear model for longer message length. An additional parameter ‘G’, the gap

per byte for long messages was added. LogGP model predicts the time to send a

message of size m between two nodes as L + 2o + (m - 1)G.

One of the extension of LogP model is PlogP (Parameterized LogP) model [29].

As per PlogP model, a network is a function of five parameters:

• P - number of processes,

• L- end to end latency, includes time required to copy data to and from network

interfaces and to transfer over physical network,

• os(m)- send overhead,

• or(m)- receive overhead,

• g(m)- minimum time interval between consecutive message transmission or

reception.

Here m is the message length. In case of long messages, it is assumed that receive

operation might start before the end of send operation, in such cases os and or might

overlap. As g is considered to include os and or, it can be concluded that g (m)≥

os(m) and g(m) ≥ or(m). The time to send a message of size m between two nodes

in the PLogP model is L + g(m). If we assume g(m) to be a linear function of

message size m and the latency excludes the sender overhead, then the PLogP model
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is identical to the LogGP model which distinguishes between sender and receiver

overheads.

In [74] the author explains the lack of a parameter that attributes to synchroniza-

tion required for long messages in the rendezvous protocol. Hence in LogGPS, an

additional parameter, S, threshold for message length above which messages are sent

in synchronous mode was added. In [75] the authors further extended the LogGPS

as LogGOPS, with parameter O, which models the overhead per byte. LoGPC [31]

is another extension of LogP and LogGP with a parameter that captures the network

contention and network DMA behavior.

2.6 Collective I/O performance modeling

According to Ken Batcher ”A supercomputer is a device for converting a CPU-bound

problem into an I/O bound problem”. As I/O is extensively used in HPC, we often

face I/O as one of the limiting factors in the overall performance improvement of

the application. To overcome this limitation, we need to understand and tune the

I/O. Historically, collective I/O operations have mostly been tuned through empirical

testing, only recently research has focused on cost models to tune these operations.

A Cost-intelligent application-specific data layout scheme for parallel file

systems

Song et al., (June 08 - 11, 2011 ) [76] present a method to predict the cost of

data access for various file systems and chose the data layout strategy accordingly.

Their focus was on investigating various data layout methods, i.e. the algorithm
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used by the parallel file system to decide where to store a given data block. The

authors evaluated three data layout methods, 1- dimensional vertical, 1- dimensional

horizontal, and 2- dimensional layout, and developed a cost model that takes both

communication and I/O into account. The main shorting coming however is, it does

not utilize state-of-the-art models for communication operations.

Non-exclusive and hierarchical I/O scheduling

In [77] the authors consider location of aggregators when tuning collective I/O op-

erations for minimizing the communication costs and network congestion. Liu et

al., (13-16 May 2013) [78] developed a model to schedule communication such that

the slowest aggregator is served first. The authors of [79] developed algorithms that

take memory utilization by individual processes and nodes into account, and thus

minimize the memory pressure due to collective I/O operations.

Analytical and machine learning models

The work closest to our approach is discussed in [80]. A performance model for collec-

tive I/O operations is presented that encompasses both communication and storage

operations. The total communication time during the data exchange is modeled

as the summation of individual times taken by collective communication operations

(MPI Allreduce, MPI Alltoall, and MPI Alltoallv) and the actual data exchange.

However, the authors do not take the impact of the data distribution strategy used

by the application into account, nor the file domain partitioning strategy used by

the MPI I/O library.
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PIOsimHD

Some researchers work on understanding the performance on complex high end sys-

tems through simulation environments. PIOsimHD [35] is an event based simulator

for parallel applications. The simulator helps in evaluating the performance of col-

lective communications, parallel I/O, cluster hardware and allows us to extrapolate

this to the performance of an application.
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Chapter 3

Tuning of communication

parameters in parallel applications

Communication operations often represent sections with limited scalability in parallel

applications. For example, a stencil communication pattern has constant execution

time, assuming that the number of communication partners per process does not

change with the overall process count. Even worse, an all-to-all communication

operation scales quadratically with the number of processes. Taking into account

that the time spent in computation decreases for a fixed problem size with increas-

ing number of processes, both scenarios represent a challenge to Amdahl’s law and

highlights the necessity to minimize the time spent in these operations. The main

challenge for optimizing communication operations stems from the fact that certain

parameters influencing the performance of communication operations are dependent

on application- and platform-specific characteristics and can not be easily general-

ized. For example, the cross over point between various algorithms of a collective
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operation, or the switching point from an eager to a rendezvous protocol for point-to-

point operations have typically been determined using very limited testing, and have

not explored all feasible combinations (of message length or number of processes).

Similarly, the optimal lengths of internal send/receive queues and temporary buffers

utilized by the MPI library might depend on the actual number of communication

partners of a process, message lengths and the number of messages within a time

period. Ultimately, a one-size-fits-all solutions for MPI libraries will be difficult to

maintain for exascale environments: MPI libraries will have to be customized for

specific applications and platforms to maximize their performance.

3.1 Tuning of parallel applications

There are multiple different strategies that can be applied for tuning MPI applica-

tions. The first method, the direct tuning of the MPI application assumes that the

application itself can be used as a ‘benchmark’ for the tuning tool. In this approach,

all parameters that the user considers relevant are tuned simultaneously, assuming

that the search algorithm correctly identifies the most relevant ones. The downside

of the direct tuning is that each individual execution of the benchmark (i.e. the ap-

plication) takes significantly longer than in the hierarchical tuning, thus increasing

the overall time it takes to tune the application.

The second approach, the hierarchical tuning, relies on micro-benchmarks to

tune a particular aspect of the application. The results of each optimization is a

smaller set of parameters. In the final step, the application itself might still be used

for evaluating a smaller set parameter values. To explain the hierarchical tuning,
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consider a scenario in which the end user identified initially the most commonly used

message length in his application, as well as the collective operations used within

the code. This can be done either manually, i.e. using some code written by the

user, or using a tool such as TAU [66] or Vampir [67]. Point-to-point operations

for the relevant message length can now be the NetPipe benchmark for all network

transports of a given platform, e.g., TCP, InfiniBand, and shared memory, resulting

in tens of possible parameter sets. These parameter sets are then used as an input

to a benchmark that uses more than just two processes for the same message length,

e.g., SKaMPI, resulting in a further reduction of the parameter sets. In addition,

SKaMPI can be used to tune the occurring collective operations. The resulting set

of InfiniBand, Shared Memory and collective parameters could be used to perform a

final tuning step using the application itself.

One of the foremost problems when using the hierarchical tuning stems from the

fact that most applications are using more than one message length. The intuitive

approach to tune all occurring message lengths using NetPipe is impractical for two

reasons: first, the number of different message lengths might be very large, and

second the resulting configuration files might lead to contradicting parameters. Ulti-

mately, one has to determine a small number of message lengths that are considered

to be the most influential ones for the application performance. The direct tuning

on the other hand uses a benchmark, i.e. the application itself, which incorporates

exactly the message lengths used. Thus, the resulting parameter set should, under

optimal circumstances, result in the lowest execution time for the entire applica-

tion. Note, that the resulting parameter set will minimize the combination of all
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message lengths used, and might not be optimal for any single message length. In

addition, direct tuning allows the end user to skip the initial step of identifying the

most frequently used message lengths. It might, however, be beneficial to identify

the collective operations being used by the application to minimize the initial input

parameter set to explored by OTPO.

3.2 Tuning of communication operations

Tuning the performance of communication operations in a parallel application re-

quires multiple steps. In the first step, users have to generate a profile of their

application in order to identify the most commonly used individual and collective

operations as well as the dominant message lengths used in a particular application

scenario. The second step consists of tuning parameters of the communication li-

brary for this particular application (scenario) and retrieve a set of parameters that

minimizes the communication time. For the actual production runs, the user pro-

vides the parameter sets that were deemed to be optimal to the application manually

or in a semi-automatic manner.

Tuning the parameters of Open MPI poses, however, multiple challenges. De-

ciding which of the over 400 parameters to tune requires some knowledge of the

internals of the communication library and platform, since despite of using advanced

search algorithms, tuning all parameters is not feasible. Furthermore, applications

will have more than one relevant message length, each of which would lead to a

separate ‘optimal’ set of parameters for the communication library. Open MPI can,

however, only handle one set of parameters within a job, i.e. changing the value
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of a parameter after the job has been launched is not an option except for very

few parameters. Thus, the benchmark has to utilize all the message lengths used

by the application. This could be achieved by using the application itself for the

tuning. This is, in the vast majority of the cases, unrealistic, since the tuning step

requires the re-execution of the benchmark/application hundreds or even thousands

of times, necessitating benchmarks that take a few seconds per execution at most to

keep the time spend in the tuning procedure within reasonable limits. Hence, most

tuning tools – including OTPO – rely on simple communication benchmarks such as

NetPipe [27] for point-to-point operations and SkaMPI [28] for collective operations.

Using microbenchmarks for the tuning step reduces the time spent in the tuning

operation itself, the resulting parameter sets are not necessarily optimal from the

application perspective. Optimizing parameters of the InfiniBand btl component

of Open MPI for a given message lengths show in very few scenarios the expected

performance improvement, despite of significant performance improvements observed

for a simple ping-pong benchmark. Even for relatively simple scenarios, e.g., a simple

benchmark executing an All-to-all communication operation, performance benefits

could be observed for some algorithms used to implement the collective operation,

but not for others.
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3.3 Sensitivity of the network parameters to the

message length

In this section, we present a use-case scenario in which we analyze the sensitivity of

the Open MPI point-to-point performance to a set of runtime parameters depending

on the message length. For this, OTPO was used to tune a set of seven parameters

of the openib module using the NetPipe benchmark for various message lengths,

and the improvement was compared to the default performance of Open MPI when

these parameters were set to their default values. Tests in this subsection have been

executed on the crill cluster at the University of Houston using Open MPI 1.8.1.

The crill cluster consists of 16 nodes with four 12-core AMD Opteron (Magny Cours)

processor cores each (48 cores per node, 768 cores total) and 64 GB of main memory

per node. Each node further has two 4X DDR InfiniBand Host Channel Adapters

(HCAs), although only one HCA has been used in the subsequent tests. The openib

and shared memory (sm) parameters tuned and the ranges/values explored for each

parameter are shown in Table 3.1.
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Table 3.1: Open MPI parameters tuned in the sensitivity analysis

openib parameters
Parameter Name Default value Value range

btl openib eager limit 12K 1.5K:48K:*2
btl openib rdma num 16 1:32:*2

btl openib rdma threshold 16 4:32:*2
btl openib use eager rdma 1 0,1

btl openib use message coalescing 1 0,2
btl openib free list num 8 2:32:*2
btl openib free list inc 32 8:64:*2

sm parameters
Parameter Name Default value Value range

btl sm max send size 32K 16K:128K:*2
btl sm fifo size 4K 1K:16K:*2
btl sm num fifos 1 1,2,3,4

btl sm free list num 8 4:64:*2
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Figure 3.1: Sensitivity of the Open MPI point-to-point performance to openIB (top)
and SM (bottom) parameters.
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The results shown in the top part of Figure 3.1 indicate, that the performance of

Open MPI over this InfiniBand network interconnect can be improved by up to 10%

using optimized values for these parameters, but only for messages in the range of 12

KByte to 36 KByte. The performance of Open MPI can not be improved significantly

using these parameters for very short and very long messages. The bottom part of

Figure 3.1 shows the results of the same test for shared memory communication

between two processes using the sm component of Open MPI. Four parameters of

this component were tuned in tests shown above. The results differ from the openib

results since the performance of the sm component showed some sensitivity to the

parameters starting from 32 KByte message length. The performance improvement

is in the range of 5%, with the 48 KByte messages being a notable (but reproducible)

exception.

To demonstrate the implications of improving the performance of a point-to-

point operation by a small percentage, consider the results shown in Table 3.2. The

table documents the execution time of three different all-to-all communication algo-

rithms (linear, pairwise exchange, and Bruck’s algorithm) for a message length of

16 KByte, the message length which showed the largest sensitivity for the openib

component according to Figure 3.1. Results are shown for alltoall operations using

32 and 128 processes and the relative performance improvement when using the opti-

mized parameter sets. Each data point shown in Table 3.2 is the average of multiple

runs (typically between two and four runs), with minimal variations seen between

individual executions of SKaMPI. The results indicate significant performance im-

provements when using the optimized openib parameter set for the linear and the
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pairwise algorithm, with performance benefits ranging from 20% to over 60%. How-

ever, Bruck’s algorithm does not show improvement when using the optimized openib

parameters. This is discussed in subsequent sections. This observation compelled

Table 3.2: performance benefits of SKaMPI all-to-all with modified runtime param-
eters compared to the default.

Algorithm no. of Default Exec. Tuned Exec. Relative
procs. Time [ms] Time [ms] Gain [%]

All-to-all linear 32 40.7 27.1 33.2%
All-to-all pairwise 32 31.9 25.1 20.6%

All-to-all bruck 32 56.6 56.3 0.4%
All-to-all linear 128 918.6 320.9 64.4%

All-to-all pairwise 128 35.9 26.5 25.9%
All-to-all bruck 128 57.8 57.7 0.2%

us to further study the performance benefit for various implementation of collection

operations, which is discussed in the next chapter.

3.4 A personalized MPI library

In order to close the loop from the end-users perspective, a mechanism has to be

developed that allows users to store and retrieve optimal parameter sets for a par-

ticular application. For this, a database has been deployed. A parameter set can be

uploaded into the database using a tool developed as part of the OTPO framework.

The tool connects to the database, and uploads a parameter file and additional meta-

data which will be used to query for a parameter set subsequently. The metadata

consists of:
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• host key: a unique identifier for a host or cluster. This key is required to

distinguish between different parallel platforms which might all connect to the

same database system to store/retrieve parameter values. The host key can be

as simple as the name of the cluster or front-end node, or the public ssh host

key of the front-end node (which might not always be applicable),

• application key: a key uniquely identifying a parallel application. In the

initial stages, it is assumed that the application key will typically be a string

containing the application name provided by the end-user, or a combination of

an application name and additional qualifiers which allow to identify the use-

case that the parameter set has been tuned for. It can be extended to provide

automatic application key generation by utilizing a combination of checksum

calculation on the source code/executable and of the communication profile of

the application use-case,

• application characteristics: list of characteristics necessary to identify a

particular use case. This could include the number of processes, message length

or the application problem size.

The Open MPI parameters are stored as simple key-value pairs, the key repre-

senting the MCA parameter stored as a string. To retrieve a particular parameter

set, the mpiexec command of the Open MPI library has been extended by a num-

ber of additional parameters. The parameters indicate the address of the database,

login information as well as the host key and the application key to be used. When

parsing the parameter files, Open MPI will try to contact the database and retrieve

the parameter set for this particular scenario. The resulting parameter set is written
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to a local file, and will be processed by all MPI processes similarly to the default

parameter file.

While the current implementation is a proof-of-concept demonstrating the use-

fulness of the approach, the system is being extended to allow for more generic

querying of parameters. For example, by introducing different categories of runtime

parameters in the database, one could query for networking parameters for a given

application, even if no parameter set is available for the current number of processes

being utilized. Similarly, one could query for settings of collective algorithms of other

applications utilizing the same number of processes and message length.
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Chapter 4

Impact and Limitations of

Point-to-Point Performance on

Collective Algorithms

The goal of this work is to establish better understanding both theoretically and prac-

tically on how improvements in the communication time of individual data transfer

operations propagate to collective operations. The initial focus is on collective oper-

ations since they (i) represent important building blocks of many application, (ii) are

well understood multi-process communication patterns, and (iii) use a single mes-

sage lengths and thus allows us to isolate the problem that we tackle from the multi

message-length problem described above.

The starting point of the analysis is a parameter set for Open MPI that improves

the execution time t of a point-to-point communication operation of message length

m by a factor of ip2p. The problem that we address can be formulated as follows:
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given m, ip2p, and the number of processes p, what is the expected and the observed

performance improvement for a collective operation for using the ‘optimal’ parameter

set for the message length m vs. using the default values. We focus on three collective

operations with multiple algorithms implementing the operation, namely:

• broadcast: chain, binary tree, binomial tree,

• all-gather: ring, neighbor exchange, recursive doubling,

• all-to-all: linear, pairwise exchange, Bruck’s algorithm.

4.1 Modeling improvements of collective opera-

tions

In the following, formulas to estimate the expected improvement of a collective op-

eration, given an improvement in the performance of point-to-point operations are

derived. For this, we focus on the (simple) models that allow us to derive formulas for

the expected improvement of a collective operation. Specifically, we used Hockney’s

communication model [72] and the LogGP [30] communication model. Both models

have been introduced in section 2.5, the most important aspects of the models are

presented here for the sake of completeness. Although some other models such as

LogGPS [74] or LogGOPS [75] have shown higher accuracy in modeling, the perfor-

mance of communication operations, providing a consistent and simple formula for

a particular operation is often challenging in those models.
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In the Hockney’s model, the time to send a message of size m between two pro-

cesses is l + m/b, where l is the network latency, and b is the network bandwidth.

Though very simple, this model has its limitations when modeling complex commu-

nication patterns.

The LogGP model is a more detailed model with four parameters, namely:

• L: communication delay, which is the hardware latency of the network (in

contrary to the latency in Hockney’s model, which is an end-to-end latency),

• o: the software communication overhead i.e. the time spent in the MPI library

before injecting data into the network,

• g: the gap parameter, which is a hardware parameter dictating the minimum

time before being able to inject two subsequent messages into the network,

• G: Gap per byte, which is the reciprocal value of the network bandwidth.

According to the LogGP model, the time to send a message of size m between two

nodes is given by L + 2o + (m - 1)G.

The starting point of this work is to estimat the costs of all algorithms mentioned

previously, and is based on previously published work by multiple research groups.

The formulas for this are listed in Table 4.1. Two minor modifications were made

for the cost estimates taken from [81]: the memory bandwidth parameter δ has been

eliminated, and for the sake of simplicity it is assumed that the number of segments

used in some algorithm is one (which matches the implementation used).
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Table 4.1: Communication costs of various collective algorithms using Hockney’s

and the LogGP model.

Collective

Operation

Algorithm Model Communication

Cost

Source

Broadcast

Chain
Hockney t = (P − 1)(l + m

b
) [81]

logGP t = (P −1) · (L+ 2 ·

o+ (m− 1) ·G)

[81]

Binary
Hockney t = 2 · (dlog2(P +

1)e − 1) · (l + m
b

)

[81]

logGP (dlog2(P +1)e−1) ·

(L+g+2 ·(o+(m−

1) ·G))

[30, 73]

Binomial
Hockney t = dlog2(P )e · (l +

m
b

)

[82, 83]

logGP t = dlog2(P )e · (L+

2 · o+ (m− 1) ·G)

[30, 73]

Allgather

Ring
Hockney t = (P − 1)(l + m

b
) [82, 83]

logGP t = (P −1) · (L+ 2 ·

o+ (m− 1) ·G)

[81]
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Table 4.1: Communication costs of various collective algorithms using Hockney’s

and the LogGP model. (Continued)

Neighbor exchange
Hockney t = l+ m

b
+ (p

2
− 1) ·

(l + 2 · m
b

)

[84]

logGP t = p
2
·(L+2 ·o+(2 ·

m− 1) ·G)−m ·G

[81]

Recursive Doubling
Hockney t = log2(P )·l+(P−

1) · m
b

[82, 83]

logGP t = log2(P ) · (o +

max{g, L + o} −

G) + (P − 1) ·m ·G

[81]

Alltoall

Linear
Hockney t = (P − 1) · (l+ m

b
) [82]

logGP t = L+ 2 · o+ (m−

1) ·G+2 · (P −1) ·g

[73]

Pairwise
Hockney t = (P − 1) · (l+ m

b
) [82]

logGP t = (P − 1) · (L +

o+ (m− 1) ·G+ g)

[81]
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Table 4.1: Communication costs of various collective algorithms using Hockney’s

and the LogGP model. (Continued)

Bruck
Hockney t = dlog2(P )e · l +

blog2(P )c · m·P
2·b +P ·

m+(P −2blog2(P )c) ·
m
b

[82, 83]

logGP t = log2(P ) · (o +

(P ·m
2
−1)·G+ P ·m

2
+

max{g, L+ o}+P ·

m)

[81]

4.1.1 Estimating the improvement of collective operations

The following section discusses the approach to derive an estimate for the improve-

ment in the execution time of a collective communication operation given the im-

provement of the execution time of a point-to-point as a result of the tuning step.

The ubiquitous formula for computing a relative improvement in a data point from

an untuned value to a tuned value is

i =
tuntuned(m)− ttuned(m)

tuntuned(m)
, (4.1)

where i is the performance improvement, ttuned(m) and tuntuned(m) is the execution

time of communication operation of a message of length m, using an optimized

parameter set respectively default settings.
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Using Hockney’s communication model

The fundamental assumption that the improvement observed when tuning a point-

to-point operation only affects one parameter of the model at any given point in

time. For Hockney’s model it is assumed that the improvement ip2p either comes

from improvement of the latency, l, or the bandwidth, b, but not both at the same

time. The binary tree broadcast operation is used to demonstrate how to derive

the formula for the expected improvement, icoll. According to Hockney’s model, the

execution time of a binary tree broadcast operation is

tuntuned =2 · (dlog2(P + 1)e − 1) · (l +
m

b
) (4.2)

with the latency l and bandwidth b being the original values before the tuning. Let us

denote the new, tuned latency and bandwidth as l∗ and b∗, respectively. Therefore,

the tuned execution time is

ttuned =2 · (dlog2(P + 1)e − 1) · (l∗ +
m

b∗
) (4.3)

Substituting (4.3) and (4.2) in (4.1)

icoll =
l + m

b
− l∗ − m

b∗

l + m
b

In the first case, it is assumed that the bandwidth remains unchanged, and the

improvement has been reflected entirely in the latency,

l∗ =x · l where x<1

b∗ =b
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Hence,

icollHockney(l) =
l − x · l
l + m

b

(4.4)

Equation (4.4) therefore shows the expected improvement of the binary tree broad-

cast operation given an improvement of the latency by a factor of x. Note, that x

is not the observed improvement of the point-to-point operation ip2p. Section 4.1.2

shows how derive l∗ (and therefore x) given ip2p.

Similarly, assuming that the improvement only comes from the bandwidth pa-

rameter, the latency remains unchanged:

b∗ =y · b where y>1

l∗ =l

Hence, performance improvement in this case is

icollHockney(b) =
m

l · b+m
· (1− 1

y
) (4.5)

Using LogGP communication model

Deriving the theoretical improvements of a collective operation using the LogGP

model follows the same pattern as demonstrated in the previous subsection for Hock-

ney’s mode. Starting point is the formula for the binary algorithm of broadcast

operation:

tuntuned =(dlog2(P + 1)e − 1) · (L+ g + 2(o+ (m− 1)G)). (4.6)

The LogGP model has four parameters that could be affected by the tuning.

We focus on the overhead o and gap per byte G parameters for two reasons: first,

62



deriving formulas for the other two parameters (L and g) follows the same pattern

as demonstrated for o and G; second, the Latency L and the gap g are hardware

parameters which are less likely to be influenced by Open MPI parameters. Let us

denote the new latency and bandwidth as o∗ and G∗. Therefore, the tuned execution

time is

ttuned =(dlog2(P + 1)e − 1) · (L+ g + 2(o∗ + (m− 1)G∗)) (4.7)

Substituting (4.6) and (4.7) in (4.1) leads to

icoll =
2(o+ (m− 1) ·G)− 2(o∗ + (m− 1)G∗)

L+ g + 2(o+ (m− 1)G)
.

In the first case, it is assumed that the gap per byte parameter, G, remains un-

changed, and the improvement has been reflected entirely in the overhead, o, which

leads to a performance improvement of

icollLogGP (o) =
2o(1− x)

L+ g + 2o+ 2G(m− 1)
. (4.8)

In the second case, it is assumed that the overhead remains unchanged, and the

improvement has been reflected entirely in the gap per byte, leading to

icollLogGP (G) =
2G(m− 1)(1− x)

L+ g + 2o+ 2G(m− 1)
(4.9)

4.1.2 Deriving the tuned parameter values

In this section equations to determine the improved network parameter l∗, b∗ and o∗,

G∗ are derived. Using the equation (4.1), we can conclude that

tuntuned(m) = (1− i)× ttuned(m) (4.10)
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Using Hockney’s communication model

To determine the tuned values for latency l∗ and bandwidth b∗, the execution time of

a point-to-point operation is modeled, as used by NetPipe. According to Hockney’s

model, the execution time of a point-to-point communication of message length m is

t(m) = l +
m

b
(4.11)

Using equations (4.10) and (4.11) leads to

l∗ +
m

b∗
= (1− ip2p) ·

(
l +

m

b

)
. (4.12)

Using the same assumption as above, namely that only one communication parameter

is affected by the tuning step, we can derive the formulas for l∗ and b∗, respectively.

In the first case, we assume that the bandwidth remains unchanged, and all the

improvement has been reflected in the latency, resulting in

l∗ +
m

b
=(1− ip2p) ·

(
l +

m

b

)
l∗ =l − ip2p ·

(
l +

m

b

)
(4.13)

Similarly, assuming the latency remains unchanged and the improvement has

been reflected entirely in the bandwidth, leads to

b∗ =
m

m
b
− ip2p · (l + m

b
)

(4.14)

Using the LogGP communication model

Similarly, in the LogGP model the execution time of a point to point operation can

be estimated by

t(m) = L+ 2o+ (m− 1) ·G (4.15)
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From equations (4.15) and (4.10) we can derive that

L+ 2o∗ + (m− 1)G∗ = (1− ip2p)(L+ 2o+ (m− 1)G) (4.16)

Assuming that overhead remains unchanged, i.e. o∗ = o, leads to

G∗ =G− ip2p · (L+ 2o+ (m− 1)G)

m− 1
(4.17)

and assuming in the second case that G∗ = G

o∗ = o− ip2p

2
(L+ 2o+ (m− 1) ·G) (4.18)

4.1.3 Performance improvement of collective operations in

terms of point-to-point improvement

Using the formulas derived in section 4.1.2, one can directly determine the improve-

ment factor x used in section 4.1.1 as the ratio of the tuned vs. untuned parameter

value. Alternatively, one could use the tuned parameter values from section 4.1.2 to

calculate the execution time of a collective operation using the formulas presented

in Table 4.1, and determine the expected improvement of the collective operation by

simply applying the base formula shown in equation (4.1).

In this subsection, we would derive the expected improvement of a collective

operation as a function of the improvement in the point-to-point operation, since

this provides high-level information on the expected performance improvement.
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Using Hockney’s communication model

The performance benefit of a binary tree broadcast operation for the condition b∗ = b

is given in Hockney’s model by (4.4). Substituting (4.13) in (4.4) gives

icoll =
l − (l − ip2p(l + m

b
))

l + m
b

icollHockney(l) = ip2p (4.19)

Equation (4.19) states that a binary tree broadcast operation should experience the

same performance improvement as the improvement observed by tuning a point-to-

point operation of the same message length, assuming the performance improvement

comes from optimizations to the latency parameter. Slightly rephrased, if the tuning

step reduced execution time of a point-to-point of length m by e.g., 10%, equation

(4.19) predicts that the performance of a binary tree broadcast operation should

also improve by 10% for the same message length, assuming that the performance

improvement can be attributed to the latency in Hockney’s model.

Assuming that the latency in Hockney’s model is unaffected by the tuning, i.e.

l∗ = l, the expected improvement for a binary tree broadcast operations is shown

in (4.5). Using the formula for the tuned bandwidth value as shown in eq. (4.14)

and substituting it into (4.5) leads to the same equation as (4.19). Thus, according

to Hockney’s model, the execution time of a binary tree broadcast operation should

improve by the same factor as a point-to-point operation of the same message length

improved as a result of a tuning process, independent of whether the improvement

came from the latency or the bandwidth parameter.
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Using LogGP communication model

Using the same approach as outlined above for Hockney’s model, the expected per-

formance improvement of a binary tree broadcast operation can be derived from

substituting (4.18) in (4.8) assuming that G∗ = G. This leads to

icollLogGP (o) = ip2p
L+ 2o+ (m− 1)G

L+ g + 2(o+ (m− 1)G)
(4.20)

and for the second scenario, assuming o∗ = o, by substituting (4.17) in (4.9)

icollLogGP (G) = ip2p
2(L+ 2o+ (m− 1)G)

L+ g + 2(o+ (m− 1)G)
(4.21)

In contrary to Hockney’s mode, the LogGP model makes much more nuanced pre-

diction. Assuming that the performance improvement of a point-to-point operation

stems from improving the overhead o, the expected performance benefit of a bi-

nary tree broadcast operation will be lower than the measured improvement of the

point-to-point operation, since the denominator in (4.20) is always larger than the

numerator. On the other hand, if the improvement comes from the parameter, G,

as assumed in eq. (4.21), a collective operation could see a larger, equal or lower

improvement than the imrpovement measured by the point-to-point operation, de-

pending on whether L+2o is larger, equal or less than g. Based on LogGP parameter

values that we observed using the Netgauge tool [85] on various platform, all three

possibilities can occur in real life.
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Table 4.2: Improvement for each collective operation and algorithm for both

communication models.

Collective Algorithm Model Condition Performance improve-

ment

Broadcast

Chain

Hockney
b∗ = b icoll = ip2p =

l∗ = l icoll = ip2p =

LogGP
G∗ = G icoll = ip2p =

o∗ = o icoll = ip2p =

Binary

Hockney
b∗ = b icoll = ip2p =

l∗ = l icoll = ip2p =

LogGP
G∗ = G icoll =

ip2p L+2o+(m−1)G
L+g+2(o+(m−1)G)

<

o∗ = o icoll =

ip2p 2(L+2o+(m−1)G)
L+g+2(o+(m−1)G)

Binomial

Hockney
b∗ = b icoll = ip2p =

l∗ = l icoll = ip2p =

LogGP
G∗ = G icoll = ip2p =

o∗ = o icoll = ip2p =
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Table 4.2: Improvement for each collective operation and algorithm for both

communication models. (Continued)

Allgather

Recursive

Doubling

Hockney
b∗ = b icoll = ip2p

log2(P )(l+m
b
)

log2(P )l+(P−1)m
b

<

l∗ = l icoll = ip2p
(P−1)(l+m

b
)

log2(P )l+(P−1)m
b

LogGP
G∗ = G icoll =

ip2p log2(P )(L+2o+(m−1)G)
log2(P )(L+2o−G)+(P−1)mG

o∗ = o

icoll = ip2p ·
(P−1)m−log2(P )

log2(P )(L+2o−G)+(P−1)mG
·

L+2o+(m−1)G
m−1

Ring

Hockney
b∗ = b icoll = ip2p =

l∗ = l icoll = ip2p =

LogGP
G∗ = G icoll = ip2p =

o∗ = o icoll = ip2p =

Neighbor

Exchange

Hockney
b∗ = b icoll =

ip2p
P (l+m

b
)

2(l+m
b
+(P

2
−1)(l+ 2m

b
))

<

l∗ = l icoll =

ip2p
(P−1)(l+m

b
)

l+m
b
+(P

2
−1)(l+ 2m

b
)

<

LogGP
G∗ = G icoll =

ip2p P (L+2o+(m−1)G)
P (L+2o+(2m−1)G)−2mG

o∗ = o
icoll = ip2p ·

(mP−P
2
−m)(L+2o+(m−1)G)

(P
2
(L+2o+(2m−1)G)−mG)(m−1)
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Table 4.2: Improvement for each collective operation and algorithm for both

communication models. (Continued)

Alltoall

Linear

Hockney
b∗ = b icoll = ip2p =

l∗ = l icoll = ip2p =

LogGP
G∗ = G icoll =

ip2p L+2o+(m−1)G
L+2o+(m−1)G+2(P−1)g

<

o∗ = o icoll =

ip2p L+2o+(m−1)G
L+2o+(m−1)G+2(P−1)g

<

Pairwise

Hockney
b∗ = b icoll = ip2p =

l∗ = l icoll = ip2p =

LogGP
G∗ = G icoll =

ip2p (L+2o+(m−1)G)
2(L+o+(m−1)G+g)

<

o∗ = o icoll = ip2p L+o+(m−1)G
L+o+(m−1)G+g

<

Bruck

Hockney
b∗ = b icoll = ip2pdlog2(P )e(l +

m
b

)/dlog2(P )e · l +

blog2(P )c · m·P
2·b + P ·m+

(P − 2blog2(P )c) · m
b

l∗ = l icoll = ip2p(l +

m
b

)(P
2
blog2(P )c + (P −

2blog2(P )c))/dlog2(P )e · l+

blog2(P )c · m·P
2·b + P ·m+

(P − 2blog2(P )c) · m
b
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Table 4.2: Improvement for each collective operation and algorithm for both

communication models. (Continued)

LogGP
G∗ = G

icoll = ip2p ·
L+2o+(m−1)G

2·o+(P ·m
2
−1)·G+P ·m

2
+L+P ·m

o∗ = o

icoll =

ip2p

(m−1) ·
(mP

2
−1)(L+2o+(m−1)G)

2·o+(P ·m
2
−1)·G+P ·m

2
+L+P ·m

Table 4.2 lists the expected improvement for all operations and algorithms. The

last column indicates whether the expected improvement of the collective operation

is equal (=), larger (>) or lower (<) than that of the point-to-point operation. For

some formulas, the column is left blank, which indicates that all three options are

possible. For allgather recursive doubling and neighbor exchange we have derived

for condition L+o>g, similarly it can be derived for L+o<g. For a few algorithms,

namely chain and binomial tree broadcast, and ring allgather, both models agree

that the expected improvement in the performance of the collective operation should

be equal to the improvement of the point-to-point operation. For the operations

analyzed Hockney’s model rarely distinguished between scenarios where the latency

vs. the bandwidth is affected.
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4.1.4 Evaluation of the performance models

The goal of this section is to evaluate how well the performance improvement models

derived in previous section match actually observed data. Tests in this section have

been executed on the crill cluster at the University of Houston using Open MPI 1.8.3.

All tests have been executed at least three times, and the average values are presented

subsequently. Tests have been executed for 32 and 64 processes for message length

of 128 bytes, 1 KB, 12 KB, 16 KB, 32 KB, and 64 KB. The tuning step involved

the tuning of seven parameters of the openib btl component, the parameter names

and values are shown in Table 3.1. In our tests we enforced that all communication

operations are going through the InfiniBand network by disabling shared memory

btl components.

The evaluation consists of the following steps:

1. Using OTPO and the NetPipe benchmark, tune the parameters listed in Ta-

ble 3.1 for each message length individually. The result of this step is one or

multiple sets of parameters per message length pset(m) which lead to minimal

execution time as reported by NetPipe,

2. Calculate the improvement ip2p(m) for each message length individually by

comparing the execution time reported by NetPipe with default parameter val-

ues vs. the tuned parameter set pset(m). The improvement for each individual

message length is shown in Figure 3.1,

3. Measure the execution time for each collective operation and algorithm using

the SkaMPI benchmark for each message length m using the default parameter

72



values as well as the top 5 parameter sets pset(m) determined in step 1. For

the subsequent analysis, we choose the best result obtained with any of the top

5 parameter sets,

4. Calculate the expected improvement icoll(m) for each message length using the

formulas shown in Table 4.2.

The parameters of the untuned model were determined using the NetPipe bench-

mark for Hockney’s model, using the 0-byte data transfer costs for the message la-

tency, and the asymptotic maximum bandwidth observed for the bandwidth. Those

values were determined to be l = 1.6 µs and b = 1941.5 MB/s for the crill cluster.

For the LogGP model, we used the NetGauge toolkit [85] version 2.1. The values

used are shown in Table 4.3.

4.1.5 Results of tuning collective operations

Table 4.3: LogGP parameters used for the evaluation

Parameter Value
L 1.84 µs
o 1.49 µs
g 1.08 µs for m ≤ 32 KB

11.9 µs for m ≥ 32 KB
G 0.00067 µs
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Figures 4.1 to 4.12 present the results obtained for the all-gather, broadcast and

all-to-all operations. Each graph contains 6 lines, namely:

• Netpipe: the improvement observed for point-to-point operations for the cor-

responding message length using the NetPipe benchmark,

• <algorithm name>: the measured improvement of a given algorithm (e.g.,

binary broadcast, chain broadcast),

• Hockney(l) and Hockney(b): the predicted performance improvement of a col-

lective operation using Hockney’s model assuming that the improvement can

be attributed to the latency only / bandwidth only,

• LogGP(G) and LogGP(o): the predicted performance improvement of a col-

lective operation using LogGP model assuming that the improvement can be

attributed to the gap per byte parameter or the overhead parameter respec-

tively.

Note that on some graphs (allgather ring, broadcast binomial, and broadcast

chain), all models are identical and equal to ip2p(m). Thus, only two lines are visible,

namely the measured and the predicted performance.

The main result shown in these graphs is that for the all-gather and the broad-

cast operations, there is a good correlation between the observed and the predicted

improvement of the collective operation, i.e. the trend of the observed performance

improvement matches at least one, but typically multiple of the predicted lines. The

observed improvement of the all-gather neighbor exchange and all-gather recursive

doubling algorithm favor the models that assume the latency related parameters are
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Figure 4.1: Expected and measured performance improvement for 32 processes of
recursive doubling (top), and ring (bottom) algorithm for an Allgather operation.
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Figure 4.2: Expected and measured performance improvement for 32 processes of
neighbor exchange algorithm for an Allgather operation.
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Figure 4.3: Expected and measured performance improvement for 64 processes of
recursive doubling (top), and ring (bottom) algorithm for an Allgather operation.
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Figure 4.4: Expected and measured performance improvement for 64 processes of
neighbor exchange algorithm for an Allgather operation.
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Figure 4.5: Expected and measured performance improvement for 32 processes of
binary tree (top), and binomial tree (bottom) algorithm for a broadcast operation.
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Figure 4.6: Expected and measured performance improvement for 32 processes of
chain algorithm for a broadcast operation.
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Figure 4.7: Expected and measured performance improvement for 64 processes of
binary tree (top), and binomial tree (bottom) algorithm for a broadcast operation.

81



Figure 4.8: Expected and measured performance improvement for 64 processes of
chain algorithm for a broadcast operation.
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Figure 4.9: Expected and measured performance improvement for 32 processes of
pairwise exchange (top), and linear (bottom) algorithm for Alltoall operations.
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Figure 4.10: Expected and measured performance improvement for 32 processes of
brucks algorithm for Alltoall operations.
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Figure 4.11: Expected and measured performance improvement for 64 processes of
pairwise exchange (top), and linear (bottom) algorithm for Alltoall operations.
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Figure 4.12: Expected and measured performance improvement for 64 processes of
brucks algorithm for Alltoall operations.
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affected by the tuning, i.e. they follow the predictions made by the Hockney(l) and

LogGP(o) models.

The all-to-all results reemphasize the value and the limitations of performance

models. While performance models are useful to understand fundamental properties

of the algorithms and thus guide the expectation of end-users, they do represent

simplifications compared to the real-world. Some data points for the linear and

pairwise all-to-all algorithm represent perfect examples for that, since the observed

performance benefit is much larger than predicted by any of the models. One has to

keep in mind the number of assumptions, simplifications, and potential inaccuracies

made in any of the models and the measurements, including:

• Neither Hockney’s model nor LogGP handle network congestion or protocol

switch from eager to rendezvous protocol (unlike LogGPS),

• In the derived models, we do not distinguishing between sender and receiver

side overhead and use for the sake of simplicity the same, untuned LogGP

parameter values for both intra - vs. inter node communication.

Considering all of these aspects, the results represent a reasonable good match be-

tween the models and observed data with occasional outliers, very similar to many

other performance analysis papers using these models. Out of the nine algorithms

used in this study, eight had a very small Mean-Squared Error between the most

optimal prediction model and the observed improvement (between .0002 to .011) for

the 64 process test cases, indicating a good overall match. In the following, we discuss

two interesting sub-topics that also contribute towards limitations of the modeling

aspect.
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4.1.6 Impact of number of processes on optimal parameter

values

When tuning parameters of Open MPI using a point-to-point benchmark, one makes

fundamentally the assumption that the optimal value for a parameter does not change

with the number of processes used. This assumption is not always correct. Consider

for example an analysis performed with one of the parameters listed in Table 3.1,

namely btl openib eager limit. This parameter defines the threshold value start-

ing from which Open MPI will use a rendezvous protocol for the data transfer over

an InfiniBand network instead of the eager protocol. Since the range of values for

this parameter was set to be between 4 KB and 48 KB, one would expect no im-

pact of this parameter for 64 KB message length, since the message is expected to be

transferred in rendezvous mode independent of the eager value used. This is however

not necessarily what one observes.

Table 4.4: Impact of eager limit on cost of communication operations (µs) with
message length 64 KB.

no. of Eager limit Eager limit Relative
procs. 12 KB 48 KB improv.

NetPipe 2 68.5 µs 68.8 µs -0.4%
Binary tree bcast 32 941.7 µs 1023.1 µs -8.6%
Binary tree bcast 64 1106.8 µs 1314.9 µs -18.8%

Table 4.4 shows the execution time obtained for an eager limit of 12 KB (default

value) and 48 KB for a message length of 64 KB using the NetPipe benchmark and

for binary tree broadcast operation using SkaMPI for the same message length. As
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expected, changing the eager limit to 48 KB did not have an impact on the NetPipe

benchmark, which operates one message at a time. In a collective operation however,

increasing the eager limit lead to significant performance degradation. It is beyond

the scope of this work to detail the reasons for this behavior (hint: the eager limit

also has an impact on the memory registration aspect of the openib component),

the main message is, a parameter value obtained by tuning a ping-pong benchmark

might have a very different impact for a multi-process communication pattern. This

behavior was identified as the main reason why so many of our measurements have

a negative improvement for the 64 KB message length scenario.

4.1.7 Discrepancy between expected and actually used mes-

sage lengths

Analyzing the lack of performance in Bruck’s algorithm revealed another reason

why predicting the performance of a collective operation based on point-to-point

operations can be challenging. As an example, consider that the NetPipe results

shown in Figure 3.1 suggest that the biggest improvement in the performance of

point-to-point operation can be obtained for 16 KB message on this platform. While

the linear and pairwise exchange all-to-all algorithm do in fact follow this prediction,

Bruck’s algorithm shows virtually no benefit for this message length. This can be

attributed to the fact, that Bruck’s algorithm does not send any message of lengths

16 KB between processes in this scenario, but creates larger messages of 256 KB

for which Figure 3.1 indicate limited performance improvements. Similarly, a peak

for 1 KB message length in the 32 process test cases stems from the fact that the
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algorithm uses internally 16 KB messages length, which showed the largest potential

for performance improvements.
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Chapter 5

Performance Models for

Communication in Collective I/O

Operations

Many large scale scientific applications operate on large data files and spend a sig-

nificant amount of time reading and writing input or output files. Collective I/O

operations are group I/O operations which allow for optimizations across a group

of processes. They reorder the data across process boundaries to match the layout

of the data on the file system level which often reduces the time spent in I/O op-

erations significantly. Internally, collective I/O operations are based on a sequence

of communication operations, namely the shuffle step and accessing the file system

through read and write operations. In most scenarios only a subset of the application

processes, often referred to as aggregators, actually touch the file, i.e. perform read
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or write operations. For very large amounts of data, collective read and write opera-

tions are executed internally in multiple iterations, which allows to limit the amount

of temporary memory required to hold data of other processes on the aggregators.

The performance of collective I/O operations depends on numerous factors, in-

cluding the data decomposition strategy used by the application and file system level

characteristics, such as a locking protocol and locking granularity used by the parallel

file system. Parameters of collective I/O operations such as the number of aggrega-

tors used, or the chunk-size that a collective I/O operation internally operates on,

have an enormous influence on the performance of the operation itself [79, 86]. As of

today, however, the internal parameters used by libraries providing collective I/O op-

erations are determined using simplistic heuristics or extensive testing of a particular

application scenario on a given platform. In this chapter, we develop performance

models for collective I/O operations and provide a more systematic approach to

determine optimal parameter values for these operations.

As a first step, the communication occurring in collective write operations is

modeled. The shuffle step is in the most generic sense an n→ m communication op-

eration that could be described using a generic all-to-all operation. Yet, this simple

model would not take the actual file domain partitioning strategy – i.e. which aggre-

gator is responsible for which portions of the data file – used by the collective I/O

algorithm into account, nor the data decomposition used by the parallel application.

These two aspects determine however ultimately to which aggregator a particular

data item has to be sent as part of the collective read/write operation, and thus

determines the underlying communication pattern.
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Numerous models for communication operations have been developed over the

last two decades. Performance models have to balance simplicity vs. accuracy:

simpler models are easier to understand and utilize, but have more severe restrictions

in terms of accuracy of their predictions. The performance models developed in the

following sections are based on the LogGP [87] model, which represents a reasonable

compromise between accuracy and usability.

In this chapter, communication occurring in collective write operations for the

two most widely used file domain partitioning strategies in MPI I/O libraries today

are modeled. These two file domain partitioning strategy are even [88] and static [89]

partitioning. Our models further distinguish between one- and two-dimensional data

decomposition used by the parallel applications. Further in the chapter, properties

of performance models are discussed, and potential impact on the performance of

collective I/O operations using LogGP parameters derived on multiple platforms is

demonstrated.

5.1 Concept

Collective I/O operations represent higher level Application Programming Interfaces

(APIs) which allow to reorder data across processes to match the layout of the

data on the file system level. The most widely used algorithm is the two-phase

I/O [88] algorithm, which – as the name implies – consists of two steps. For a write

operation, the first phase (often referred to as the shuffle step) redistributes data

among the processes to match the layout of the data on the file, while the second

phase executes the actual write operation. In addition, the two-phase I/O algorithm
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introduces two further optimizations. First, only a subset of the MPI application

processes actually touch the file, i.e. perform read or write operations. The processes

executing file I/O operations are also referred to as the aggregators. Second, for

very large collective read and write operations, the two-phase I/O algorithm is split

into multiple cycles internally. This keeps memory requirements on the aggregator

processes within reasonable limits, and allows for potential overlap of the shuffle step

and the write operation of subsequent cycles.

Depending on the internal operations of the file system, the approach taken in-

ternally for redistributing data across the processes can vary dramatically. Most

notably, the locking protocol used by the file system (client side vs. server side lock-

ing), file ranges assigned to a lock as well as the locking granularity have a major

impact on how many aggregator processes should be used, and which portion of the

data each aggregator should write. In the following we describe the two most pop-

ular approaches, namely the even partitioning used in the original two-phase I/O

algorithm [88], and the static partitioning [89]. Note that other distributions such as

subgrouping of processes as done in the dynamic segmentation algorithm [90] have

shown benefits for some scenarios. We omitted this from our work for the sake of

clarity.

In the even partitioning strategy, the aggregated file regions to be written/read

are distributed uniformly as contiguous chunks among the I/O aggregators. The

part of the file that one aggregator is responsible for is also called a file partition.

Figure 5.1 shows this distribution as part of a collective write operation for four

processes, two aggregators and a parallel file system consisting of a two I/O server.
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Figure 5.1: An example for the even data redistribution strategy.

Each process holds six elements that are contiguous in the file, leading to a total of

24 elements that have to be written. The even distribution strategy will then lead

to each aggregator having to write 12 elements of data in this scenario.

In the static distribution, fixed-sized blocks are divided as per the locking granu-

larity, and are distributed to I/O aggregators in round-robin fashion. Each aggregator

communicates with same set of I/O servers. Very often, the number of I/O servers

and number of aggregators are either identical, or have a common divisor. Figure 5.2

shows the same example as previous and the resulting internal distribution on the

aggregator processes. Each aggregator is still responsible to write 12 elements. How-

ever, in contrary to the even distribution, the first aggregator only accesses data
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Figure 5.2: An example for the static data redistribution strategy.

blocks from the first I/O server, and the second aggregator only accesses data from

the second I/O server.

5.1.1 Generic model

Within the context of this work, we used the LogGP [87], discussed in section 2.5.

The generic model makes certain assumptions and simplifications. Given P processes

and Pa aggregators (with Pa ≤ P ), we assume for the sake of simplicity that all

process provide the same amount of data (dp bytes) to the collective I/O operation.

An aggregator process has an internal collective buffer size of bc bytes. The generic

model assumes that a process is involved in ns cycles for send operations of ms
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bytes, and communication will have to occur to nas aggregators in each cycle. Thus,

according to the LogGP model, the costs for sending data by an MPI process is

T send = ns(L+ 2o+ (nas − 1)g + (ms − 1)nasG). (5.1)

An aggregator is further involved in nr cycles requiring receive operations of ms

bytes from nar processes. Therefore,

T recv = nr(L+ 2o+ (nar − 1)g + (ms − 1)narG). (5.2)

Since an aggregator process is also a regular MPI process and part of the collective

I/O operation, it is involved in both send and receive operations. Thus, it is sufficient

to model the time taken by one aggregator process.

T = T send + T recv (5.3)

Using eq. 5.3 it comes down to determine the parameters ns, nas, nr, nar, and ms

for different partitioning strategies used by the MPI I/O library and data distribution

approaches used by the application. The task can be further simplified by considering

that the five parameters listed above are not entirely independent of each other.

First, each aggregator will have to write in both, the even and the static distribution

strategy

ba =
P · dp
Pa

(5.4)

bytes of data. Since an aggregator is operating on fixed chunks of bc bytes, the

number of receive cycles can generally be expressed as

nr = dba
bc
e = dP · dp

Pa · bc
e. (5.5)
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Furthermore, eq. 5.1 implies that a process is involved in ns cycles, in each cycle

communicating with nas aggregators by sending ms bytes each. Assuming that a

process writes the entire data of dp bytes to disk, dp has to be equal to ns · nas ·ms

or with respect to ns

ns = d dp
nas ·ms

e. (5.6)

Eq. 5.5 and 5.6 help to reduce the actual number of parameter that need to be

determined to three, namely nas, nar, and ms.

5.1.2 Even partitioning strategy

The two-phase I/O algorithm using the even partitioning strategy requires multiple

communication operations for its execution. All-gather and all-reduce operations are

used to determine the starting and ending offsets for all data items written in that

collective I/O operation, and to determine the file partitions that each aggregator

is responsible for. Furthermore, the data gathered in these operations are used to

determine in which cycle a process has to provide/send data to which aggregator. We

will omit these operations from our model for multiple reasons: first, performance

models for various algorithms for all-gather and all-reduce operations are available

in the literature [91]. We focus purely on the data exchange between processes and

aggregators. Second, these operations remain constant independent of the number

of aggregagors or other internal parameters of the two-phase I/O algorithm and are

thus irrelevant for developing a model that allows analytical determination of the

optimal values for these parameter (e.g., number of aggregators or collective buffer

sizes). An underlying goal of this work.
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Figure 5.3: An example for a 1-D block-row wise data decomposition of a 2-D matrix.

We analyze two very common data decomposition approaches used by applica-

tions and their impact on the communication costs of collective I/O algorithms,

namely a 1-D and a 2-D data decomposition.

1-D data decomposition

The first scenario assumes a one-dimensional data distribution of the data. Figure 5.3

shows an example of a 2-D matrix stored using row-major ordering of data (i.e.

following the C/C++ convention), a block-row wise data distribution. The numbers

in the matrix represent the position of that element in the flat file. As a result of this

data distribution in the parallel application, a contiguous chunk of data is assigned

to single process.
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As discussed in section 5.1.1, the number of iterations required by an aggregator

to gather the data assigned to it can be determined using eq. 5.5. We use some

special cases to derive the formulas for other parameters, namely, nas, nar, and ms.

Case I: if dp>bc If the amount of data that a process has to write is (significantly)

larger than the collective buffer size, the number of messages in a cycle is predomi-

nantly n1D
as = n1D

ar = 1, can be however up to 2 for elements at the boundary of an

aggregator partition. Considering that the default collective buffer size in current

MPI I/O implementations is in the range of 16→ 32 MB, and the data per process

dp can easily reach hundreds of MB per process, we will consider for our formulas

the dominant value, namely 1 message per cycle. The message length in that case

equal to the collective buffer size ms = bc.

Case II: if dp ≤ bc If the amount of data written by a process is less than the

collective buffer size, an aggregator will have to communicate with up to n1D
ar = d bc

dp
e

processes. The dominant message length in this scenario (extrapolating from the

assumption that dp is significantly lower than bc) isms = dp bytes, i.e. an MPI process

will send its data in a single message to the corresponding aggregator. Consequently,

n1D
as = 1.

2-D data decomposition

The two-dimensional data decomposition is a logical extension of the one-dimensional

case discussed in the previous subsection. For the sake of simplicity, we use process
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Figure 5.4: An example for a 2-D data decomposition of a 2-D matrix.

counts and matrix sizes that can easily be decomposed in two dimensions. Specifi-

cally, we assume that the number of processes can be decomposed in a 2-D cartesian

topology, such that

P = Px · Py (5.7)

and the data size per process is

dp = dx · dy (5.8)

An example is shown in Figure 5.4. In contrary to the 1-D scenario, each process

holds multiple, discontigous segments of data in the flat file. The data assigned to

a row of processes in the cartesian grid is logically before the data belonging to the

processes in the next row of processes. To understand the communication pattern

occurring for the even partitioning method in this scenario, several special cases are
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analyzed first.

Case I: If Pa = Px If the number of aggregators is equal to the number of processes

in the x-direction of the cartesian process topology, each row of processes has logically

a separate aggregator process. Assuming that every process has the same amount

of data, each aggregator communicates with nar = Py processes, and each process

sends data to only one aggregator, i.e. nas = 1. We derive the message length used

for the communication in the next case.

Case Ia: If Pa = c · Px An extension to the first case is given, if each row of

processes has more than one aggregator assigned. Due to the even partitioning

approach, c aggregators will split the partition created by the data of Py processes.

For example having two aggregators per row of processes would lead to the first

aggregator having the first half of the domain (consisting of dy/2 rows of data),

and the second aggregator the second half. Still, both aggregators would have to

communicate with all nar = Py processes. A process has to communicate with

nas = c aggregators in this scenario.

The message length ms is either bc
Py

in case the data of Py processes is exceeding

the collective buffer size bc of c aggregators, or dp
c

otherwise. It can be formulated

the following way:

ms =


bc
Py

ifdp · Py ≥ c · bc
dp
c

else
(5.9)

Since the else part of the above equation is not self-explanatory, we would like to

demonstrate its correctness by calculating the overall amount of data received by an
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aggregator. The product of nr · nar · ms should lead to the entire amount of data

being received by an aggregator. The first parameter is given by eq. 5.5, which leads

to

nr · nar ·ms = dP · dp
Pa · bc

e · Py ·
dp
c

= dPx · Py · dp
c · Px · bc

e · Py ·
dp
c

= dPy · dp
c · bc

e · Py ·
dp
c

Since dp ·Py < c ·bc according to the condition in eq. 5.9, the first fraction will always

be less than one, and the ceiling of that fraction will be 1. Thus, the overall amount

of data received by an aggregator is Py · dpc , i.e. 1
c

of the overall amount of data held

by a row of processes in the 2-D process topology, which is the expected outcome.

Two additional comments on eq. 5.9. First, the if part eq. 5.9 covers the vast

majority of real-life usage scenario. Second, there is theoretically a third potential

condition that would have to be added to eq. 5.9, in case it takes a single row of the

data matrix across less than Py processes to fill up the collective buffer size bc, i.e.

k ·dy > bc, with 1 <= k <= Py. In this case, an aggregator might communicate with

fewer than Py processes per cycle, and the message length would be ms = dy. A

quick estimate shows that assuming a collective buffer size bc of 32 MB, the overall

amount of data would have to exceed 1 PB (PetaByte) in size (i.e. a 2-D matrix

larger than 32 MB × 32 MB), which is as of today still unrealistic. Because of this,

we will ignore this scenario for the rest of the paper.
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Case Ib: If Pa > Px This case is a generalization of the previous case, assuming

that the number of aggregators is not an integer multiple of Px. Using the terminol-

ogy of the Case Ia, Pa = c · Px, with c not necessarily being an integer value in this

scenario. In this case, the domain assigned to a particular aggregator might span

more than one row of processes. The maximum number of processes an aggregator

has to communicate with is however still nar = Py, with the difference being that

the Py processes might be from different rows of the cartesian process topology. On

the sender side, the number of aggregators that a process has to communicate with

changes to nas = dce, with c being Px

Pa
. All other parameters are otherwise unchanged

compared to Case Ia.

Case II: If Pa = Px

c′
In this scenario, an aggregator would be responsible for the

partition generated by c′ rows of processes. Without going into the details for the

sake of simplicity, one can show that the formulas derived in the previous scenarios

Ia and Ib also applies for this configuration, by using c = 1
c′

.

To summarize the 2-D case, the parameters for this scenario are: n2D
ar = Py,

n2D
as = dPx

Pa
e, and the message lengths ms is given by eq. 5.9.

5.1.3 Static partitioning strategy

As discussed before, the static partitioning algorithm distributes data to the aggrega-

tors such that an aggregator is only required to communicate to a single I/O server.

This is beneficial for file systems such as Lustre, which utilizes a locking protocol that

assigns a write lock to a process for all segments of a file hosted by that I/O server.

If multiple aggregators would write data segments hosted by the same I/O server,
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the current lock assigned to one process would have to be revoked and re-assigned

to another process, which incurs significant costs.

1-D data decomposition

Recall that in this data decomposition, a contiguous chunk of data is assigned to

single process, as shown in Figure 5.3. The first process can for example send the

first, bc, bytes to aggregator one, the second, bc, bytes to aggregator two, and so

on, all within the same cycle. Thus, this file partitioning strategy leads to nas = Pa

in most realistic scenarios, and a message length ms = bc bytes if dp > Pa · bc,

and nas = dp/Pa otherwise. From an aggregator’s perspective, each aggregator will

typically only communicate with one process per cycle, i.e. nar = 1 (ignoring for the

moment the scenario where dp < bc).

2-D data decomposition

Following the previous example, we therefore derive formulas for some special cases

first, and then the more generic formulas based on the understanding of the special

cases.

Case I: if dy · Py = bc Each row of the global matrix represents data sufficient

to fill exactly the collective buffer of an aggregator, and thus each row of the data

matrix goes to a different aggregator. Each sender communicates per cycle to all Pa

aggregators, i.e. nas = Pa, unless the the number of data rows per process dx is less

than the number of aggregators Pa. In the latter case, nas = dx. The message length

will be m = dy in both cases. From the aggregator’s perspective, each aggregator
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will have to receive data from nar = Py processes in each cycle.

Case Ia: if dy · Py = c · bc Each row of the global matrix fills c collective buffers

at subsequent aggregator processes, assuming initially that c is an integer value.

Imagine for example a scenario based in Figure 5.4 of Pa = 4 aggregators, and

a collective buffer size of bc = 5 elements. A process in this scenario will only

communicate with subset of the aggregator processes, i.e. nas = Pa

c
. The message

length will still be an entire row of data held by a matrix, i.e. ms = dy. On the

receiver side, an aggregator will also only have to communicate with a subset of the

processes due to the occurring regular pattern, i.e. nar = Py

c
.

Case Ib: if dy · Py = c · bc This case is a simple extension to case Ia, assuming

that c does not have to be an integer value. Without going into the details, most

assumptions made in Case Ia still hold for this scenario as well, the main difference

being that one has to use the ceiling of the formulas derived for nas and nar.

Case II: if c′ · dy ·Py = bc In this scenario c′ rows of the global matrix are required

to fill a buffer of size bc. Thus, a process might have to combine the data of multiple

rows into a single message to generate enough data per cycle for the aggregator, i.e.

ms = c′ ·dy. Each process will ultimately communicate with either all Pa aggregators

or with as many aggregators as required to send the data of all of its dx rows. Thus,

nas =

 Pa ifdx ≥ c′ · Pa

dx
c′

else
(5.10)

On the receiving side, an aggregator has to receive nar = Py in each cycle. Note,

that the in contrary to the even partitioning case presented in the previous subsection,
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the formulas shown for Case Ib and II are not identical, i.e. simply calculating the

inverse of c′ and using it in Case Ib will lead to the incorrect result. However, for

c = c′ = 1, i.e. the borderline case for both scenario Ib and II, the parameters are

identical in both cases.

5.2 Discussion

The goal of this section is to evaluate properties of the models developed and demon-

strate the impact of the data distribution and partitioning strategy on the communi-

cation costs in a collective write operation. We focus on test cases using 144, 225, and

576 processes. These process counts were chosen to allow for an equal distribution

for the 2-D data decomposition cases in both dimensions.

First, to demonstrate the impact of the different data distributions and file par-

titioning strategies on the parameters of our models derived in the previous section,

we compare the values obtained for nas, ns, nar, nr, and ms for a particular scenario,

namely a data size of 1 GB per process, a collective buffer size of bc = 32 MB and

Pa = 64 aggregators. The resulting parameters are shown in Table 5.1.

Table 5.1: Parameters obtained for the different data decomposition and file parti-
tioning strategies.

Parameter even 1-D even 2-D static 1-D static 2-D
144 225 576 144 225 576 144 225 576 144 225 576

nas 1 1 1 6 5 3 32 32 32 64 64 64
ns 32 32 32 64 96 256 1 1 1 6 8 12
nar 1 1 1 12 15 24 1 1 1 12 15 24
nr 72 113 288 72 113 288 72 113 288 72 113 288
ms 32 MB 32 MB 32 MB 2.66 MB 2.13 MB 1.33 MB 32 MB 32 MB 32 MB 2.66 MB 2.13 MB 1.33 MB
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The values shown in Table 5.1 reveal two interesting observations:

• The parameters involved in the sender side (nas, and ns) are different for all

four scenarios. On the receiver side, however, there is difference in the values

of nar and nr for the 1-D vs. the 2-D cases, but the values for both parameters

are identical for the two partitioning strategies, i.e. 1-D even and 1-D static

lead to the same parameter values for nr and nar, and similarly for 2-D even

and 2-D static,

• The message sizes for the 2-D scenarios are shorter, requiring consequently a

larger number of messages to transfer the same amount of data compared to

the 1-D data distribution scenarios.

Lets analyze the parameter values obtained for 1-D even and the 1-D static sce-

narios in more details to highlight another properties of our models. The 1-D even

model requires 32 cycles, in each cycle a single message (of 32 MB) is being sent by a

process to a single aggregator. The 1-D static model on the other hand leads to just

1 cycle, within that cycle there will be however 32 messages (of 32 MB each) sent to

32 different aggregators. In our generic formula as shown in eq. 5.4, the first scenario

will lead to a larger number of network latencies L (since each cycle only includes the

cost of a single network latency), while the second scenario leads to a larger number

of gap per message g parameters. Thus, the difference in the costs between these

two models from the sender perspective will come down to the difference between

the costs of a network latency L vs. the gap per message parameter g.

To understand the implications of the difference, we calculated the actual costs of

the communication occurring in a collective write operations for LogGP parameters
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Table 5.2: LogGP Parameters used

Parameter Name Opuntia crill-IB crill-GE
L 6.04 µs 2.82 µs 32.96 µs
g 7.40 µs 7.4 µs 297 µs
o 25.88 µs 73.38 µs 139.7 µs
G 0.00351 µs 0.00067 µs 0.07991 µs

obtained from three different platforms/networks at the University of Houston: 56

Gbit Ethernet network on the opuntia cluster, the DDR InfiniBand network used by

the Crill cluster (referred to as crill-IB), for the same cluster using the administrative

Gigabit Ethernet network (referred to as crill-GE). The LogGP parameters were

obtained using netgauge v.2.4.6 [92]. For the subsequent analysis, the LogGP values

obtained for a message size of 128 KB were used 1. Table 5.2 lists the LogGP

parameters for all three platforms. The results shown in Figure 5.5 indicate that the

2-D data distributions has up to 5% higher communication costs compared to the 1-D

data distribution scenario for the DDR InfiniBand network. The difference between

the two data distributions however decreases with increase in message size. This

can be explained with the fact that with increasing message length the bandwidth

component of the formulas are dominating the overall execution time, and thus

the number of messages per cycle and the number of cycles become less relevant.

Results for the other two networks are similar both from quantitative and qualitative

perspectives.

The predicted differences between static and even partitioning are relatively low.

1In theory one would have to use the LogGP parameter values obtained for each message length
used. For the sake simplicity, we wanted to use a single value, which could be representative for
the various message lengths deployed by the actual implementations used in the next section
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Figure 5.5: Crill DDR IB 1-D vs. 2-D predictions.

In addition to the observation in the previous scenario about the bandwidth becoming

the dominant factor, there is one more factor contributing to this. With decreasing

ratio of no. of processes vs. no. of aggregators (i.e. P
Pa

), the receive operations

become the dominant component in our performance models. This is highlighted in

Figure 5.6, which shows percentage of time spent in the receive portion of the per-

formance models for all four scenarios. As discussed previously (e.g. see Table 5.1),

the receive part of the models are however identical between the static and the even

partitioning strategy for the same data decomposition. Thus, the difference between

static and even partitioning stemming purely from the sender side parameters.
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Figure 5.6: Crill-IB relative time spent in receive operations.

5.2.1 Influence of the collective buffer size

One of the advantages of having performance models is the ability to quickly evaluate

the impact of various parameters on the overall performance of the algorithm. For ex-

ample, in Figure 5.7 the impact of various values of the collective buffer size bc on the

communication costs of collective write operations is being evaluated. Specifically,

Figure 5.7 shows the predicted communication costs of a collective write operation

performed by 576 processes using 100 aggregator processes, in which every process

writes 1 GB of data as part of the operation. The LogGP parameters used in this

section are based on the Crill-IB platform. The results of this analysis indicate, that

there are significant performance improvements when increasing the collective buffer

size from lower values up to ∼16 MB, but the performance of the communication

operations does not further benefit from increasing bc beyond that.
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Figure 5.7: Crill-IB - Influence of collective buffer size.

In real life, the even and static partitioning strategies are used with very different

collective buffer sizes. Consider an HPC system connected to both, a Lustre storage

as well as a GPFS storage system. MPI I/O libraries use the static partitioning

for the Lustre file system, with bc typically being equal to the stripe size of the file

system, e.g., very often 1 MB. On the other hand, for a GPFS file system the even

partitioning strategy leads to better overall performance, and the collective buffer size

for this file system is often in the range of 32 MB. Figure 5.8 shows the difference

an application using a 2-D data decomposition strategy would experience in the

communication costs of a collective I/O operation, depending on the file system.

The results indicate, that purely from the communication costs perspective, using

the Lustre file system with a collective buffer size of 1 MB would lead to a significant

performance degradation compared to the other file system.
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Figure 5.8: Comparison of the communication costs of the even partitioning strategy
with a collective buffer size of 32 MB vs. the static partitioning strategy and a
collective buffer size of 1 MB.

5.2.2 Projections for large process counts

Performance models such as the one developed in this chapter allow to make pre-

dictions for systems and process counts that might not necessarily be available for

testing. For example, in Figure 5.9 and Figure 5.10 we show a study which allows us

to predict the number of aggregators required for a collective write operation when

using 10000 and 250,000 MPI processes. The LogGP parameters used in this study

are based on the newest of the three networks available to us, namely the 56 Gbit

Ethernet network. Such a study allows system architects to design the overall sys-

tem characteristics, for e.g., in the static partitioning strategy there is often a direct

correlation between the number of aggregator processes and the number of Object

Storage Server utilized. The results shown in Figure 5.9 indicates a necessity to have
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Figure 5.9: Communication costs for 10 k processes for different number of aggrega-
tors.

1̃k aggregators and Figure 5.10 necessitates to have somewhere around 8 k - 16 k

aggregators to minimize the communication costs of the collective write operation.

5.3 Comparison to actual measurements

In this section, we evaluate how well the performance models derived in section 5.1

match the actual measurements. Tests in this section have been executed on the

Crill cluster at the University of Houston using a pre-release version of Open MPI

2.1. The Crill cluster consists of 16 nodes with four 12-core AMD Opteron processor

cores each (48 cores per node, 768 cores total) and 64 GB of main memory per node.

We used in the subsequent tests the 4X DDR InfiniBand of this cluster.
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Figure 5.10: Communication costs for 250 k processes for different number of aggre-
gators.

To perform the required measurements, we modified the source code of the dy-

namic gen2 fcoll component in Open MPI to perform the communication in the

collective write operations only, i.e. removing the actual file system write operations

performed by the aggregators, and measure on a per process basis the time spent

in the shuffle step. Furthermore, the dynamic gen component has been modified for

our tests such that it is able to perform both, the static and the even partitioning

strategy, removing therefore all other potential sources for differences between the

two partitioning strategies.

Two benchmarks performing the 1-D and 2-D data decomposition of a two-

dimensional array of byte values have been developed, the different data decom-

position used reflected in the file-view registered with the MPI file. The benchmarks

contain a loop performing a collective write operation a fixed number of times, in our
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case 20 iterations. For each collective write operation, the time spent in communica-

tion is measured internally in the Open MPI component on each process separately,

and the maximum time across all processes is reported as the time spent in commu-

nication for each invocation. The benchmark reports the average and the maximum

time spent in communication operations across the 20 iterations. Furthermore, each

benchmark has been executed three times for each scenario, providing ultimately

for each scenario average and maximum values across 60 executions of the collective

write operations.

Tests have been executed for 36, 64, 144, 256, and 576 processes for data sizes

of (3, 800× 3, 800) bytes (∼13 MB), (8, 192× 8, 192) bytes (64 MB), and (16, 384×

16, 384) bytes (256 MB) per process, leading to overall file sizes between 468 MB

and 144 GB. Figure 5.11 and Figure 5.12 present a subset of the results obtained in

our tests. The first one depicts the measured and predicted communication times

of a collective write operation using the static partitioning strategy performed by

225 processes, each process writing 13 MB data. The second figure provides the

same information for the even partitioning strategy using 576 processes and 64 MB

per process. The communication times shown are normalized to the communication

times obtained using the smallest number of aggregators used in that scenario to

simplify the representation of the numbers.

The analysis indicate that the overall tendencies between predicted and measured

values are very similar. The performance improvement predicted by our models

when increasing the number of aggregators is higher than the actual improvement

observed. The difference stems from some limitations of the LogGP model, which
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Figure 5.11: Comparison of the measured and predicted normalized communication
times of a collective write operation using 225 processes, 13 MB per process using
the static partitioning strategy.

Figure 5.12: Comparison of the measured and predicted normalized communication
times of a collective write operation using 576 processes, 64 MB per process using
the even partitioning strategy.
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does not handle potential congestion occuring on the receiver side if many processes

try to communicate with a single aggregator.

To perform a systematic evaluation of the accuracy of our models vs. the mea-

surements over all data points, we analyzed the ratio of two consecutive data points

for some well defined scenarios. Specifically, we considered the following three cases:

1. Case 1: varying the datasize per process while maintaining a constant value

for the process count and the number of aggregators,

2. Case 2: varying the number of aggregators while maintaining a constant value

for the process count and the datasize,

3. Case 3: varying process count while maintaining a constant value for the num-

ber of aggregators and the datasize.

For our analysis, we consider a match between the model and the actual measurement

if two subsequent data points in a scenario have the same tendency. Using an example

from case 2, given a fixed number of processes and a fixed problem size, if increasing

the number of aggregators lead to a decrease in the communication time in both

the predictions made by our model and the actual measurements, we consider this

a match between the model and the data. If the models would predict a decrease in

the communication time, while the data shows an increase in communication time,

we would consider this a mismatch between the data and the model. Table 5.3, 5.4,

and 5.5 summarizes the results of the three cases.

Our experiments show a very good match in most cases between the models and

the measurements. There were 0 mismatches for both even and static file partitioning
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Table 5.3: Case 1: Evaluation of the models by varying the datasize per process (the
process count and the number of aggregators are constant)

match mismatch
Even 1D 37 0
Even 2D 36 0
Static 1D 40 0
Static 2D 20 0

Table 5.4: Case 2: Evaluation of the models by varying the number of aggregators
(the process count and the datasize are constant)

match mismatch
Even 1D 38 4
Even 2D 39 3
Static 1D 37 8
Static 2D 36 7

in case 1 for both 1-D and 2-D data distributions. For case 2, the even 1-D data

distribution had 38 matches and 4 mismatches, even 2-D had 39 matches vs. 3

mismatches. The worst compliance between models and measurements were given for

the static in case 2, with 37 matches and 8 mismatches for the 1-D data distribution

and 36 matches and 7 mismatches for the 2-D scenario. For case 3, the results are in

the range of 20 matches and 1 mismatch for the static 1-D scenario and 17 matches

with 3 mismatches for the even 1-D scenario. Ultimately, we conclude based on this

analysis that the models we derived can be used to predict tendencies for the cost of

collective communication in various data decomposition and file domain partitioning

strategies.
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Table 5.5: Case 3: Evaluation of the models by varying process count (the number
of aggregators and the datasize are constant)

match mismatch
Even 1D 17 3
Even 2D 17 2
Static 1D 20 1
Static 2D 19 1

5.4 I/O performance modeling

While just looking at the above discussed communication model, some might argue

that parameters like ns, number of send cycles that each process is involved in eq. 5.1

and nr, number of recieve cycles that each aggregator is involved in eq. 5.2 are

not necessary as the LogGP model handles multiple messages efficiently. But these

parameters play a vital role while looking at the bigger picture of I/O, i.e. each

aggregator is involved in receive function and then in an actual I/O operation to

the disk. Thus, each aggregator is involved in nr cycles of I/O. Therefore, the above

discussed model can be extended to collective I/O. However, modeling the whole I/O

operation is non-trivial, as:

1. I/O performance depends on the hardware characteristics the specific hard-

ware configuration limits potential network throughput, computation power

and available memory bandwidth. The selection of the optimal algorithm de-

pends on the hardware characteristics, the network topology and application

behavior. This dependency on component characteristics are mostly non-linear.

2. Even with the similar components, file access time varies according to the I/O

path chosen.
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In spite of these difficulties, a number of researchers worked on I/O modeling,

concentrating more on following two types:

1. To have an analytical model that captures the whole I/O operation. Various

projects aim at this modeling approach. In [93], Machine learning techniques

such as decision tree for optimal parameter setting that can be used for per-

formance prediction. In [32] the authors developed a performance model for

I/O-loads. However the model considers a simple I/O workload. This can how-

ever be extended to parallel I/O. Model developed here are used to calculate

the mean response time and access time for read and write operation.

2. System that simulates the I/O [94]. This is also called white-box modeling [95].

This provides not only very precise models but also the option of analyzing the

performance later using trace files. One of the major limitation of these model

is that every system or implementation needs to be treated individually.

PIOsimHD is one such event driven simulator which can evaluate MPI-IO im-

plementations. It is a hardware model where each component have many im-

plementations. These implementations has characteristics as parameters. Se-

quential transfer rate, average access time, track-to-track seek time and RPM

are used to model the I/O.

5.5 Conclusions

In this chapter, we derived performance models for the communication occurring in

collective write operations for the two most widely used file partitioning strategies
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used in MPI I/O libraries today. Our models take further the data decomposition

used by the parallel applications into account. We discuss properties of our per-

formance models and demonstrate using hardware parameters derived on various

platforms the potential impact on the performance of collective I/O operations. We

further provided the comparison to actual measurements performed on an InfiniBand

cluster. Our results indicate generally a good match between predicted and observed

behavior, although some minor discrepancies due to limitations of the LogGP model

as well as some simplifications introduced by our models are present.

The work can be extended in multiple directions. The first step involves extending

the existing models that were derived for collective write operations for collective read

operations as well. The more challenging extension will require including actual I/O

operations into our models, which is highly challenging due to the caching effects

occurring at various levels. A full evaluation of the predicted performance models

with realistic benchmarks and/or applications is also anticipated as a final step.
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Chapter 6

Summary

6.1 Contributions

The overall goal of this disseratation is to derive a model to predict the performance of

collective communication and data shuffling of I/O in HPC applications. To achieve

this, three specific aspects have been targeted

• A personalized MPI library

Open MPI has a large number of runtime parameters that influence the per-

formance of an application on a particular platform. To minimize the time

required to tune these runtime parameters, we introduced the notion of a per-

sonalized MPI library by creating a custom set of runtime parameters for a

particular application and platform. We have evaluated the effectiveness of the

personlized MPI library by comparing the time required to tune multiple pa-

rameters for various benchmarks using three different search algorithms,namely
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‘Brute force search algorithm’, ‘attribute based search algorithm’ and ‘2 K fac-

torial search algorithm’. The results indicate that the tuning time for the 2 K

factorial search algorithm is significantly lesser in all scenarios when compared

to the other two search algorithms, while the qualities of the solutions found

were either identical or very close to the solution derived from an exhaustive

search. We also introduced a framework developed for the purpose of storing

application and platform specific parameter sets in a database and retrieving

these parameter sets using the mpiexec tool of the MPI library.

• Performance modeling of collective communication

We developed various theoretical models in order to obtain the expected perfor-

mance improvement for multiple collective operations and algorithms, given an

improvement in the performance of a point-to-point operation of a particular

message length. We focussed on collective operations because they are com-

monly used in parallel applications and have been analyzed extensively from a

theoretical and practical perspective. Our key findings include:

1. a demonstration that based on the models developed, many algorithms

and collective operations inherently show a different, often lower perfor-

mance improvement compared to the performance benefit observed for an

individual point-to-point operation,

2. a good match in the predictions made by our models and the actual ob-

servations, in respect of many algorithms and collective operations.
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• Performance modeling of collective I/O

Performance models are derived for the communication occurring in collective

write operations for the two most widely used file partitioning strategies used

in MPI I/O libraries today. These models take the data decomposition used

by the parallel applications into account and demostrate the potential impact

of hardware parameters on the performance of collective I/O operations. They

also provides a comparison with the actual measurements taken on an Infini-

Band cluster. The results obtained showed a significant match between the

predicted behavoir and the behavior actually observed, with minor discrep-

ancies observed on account of limitations of the LogGP model, and also on

account of a few simplifications introduced by the present models.

6.2 Future work

All the three tasks discussed above can be further developed with more accurate and

complete model of HPC application.

• Currently the database managed by the personalized MPI library has limited

number of attributes as metadata and to retrieve an optimized parameter (from

the database) for a particular scenario, query has to have a match for all of

these attributes. However, this can be further developed to allow for more

generic query options, and thus broaden the utilization of parameters to more

applications and scenarios. This would necessitate the introduction of different
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categories of runtime parameters in the database, such as networking param-

eters, collective parameters etc. Additionally, a number of other algorithms

from experimental design theory can also be investigated to extend the search

algorithms and make them more robust.

• The performance models of all three collective communications can be extended

by including other collective operations and network interconnects. An inter-

esting extension would be the incorporation of multiple message lengths in the

model, as applications generally have more that one message length.

• For performance modeling of collective I/O, models are derived for collective

write operation, this can be extended to collective read operations. The more

challenging extension however would entail the inclusion of actual I/O opera-

tions into the already developed models. The challenge however would be to

overcome the problem of caching. The performance models could also be used

to compare performance with applications or realistic benchmarks.
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