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ABSTRACT 

This work encapsulates different aspects of Sum Frequency Generation (SFG) spectroscopy, 

microscopy, and image processing. It is focused on three areas, namely, super-resolution SFG 

imaging, molecular orientation analysis for rubrene surface, and improvements in chemical 

assignment of pixels in SFG imaging. For super-resolution SFG microscopy, a specialized 

ground state depletion scheme was implemented by modifying the SFG raster scan imaging 

technique. This strategy deployed a donut shaped depletion beam that suppresses the SFG signal 

from the peripheral regions of the area illuminated by focused beams used in the raster scan. This 

improved the spatial resolution by threefold. However, spatial resolution beyond diffraction limit 

was not attained due to lack of specialized focusing optics. The molecular orientation of the 

rubrene single-crystal surface was determined using SFG spectroscopy with spectra acquired 

under different azimuthal orientations and polarization combinations. The SFG analysis 

indicated a 45° tilt from the surface normal for the phenyl rings of the molecules on the rubrene 

surface. Finally, a Neural Networks (NNs) based machine learning approach was developed to 

improve chemical assignment for the pixels in SFG imaging. In this technique, NNs were trained 

through supervised learning in which they were shown spectra with known chemical labels. 

Afterwards, they were deployed to predict chemical labels for new pixel spectra. The tests 

returned above 90 % accuracy under high spectral noise conditions; hence, removing pixel 

binning requirements traditionally encountered in spectral fitting approach for chemical analysis. 

 



v 
 

Table of Contents 
CHAPTER 1: INTRODUCTION .............................................................................. 1 

Surface Chemistry ........................................................................................................................1 

Theory ..........................................................................................................................................5 

SFG Spectroscopy ....................................................................................................................7 

Ground State Dependence of SFG  ..........................................................................................8 

SFG Imaging ..............................................................................................................................11 

Conclusion ..................................................................................................................................13 

CHAPTER 2: EXPERIMENTAL SETUP .............................................................. 15 

Introduction ................................................................................................................................15 

Main Laser ..................................................................................................................................15 

OPG/OPA ...................................................................................................................................16 

SF Detection ...............................................................................................................................17 

CHAPTER 3: SUPER-RESOLUTION IN SFG MICROSCOPY .......................... 20 

Introduction ................................................................................................................................20 

Super-Resolution Technique ......................................................................................................22 

Simulation ..................................................................................................................................24 

SFG with Ground State Depletion ..........................................................................................24 

Spatial Profile Function  .........................................................................................................28 

Optical Setup ..............................................................................................................................30 

LabView and Motion Electronics ..............................................................................................33 

IR Beam Alignment Procedure ..................................................................................................36 

Beam Shaping  ...........................................................................................................................37 

CHAPTER 4: RESOLUTION ENHANCEMENT RESULTS ............................... 42 

Sample ........................................................................................................................................42 

SFG Signal Depletion .................................................................................................................43 

Resolution Improvement ............................................................................................................46 

Conclusion and Future Direction ...............................................................................................49 

CHAPTER 5: SFG STUDIES OF RUBRENE SINGLE-CRYSTAL SURFACE . 51 

Introduction ................................................................................................................................51 

Rubrene Molecular Structure .....................................................................................................52 

Sample ........................................................................................................................................53 



vi 
 

SFG on Rubrene .........................................................................................................................56 

Experimental Technique .........................................................................................................56 

Results  ...................................................................................................................................57 

Spectral Curve Fitting ............................................................................................................59 

Orientation Analysis ...................................................................................................................66 

Discussion ..................................................................................................................................76 

Conclusion ..................................................................................................................................79 

 

CHAPTER 6: NEURAL NETWORKS FOR CHEMICAL IMAGE ANALYSIS . 80 

Introduction ................................................................................................................................80 

Neural Network Basics ...............................................................................................................83 

Sample – Self Assembled Monolayers .......................................................................................87 

SFG Imaging Setup ....................................................................................................................88 

Data Preparation .........................................................................................................................90 

Neural Network Training ...........................................................................................................92 

Results and Discussion ...............................................................................................................93 

Conclusion ................................................................................................................................102 

 

BIBLIOGRAPHY .................................................................................................. 104 

APPENDIX ............................................................................................................ 114 

 

 

 



vii 
 

LIST OF TABLES 

 

Table 1: Curve fitting results for the edge scan of Si(111):H sample with probe SF48 

Table 2:  RHEED analysis of the single-crystal rubrene surface performed along 

differed surface indices ..................................................................54 

Table 3: Orientation parameters for surface phenyl groups ...................................74 

Table 4: The test or validation accuracy of trained NNs on completely unseen data95 

Table 5: Histograms for the binary spatial maps of SAMs using 10% and 90% 

probability threshold ....................................................................101 



viii 
 

LIST OF FIGURES 

 

Figure 1: Two sample surfaces where red and blue regions indicate different 

chemical natures. The two surfaces have same total red and blue 

areas but different spatial distributions. For a surface chemistry 

technique without spatial specificity, both samples will appear 

identical. ...........................................................................................3 

Figure 2: Pictorial description of the SFG process. (a) Momentum conservation in 

a typical experimental geometry for surface SFG, (b) Nonresonant 

SFG process, and (c) Resonant SFG process in terms of energy 

level diagrams. In (b) and (c) the dashed lines represent non-

stationary energy levels, and solid lines represent stationary energy 

levels. 𝜈1 is the excited and 𝜈0 is the vibrational ground state. ......6 

Figure 3: Fractional population along with the SF signal in an SFG signal 

depletion simulation for a 2-level system. .....................................11 

Figure 4: Schematic for ESKPLA laser. Image adapted from user manual for the 

laser [82]. .......................................................................................16 

Figure 5: Optical diagram for OPG/OPA system [87]...........................................17 

Figure 6: Workflow for SF signal detection from typical optical setup. ...............19 

Figure 7: Pictorial representation of super-resolution SFG microscopy scheme. 

(A) and (B) show the effective increase in resolution by the 

application of a donut shaped pump IR. (C) displays the 

experimental geometry. Since it is an oblique incidence geometry, 

the shape of beams in the surface plane (xz-plane) are elongated 

along the directions of incidence (x-axis). (A) normally the SFG 

process takes place on the entire area of probe IR focal Spot. (B) 

with the help of pump IR the SFG process is suppressed in the 

peripheral regions of the probe IR focal spot, effectively giving an 

enhanced resolution. ......................................................................23 

Figure 8: Ground State population for a system with 1 ns lifetime using Pump IR 

with 500𝐽𝑚2  fluence. ...................................................................26 

Figure 9: The fractional populations after pump IR acts for 21 ps. .......................27 

Figure 10: Probe SF signal intensity as a function of pump IR intensity after the 

pump IR acts for 21 ps. ..................................................................28 

Figure 11: SFG from a Gaussian shaped Probe IR of an arbitrary width and a 

broad, collimated visible beam. The intensities of both beams are 

kept arbitrary. .................................................................................29 

Figure 12: The probe SF intensity profile modified under the influence of pump 

IR. The outer diameter of pump IR is same as the outer diameter of 



ix 
 

probe IR in these simulations. The pump IR fluence used in this 

simulation is 1000𝐽𝑚2. .................................................................29 

Figure 13: Comparison of probe SF profiles with and without the ground state 

depletion by pump IR.....................................................................30 

Figure 14: Top view of the optical setup for super-resolution raster scan 

microscope. X and Y axis are in the horizontal plane. Red, orange, 

and green lines represent the probe IR, the pump IR, and the 532 

nm visible beams, respectively. The SF signal is shown in blue. ..32 

Figure 15: Front panel of LabView program created for collecting spectra. The x-

axis represents IR wavelength and the y-axis shows SF signal 

amplitude........................................................................................34 

Figure 16: Logical flow of steps for SFG spectrum collection program. ..............34 

Figure 17: Front panel of LabView program for raster scanning SFG microscopy.35 

Figure 18: Logical flow of processes inside LabView raster scanning program. ..35 

Figure 19: KTP sample scheme for visualizing and ensuring beam shape, quality, 

and overlap at the sample position. The inset (right) shows KTP 

sample. ...........................................................................................37 

Figure 20: Simulation results for the phase-plate focal spot for normal incidence. 

The beam is traveling in z direction and the focal spot is observed 

in xy-plane (left panel). On the right the two panels show line 

profiles for the intensity along x-axis (top) and y-axis (bottom). 

The input beam is considered Gaussian with 1 cm diameter [101].38 

Figure 21: Intensity profile in the plane of incidence [101]. .................................39 

Figure 22: Beam profiles on KTP powder sample. The profiles are stretched along 

x-axis due to oblique angle incidence. ...........................................40 

Figure 23: Average intensity profiles along the vertical z axis for the pump and 

probe IR. On the top, the regions selected for generating the pump 

and probe line profiles are indicated by the yellow outlines. On the 

bottom, the average vertical profiles through the center of the two 

beams are plotted. ..........................................................................41 

Figure 24: Preparation procedure for hydrogen terminated silicon surface. .........43 

Figure 25: Probe SF spectral scans with Pump IR ON and OFF. Starting with 

pump OFF, the successive scans alternate between pump ON and 

pump OFF. The 1st pair of scans is blue, 2nd green, 3rd yellow, 4th 

orange, 5th red, and 6th purple. The decrease in peak intensity 

across successive scans is due to the sample damage induced by 

the incident beams..........................................................................45 

Figure 26: Step edge scan results with Si(111):H sample moved long the z-axis. 

The probe SF with pump IR OFF and pump IR ON are plotted 

along with curvefitting results. ......................................................47 

file:///C:/Users/noshe/Desktop/PhD%20Work/working%20copy%20-%20PhD%20Dissertation%20-%20Shah.docx%23_Toc46760429
file:///C:/Users/noshe/Desktop/PhD%20Work/working%20copy%20-%20PhD%20Dissertation%20-%20Shah.docx%23_Toc46760429
file:///C:/Users/noshe/Desktop/PhD%20Work/working%20copy%20-%20PhD%20Dissertation%20-%20Shah.docx%23_Toc46760429


x 
 

Figure 27: The spatial profiles calculated form the curve fitting performed on the 

probe SF knife-edge scan with and without pump IR....................49 

Figure 28: Molecular structure of rubrene. The basic bond diagram is on left. The 

center and right figures illustrate the molecular geometry in 3D. .52 

Figure 29: Rubrene single-crystal with the corresponding absorption spectrum. 

The absorption bands along a- and b-axis are represented by the 

purple and blue lines, respectively. The labels 𝑎𝑖 and 𝑏𝑖 indicate 

absorption peaks.............................................................................53 

Figure 30: A unit cell in a single-crystal rubrene. The crystal axis are denoted by 

a, b, and c. The molecular axis are represented by L, M, and N. ...55 

Figure 31: The SFG setup for the rubrene single-crystal. (A) shows experimental 

geometry in the plane of incidence i.e., laboratory xz-plane. (B) 

shows the top view of the rubrene sample in the rotatable cell. The 

surface of rubrene is in laboratory xy-plane and the surface normal 

is along laboratory z-axis for this study. ........................................57 

Figure 32: Rubrene SFG for PPP polarization combination. Each one of these 

spectra was collected at different azimuthal angle in the laboratory 

frame. The corresponding azimuthal angle is given on the right of 

each spectrum. The sudden fall in the nonresonant SF at the start is 

due to the cutoff of the signal detector. ..........................................58 

Figure 33: Rubrene SFG for SSP polarization combination. Each one of these 

spectra was collected at different azimuthal angle in the laboratory 

frame. The corresponding azimuthal angle is given on the right of 

each spectrum. The dashed lines represent the peaks found in C-H 

stretch region for CH, CH2, and CH3 groups. ................................59 

Figure 34: Data preparation procedure for spectral curve fitting of PPP and SSP 

SFG on rubrene. .............................................................................60 

Figure 35: Gold SFG response collected in PPP polarization combination. The 

plot shows normalized gold SF signal with 25 𝑐𝑚 − 1 smoothing 

to remove any artifacts from noise.................................................60 

Figure 36: Spectral fitting (blue curve) along with the experimental data points 

(black dots) for rubrene spectra. The two example spectra shown 

here were obtained at different azimuthal angles with the PPP 

polarization combination. ..............................................................62 

Figure 37: Spectral curve fitting results for PPP SFG spectra plotted on polar plots 

with radial distance from the center representing magnitude. All 

components i.e., resonance amplitude, nonresonant amplitude, 

damping, and relative phase show anisotropy. The damping 

displays only slight variation; however, the other components 

show large change in magnitude. ...................................................63 



xi 
 

Figure 38: Spectral fitting results for SSP spectra containing polar plots of the 

resonance amplitude, phase, and damping coefficient. Furthermore, 

the actual sample is also shown for reference. ...............................64 

Figure 39: Comparison between the resonance response amplitude from PPP and 

SSP polarization combinations with red bars indicating 95% 

confidence interval. The maxima for the two amplitudes are 

azimuthally shifted by 90°. ............................................................65 

Figure 40: Resonance response amplitude ratio between the PPP and SSP 

polarization combinations. For every data point, the red bars 

represent the intervals obtained by taking the ratio between its 

maximum and minimum values within 95% confidence interval. 66 

Figure 41: The orientation relation between the molecular, crystal, and laboratory 

frames. (A) and (B) represent the molecular structure from two 

different viewing angles. (C) shows the molecular orientation on 

the crystal’s surface in ab crystal plane. Finally, (D) represents the 

orientation relation between crystal abc-axis and laboratory xyz-

axis. If the azimuthal angle is zero degrees, the a- and b-axis align 

with laboratory x- and y-axis. The tilted representation emphasizes 

azimuthal rotation 𝜁. ......................................................................67 

Figure 42: Angular degrees-of-freedom for a phenyl ring on the rubrene single-

crystal’s surface. The a, b, and c are the crystal axis. Their relation 

to the laboratory and the molecular axis is explained in the 

previous figure. 𝛬, 𝜂, and 𝜉 are the native axis for the phenyl ring.68 

Figure 43: Azimuthal variation in the effective susceptibility, macroscopic 

susceptibility, and Fresnel factors for the SSP polarization 

combination. For this simulation 𝜃 = 0°, 𝜓 = 0°, and 𝜙 = 38°. ..71 

Figure 44: Azimuthal variation in PPP and SSP effective susceptibilities. For this 

simulation 𝜃 = 0°, 𝜓 = 0°, and 𝜙 = 38°. .....................................72 

Figure 45: Fitting between simulated and experimental SFG amplitude ratios 

between PPP and SSP polarization combinations. Plots (a), (b), and 

(c) show the progression of the fitting process with final fit 

achieved in plot (c). In plot (a) 𝜃 = 0°, 𝜓 = 0°, and 𝜙 = 32°. In 

plot (b) 𝜃 = 45°, 𝜓 = 0°, and 𝜙 = 32°. Finally, in plot (c) 𝜃 =
45°, 𝜓 = 7°, and 𝜙 = 32°. .............................................................73 

Figure 46: Variation in the simulated polarization ratio by changing the 

orientation parameters individually across the range of the curve 

fitted results. The default values are 𝜃 = 45°, 𝜓 = 12°, and 𝜙 =
33°. In each panel, only one parameter is changed while the other 

two are kept at their default values. (a) represents the variation in 

𝜃, (b) shows curves for different values of 𝜓, and (c) shows 

variation in 𝜙. ................................................................................75 



xii 
 

Figure 47: Two different energy pathways for electronically resonant SFG from 

rubrene single-crystals. The solid energy levels represent stationary 

electronic states. .............................................................................76 

Figure 48: Absorption bands form the excitonic transitions observed in a single-

crystal rubrene at an oblique incidence of 20° and 10° in the bc 

crystal plane. Image adapted from publication by Tavazzi et. al., 

[148]. ..............................................................................................77 

Figure 49: Functional layout of a perceptron. 𝑥𝑖 represent inputs, 𝑤𝑖 represent 

weights, b is the bias, and f(y) is the output. ..................................84 

Figure 50: A fully connected Neural Network with two hidden layers. The input 

layer has three perceptrons, the hidden layers have four 

perceptrons each, and the output layer contains two perceptrons. 

The spectral data enters the network from the left. The Output 

layer perceptrons generate the probabilities of possible chemical 

labels for the spectra. .....................................................................86 

Figure 51: Alkane thiols used to prepare data for Neural Network training and 

testing [87]. ....................................................................................88 

Figure 52: Schematic for direct imaging SFG microscope setup. The SF beam is 

represented by a blue line. The relay lens provides a one-to-one 

mapping of the surface to the grating. The microscope objective 

provides a 10X effective magnification [87]. ................................89 

Figure 53: Mid-IR is scanned and an SFG image is acquired for every 5 

wavenumbers. The image stack is shown in the top left corner. The 

top right corner shows a representative image from the stack with 

pixel binning. Extracted spectra form different regions of interest 

with binned pixels are represented in the bottom half [45]. ..........90 

Figure 54: Data processing steps for creating training and testing data. ...............91 

Figure 55: Spectra for SAMs from all pixels of the image stack. ..........................93 

Figure 56: Example spectra from single pixels from image stacks of 5 different 

SAMs. These spectra have extremely low signal to noise ratio and 

are difficult to distinguish by spectroscopic intuition or spectral 

fitting. .............................................................................................94 

Figure 57: The spectra from binned image stacks of 5 different SAMs. ...............94 

Figure 58: Relation between the accuracy and the number of pixels averaged for 

each spectrum.................................................................................96 

Figure 59: Tracking overfitting for training with single-pixel spectra. .................97 

Figure 60: Tracking overfitting for training with 8x8 binned pixel spectra. .........97 

Figure 61: Spatial maps for SAMs generated by trained NNs on the single-pixel 

spectra. Each frame is a probability map for a single component. 



xiii 
 

These spatial maps follow the shape of stamp patters used to create 

the SAMs. ......................................................................................98 

Figure 62: Binary spatial maps for different SAMs with 10% probability 

threshold. Any pixel that has greater than 10% probability for a 

SAM, is included in the map of that particular SAM. ...................99 

Figure 63: Binary spatial maps for different SAMs with 90% probability 

threshold. In these binary maps, only those pixels are included that 

show more than 90% probability for the corresponding SAMs. .100 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1 
 

Chapter 1 

Introduction 

1.1 Surface Chemistry 

The forces exerted by the neighboring molecules affect the physical and chemical properties of a 

molecule. Inside an isotropic medium, a molecule experiences identical forces from all directions. 

However, the interface between two isotropic media is by nature anisotropic. This results in 

application of non-centrosymmetric forces on the surface molecules. Consequently, interfaces 

frequently show exceptional properties, which are different from those of the bulk media. 

Furthermore, in many chemical systems, the chemical activity is dominated by the chemistry at 

the interface [1]. Therefore, surfaces and interfaces have been a topic of extensive scientific 

research, leading to the development of specialized field of surface chemistry [2, 3]. 

A thorough understating of surface chemistry is becoming increasingly important as modern 

scientific and engineering advances have necessitated increased chemical control of the systems 

used in these applications, especially in areas such as nano-particles [4, 5], corrosion [6], wetting 

[7, 8], and catalysis [3]. In biology, surfaces such as cell membranes play a vital role in not only 

separating the inter- and intra-cellular environments but also mediating the sophisticated exchange 

between them [9]. In nano-technology, a reduction in particle size leads to an increase in the ratio 

of surface area to volume, which increases the overall contribution of the surfaces, especially 

impacting the particle-particle and particle-media interactions [10]. A simple modification of the 

nano-particle surface can result in pronounced changes in their colloidal behaviors such as 
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suspension and aggregation dynamics.  In corrosion and catalysis, surfaces play a key role in 

initiating or inhibiting the underlying chemical reactions [11]. In some of these systems, the 

presence of even a single-molecule-thick layer on the metal surface, may lead to enhanced 

resistance to corrosion or poisoning of a catalyst [12, 13], thus, rendering the system chemically 

effective or completely ineffective. Surface modifications can also improve or reduce water 

repellency, giving control over hydrophobicity and hydrophilicity with far-reaching technical and 

engineering applications [14]. 

A proper understanding of chemical and physical properties of a surface requires investigation of 

their molecular origins. However, these studies can often be challenging since the interface 

contains only a fraction of molecules compared to the bulk. The bulk contribution can easily 

overwhelm the chemical signatures of the surface species. This requires techniques, which are both 

surface specific and chemically sensitive.  

In addition to unique chemistry, surfaces also display 2D-spatial heterogeneity in the surface plane. 

Surface heterogeneity plays a crucial role in both chemical and physical functionality of surfaces. 

For example, various grains in polycrystalline electrodes may show different chemistry [15-17]; 

wetting of a surface may change by micro texturing [18]; and specific sites on a cell membrane 

mediate material exchange [19]. Ensemble-probing technique that collects an average response 

from a surface would not be able to resolve its chemical heterogeneity. This is illustrated in Figure 

1, where the two sample surfaces have the same average chemical composition but different spatial 

distribution. If the whole regions are probed, both may give resembling response to any technique 

that is insensitive to 2D-spatial heterogeneity over the surface. 
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Figure 1: Two sample surfaces where red and blue regions indicate different chemical natures. The two surfaces have 

same total red and blue areas but different spatial distributions. For a surface chemistry technique without spatial 

specificity, both samples will appear identical. 

Multiple techniques have been developed to study interfacial chemistry. A whole range of 

scanning probe techniques utilizes different physical and chemical interactions between the sample 

and a fine tip in close proximity, e.g., Scanning Tunneling Microscope (STM) [20, 21], Atomic 

Force Microscope (AFM) [22], and Functionalized-AFM [23, 24]. These methods yield superb 

spatial resolution but may pose challenges in chemical identification or cause modification of 

surface species. Furthermore, the dependence on a tip creates its own challenges in probing buried 

interfaces such as a solid-solid interface. On the other hand, far-field spectroscopic techniques 

such as IR and Raman have been adapted to limit the thickness of material probed by the incident 

light, hence making them pseudo-specific to the interface [25, 26]. Particularly, Raman 

spectroscopy has been modified using the electric field enhancement on rough surfaces to generate 

surface enhanced Raman Spectroscopy (SERS). In addition to rough surfaces, SERS is also 

applicable to nano-structures, which are specially fabricated to gain an electric-field enhancement. 

As a result, SERS has acquired reasonable spatial specificity and excellent spatial resolution [27-

29]. However, the dependence on an enhancement of the electric field from substrates limits the 

versatility of this technique. Another significant class of surface techniques utilizes ions, electrons 

or neutrons [30-33], as these high energy particles have short interaction lengths compared to 

photons. However, these techniques often require vacuum conditions and are limited to solid-
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vacuum or liquid-vacuum interfaces. Recent developments are pushing these methods towards 

ambient conditions [34-38].  

Sum frequency generation (SFG) spectroscopic methods are particularly useful probes for surface 

chemistry. They are both surface-specific and chemically sensitive, and they can be used in-situ 

under ambient conditions [39]. Unlike scanning-probe methods (e.g., AFM and STM), SFG does 

not require any tip to be close to the surface under study. Therefore, the probing and detection may 

be conducted from a distance (or in a far field). In contrast to electron diffractions and ion 

emissions, it does not require vacuum. In comparison with other spectroscopic techniques such as 

Attenuated Total Reflectance Fourier Transform Infrared (ATR FTIR) and Total Internal 

Reflectance Raman (TIR Raman), SFG signals are only produced from the few-atom-thick 

interface where the chemical or physical properties change [39-41]. However, SFG signals are 

typically quite weak. This inherent weakness creates unique challenge, including the dependence 

on an intense pulsed-laser as the optical source and a sensitive detector for detection. Despite these 

challenges, the spectroscopic chemical specificity and surface sensitivity, typically without the 

need of background subtraction, make SFG an indispensable tool for a wide variety of systems. Its 

abilities for the surface chemistry have been summarized in several publications [39-43]. SFG has 

been particularly useful for characterizing self-assembled monolayer systems, surfactants, ionic 

liquid interfaces, solid-air interfaces, and many other systems. 

In self assembled monolayers (SAMs), SFG spectroscopic imaging has been instrumental in 

characterizing the orientations, packing, conformational orders, chemical identification, surface 

heterogeneity, and multiple other properties on different metallic and non-metallic substrates [44-

46]. Furthermore, SFG spectroscopy has enabled the study of interfacial ordering for ionic liquids 



5 
 

at air-liquid, dielectric-liquid, metal-liquid, and multiple other interfaces [47-58]. In these systems, 

the electrical, chemical, thermodynamic, and steric effects introduce ordering in the ionic liquid 

interfaces. In these SFG active ordered layers, the orientation, packing, and location of ions convey 

vital information about the complex forces at the interface.  

1.2 Theory 

SFG is a second-order nonlinear process in which two laser beams interact with the material to 

produce a third one with an energy that is sum of the original two. Typically, the two input beams 

consist of a mid-IR and a visible beam. The conservation of energy leads to the following relation 

𝜔𝑆𝐹 = 𝜔𝑉𝑖𝑠 + 𝜔𝐼𝑅 𝐸𝑞. (1) 

where 𝜔𝑉𝑖𝑠 and 𝜔𝐼𝑅 are the frequencies of the input beams, and 𝜔𝑆𝐹 is the frequency of the output 

beam. Furthermore, the component of momentum parallel to the surface is also conserved; 

consequently, 

𝑘⃗ ||,𝑆𝐹 = 𝑘⃗ ||,𝑉𝑖𝑠 + 𝑘⃗ ||,𝐼𝑅 

𝑛𝑆𝐹𝜔𝑆𝐹𝑠𝑖𝑛(𝜃𝑆𝐹𝐺) = 𝑛1𝜔1𝑠𝑖𝑛(𝜃1) + 𝑛2𝜔2 𝑠𝑖𝑛(𝜃2) 𝐸𝑞. (2)  

where 𝑘⃗ ||′s are the parallel components of the wave vectors, 𝑛’s represent refractive indices and 

θ’s represent the angle of incidence or emission for the three beams involved in the SFG process 

[41-43, 59]. The mathematical relations of Eq. 1 and Eq. 2 are pictorially represented in Figure 2. 

From a macroscopic point of view, the two incident beams initiate the SFG process on the surface. 

The oscillating electric fields of these lasers induce an oscillating polarization in the sample 

material.  
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Figure 2: Pictorial description of the SFG process. (a) Momentum conservation in a typical experimental geometry 

for surface SFG, (b) Nonresonant SFG process, and (c) Resonant SFG process in terms of energy level diagrams. In 

(b) and (c) the dashed lines represent non-stationary energy levels, and solid lines represent stationary energy levels. 

𝜈1 is the excited and 𝜈0 is the vibrational ground state. 

 

This polarization can be resolved into different response components [41, 59-61]. 

𝑷 = 𝑷(1) + 𝑷(2) + 𝑷(3) + ⋯  

In this expansion the second order component can be expressed as 

𝑷(2) = 𝝌(2): 𝑬1𝑬2 𝐸𝑞. (3) 

where  𝝌(2) is a nonlinear susceptibility tensor and 𝑬1,2 indicate the electric field vectors of the 

two input lasers. In centrosymmetric media, an inversion operation leads to 

−𝑷(2) = 𝝌(2): (−𝑬1)(−𝑬2) 

−𝑷(2) = 𝝌(2): 𝑬1𝑬2 = 𝑷(2) 

which is only possible if 𝝌(2) = 0 ; therefore, the SFG process becomes surface specific in 

centrosymmetric media. 

(a) (b) (c) 
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The oscillating polarization acts as a source for generating the sum frequency (SF) electro-

magnetic wave with the following intensity  

𝑰𝑆𝐹 ∝ |𝑷(2)|2 = |𝝌(2): 𝑬1𝑬2|
2
 𝐸𝑞. (4) 

In an energy level description, the two input lasers take the material from the ground state to some 

non-stationary states. The material then goes back to the ground state by emitting a SF photon as 

shown in Figure 2(b). If one of the intermediate states is a stationary state, such as a vibrational 

excited state, the process becomes resonance-enhanced (Figure 2 (c)). 

𝝌(2) = 𝝌𝑁𝑅
(2)

+ 𝝌𝑟𝑒𝑠
(2)

 𝐸𝑞. (5) 

Therefore, the SF intensity becomes resonance-enhanced when one of the input lasers is 

frequency-matched with the vibrational transition. The frequency-matched beam creates a 

coherence from the vibrational ground state to the excited state. The visible beam then takes it to 

the virtual/non-stationary state. From non-stationary state, the molecule quickly falls back to 

vibrational ground state by emitting the SF photon. 

1.2.1 SFG Spectroscopy 

In vibrational spectroscopy applications, one of the two input beams is scanned through the mid-

infrared (mid-IR) frequencies where vibrational transitions of the molecules reside. The other 

beam is traditionally kept in the visible frequencies so that the sum frequency beam is generated 

in the visible frequency range where multiple sensitive detectors are available. The molecular 

information for the surface is contained in the resonant component of the SFG process. Therefore, 

the problem boils down to measuring 𝝌(2) for the surface. Different components of 𝝌(2) can be 

accessed by selecting different polarizations of the input laser beams and output SF signal [42, 43]. 
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The macroscopic nonlinear susceptibility 𝝌𝑖𝑗𝑘
(2)

 is related to microscopic hyperpolarizability of the 

surface molecules by [43, 62]: 

𝝌𝑖𝑗𝑘
(2)

= 𝑁𝑠 ∑ 〈𝑅𝑖𝑖′𝑅𝑗𝑗′𝑅𝑘𝑘′〉𝛽𝑖′𝑗′𝑘′

𝑖′𝑗′𝑘′

. 𝐸𝑞. (6) 

where Ns is the number density of molecules on the interface; R’s are the rotational transformation 

matrices between the lab coordinates and the molecular coordinates; 〈〉 indicates orientational 

average over all surface molecules; and 𝛽 is the molecular hyperpolarizability. 𝛽 can be further 

decomposed into a nonresonant and a resonant part [43]: 

𝛽 = 𝛽𝑁𝑅 + ∑
𝑛𝑞𝛽𝑞

𝜔𝐼𝑅 − 𝜔𝑞 + 𝑖 Γ𝑞
𝑞

. 𝐸𝑞. (7) 

In the resonant part, 𝛽𝑞, 𝜔𝑞 , and Γ𝑞 are the SFG amplitude, frequency, and damping rate of the qth 

vibrational mode, respectively. 𝑛𝑞 is the fraction of molecules in vibrational ground state. The 

matrix elements of 𝛽𝑞 can be expressed in terms of the Raman polarizability (𝛼) and IR transition 

dipole moment (𝜇) as follows: 

𝛽𝑖′𝑗′𝑘′,𝑞 = −
1

2 𝜖0𝜔𝑞

𝜕𝛼𝑖′𝑗′

𝜕𝑄𝑞

𝜕𝜇𝑘′

𝜕𝑄𝑞
 𝐸𝑞. (8) 

Here 𝑄𝑞 is the normal coordinate of the qth vibration mode. 

1.2.2 Ground State Dependence of SFG 

When the IR beam is resonant with the vibrational modes of the molecules, the time-dependent 

induced polarization can be expressed as [63-66] 
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𝑷(𝑡) = (𝜶𝑣𝑖𝑠
(1)

+
𝜕𝜶𝑣𝑖𝑠

(1)

𝜕𝑞
𝑞(𝑡) + ⋯)𝑬𝑣𝑖𝑠(𝑡) 𝐸𝑞. (9) 

where 𝑞(𝑡) is the normal mode driven by the 𝑬𝐼𝑅(𝑡) such that 

𝑞(𝑡) = Δ𝜌
𝑒∗

𝑚∗

𝑬𝐼𝑅(𝑡)

𝜔0
2 − 𝜔𝐼𝑅

2 − 𝑖 𝜔𝐼𝑅𝑇2
−1  𝐸𝑞. (10) 

In this expression for the normal mode, Δ𝜌 is the difference between fractional populations of the 

ground state and the excited state, 𝑚∗ is the reduced mass, 𝑒∗ is the reduced charge, 𝜔0 is the 

resonance frequency, 𝜔𝐼𝑅 is the laser frequency, and 𝑇2
−1 is the damping rate [65-67]. 

In these equations, the damping rate 𝑇2
−1 defines the spectroscopic lineshape associated with the 

molecular vibration. This damping or dephasing results from the loss of coherent oscillation of the 

induced polarization in the molecular ensemble. Furthermore, the vibrational excited states have a 

finite lifetime after which the molecule decays back to ground state by spontaneous emission. This 

provides an additional contribution to the dephasing and damping. Consequently, the dephasing 

time is typically given by [67] 

1

𝑇2
=

1

𝑇2
∗ +

1

2𝑇1
 𝐸𝑞. (11) 

where  𝑇2
∗ is the pure dephasing time and 𝑇1 is the excited state lifetime. 

By combining Eq. 9 and Eq.10, the second order component of the induced polarization becomes: 

𝜶(2)(𝜔𝑆𝐹 = 𝜔𝑣𝑖𝑠 + 𝜔𝐼𝑅) =  Δ𝜌 
𝜕𝜶𝑣𝑖𝑠

(1)

𝜕𝑞
 
𝑒∗

𝑚∗

𝑬𝐼𝑅(𝑡)

𝜔0
2 − 𝜔𝐼𝑅

2 − 𝑖 𝜔𝐼𝑅𝑇2
−1  𝐸𝑞. (12) 

This can be related to the macroscopic susceptibility as follows: 
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𝝌𝑟𝑒𝑠
(2)

= 𝑁 < 𝜶(2) > 

where brackets indicate molecular average and 𝑁 is the number density of molecules on the 

surface. This leads to following relation between the SF intensity and the ground state population. 

𝑰𝑆𝐹 ∝ |𝝌𝑁𝑅
(2)

+ 𝝌𝑟𝑒𝑠
(2)

|
2

𝐼𝑣𝑖𝑠𝐼𝐼𝑅 

𝑰𝑆𝐹 ∝ |𝝌𝑁𝑅
(2)

+ 𝑁Δ𝜌 <
𝜕𝜶𝑣𝑖𝑠

(1)

𝜕𝑞
 
𝑒∗

𝑚∗

𝑬𝐼𝑅(𝑡)

𝜔0
2 − 𝜔𝐼𝑅

2 − 𝑖 𝜔𝐼𝑅𝑇2
−1 >|

2

𝐼𝑣𝑖𝑠𝐼𝐼𝑅 𝐸𝑞. (13) 

This expression implies that the resonance component of the 𝑰𝑆𝐹 is proportional to 

𝛥𝜌2 |𝑁 <  
𝜕𝜶𝑣𝑖𝑠

(1)

𝜕𝑞
 
𝑒∗

𝑚∗

𝑬𝐼𝑅(𝑡)

𝜔0
2 − 𝜔𝐼𝑅

2 − 𝑖 𝜔𝐼𝑅𝑇2
−1 >|

2

𝐼𝑣𝑖𝑠𝐼𝐼𝑅 

which can be simplified to  

(2𝑛0 − 1)2𝐶(𝜔𝐼𝑅)𝐼𝑣𝑖𝑠𝐼𝐼𝑅 𝐸𝑞. (14) 

where 𝑛0 is the fractional ground state population. 𝐼𝑣𝑖𝑠 and 𝐼𝐼𝑅  are the visible and IR intensities, 

respectively. The rest of the terms from the previous expression are incorporated by an IR 

frequency-dependent proportionality constant 𝐶(𝜔𝐼𝑅).  

Following the relation in Eq. 14, if the vibrational ground state population can be pumped to the 

excited state with the help of another resonant mid-IR beam, the resonant SF signal can be 

depleted. This enables SFG signal depletion in which a mid-IR beam pumping the population out 

of ground state is followed by a pair of visible and mid-IR beams for generating the SF signal from 

the remaining population. The mid-IR pumping the population out of the ground state is called 

pump IR and the one producing the SF signal with the visible is called probe IR. Changing the 



11 
 

delay between pump IR and probe IR-visible pair can track the recovery of ground state population 

through SF signal. This effect is displayed in Figure 3, where the SF signal is displayed side-by-

side with the fractional population of the ground state for a two level system. The pump IR acts on 

the system for a duration marked by the dashed line. During this time, the ground state population 

decays. Afterwards, the population is recovered through spontaneous emission. The temporal 

behavior of the probe SF signal is traced by tuning the delay between pump IR and probe IR-

visible pair. In a two level system used for this simulation, the minimum fractional population of 

the ground state cannot be less than 50 % (due to spontaneous emission); however, the 

corresponding SF signal drops to 0 at 50 %. 

 

Figure 3: Fractional population along with the SF signal in an SFG signal depletion simulation for a 2-level system. 

1.3 SFG Imaging 

Multiple SFG microscopy methods have been developed for analyzing the 2D surface 

heterogeneities. In these methods, the image contrast is generated from multiple mechanisms of 
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chemical importance such as, chemical functional groups, molecular orientation, surface 

concentration, molecular conformation, and local electric fields. The first attempts at creating SFG 

microscope by Florsheimer et. al., [68] involved total internal reflection geometry in which the 

sample was placed/coated on one side of the prism and the input laser beams were incident through 

the other two sides, generating an outgoing SF light that was collected and recorded by an optical 

objective and a CCD camera, respectively. Due to the directional nature of SF beam, the traditional 

SFG microscopy designed for oblique incidence suffered objective defocusing. Afterwards 

Kuhnke et. al., [69] introduced modified design with improved focus and field of view by 

following Chastang’s scheme in which the surface is first optically relayed onto a diffraction 

grating and then the diffraction grating is imaged with a microscope objective [70]. These designs 

inspired the first SFG microscope at University of Houston, that led to the study of self-assembled 

monolayer systems prepared using micro-contact printing [44]. 

Since then SFG microscopy has been using in chemical, biological, and physical research [71-73]. 

Multiple versions have been developed with modifications ranging from inclusion of intensified 

CCDs [74] to compressive sensing single-pixel imaging [75]. SFG microscopy as also been 

combined with other spectroscopic microscopies such as second harmonic generation (SHG), 

coherent anti-stokes Raman scattering (CARS), Raman scattering [73]. In addition to surface 

specific studies, SFG spectroscopy and microscopy have also been used for investigating bulk 

systems with multi-layered or non-centrosymmetric media [76-78]. 

The SFG microscopy, long collection times and comparatively limited spatial resolution are two 

main challenges. To overcome long collection time, SFG microscopy is combined with 

Compressive Sensing (CS) technique [75, 79-81]. The CS-SFG microscope utilizes digital mirror 
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device (DMD) to pattern the visible beam that is then combined with the femtosecond IR beam 

spatially and temporally on the sample surface. This generates a SF beam. The SF beam is then 

sent to a detector. Each pattern acts as an imaging basis and only a few percent of total number of 

patterns are required to capture an accurate representation of the surface morphology; thus, 

boosting the imaging speed. Furthermore, since each measurement collects signal from entire 

sample, the sensitivity increases due to improved S/N ratio [79, 80]. 

1.4 Conclusion 

SFG provides a powerful and versatile tool for probing chemical properties of interfacial species 

through surface specific spectroscopy. It has also been developed into a set of advanced imaging 

techniques for understanding the spatial heterogeneity of chemical behavior on surfaces. However, 

unlike some fluorescence microscopies, the resolution for SFG microscopy is still limited to more 

than a few microns. This hinders the applicability of SFG microscopy to sub-micron length scales 

that contain multiple systems of scientific and technological interest. Therefore, a major portion 

of this work is dedicated to the development of a viable path towards super-resolution SFG 

microscopy. Additionally, the surface specificity and chemical sensitive of SFG have also been 

utilized in the analysis of rubrene single-crystals. Finally, machine-learning algorithms such as 

Neural Networks have been developed to aid SFG image analysis. 

The following few chapters are devoted to the development of a path towards super-resolution 

SFG microscopy. Chapter 2 outlines the general laser and optical setups utilized in this work. 

Chapter 3 and 4 focus on technique, simulation, and development of the super-resolution SFG 

microscope. Chapter 5 introduces spectroscopic application of SFG technique for analyzing the 

orientation of surface molecules on a rubrene single-crystal. Finally, chapter 6 explores Neural 
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Network based machine-learning approach for enhanced-chemical identification of pixels in those 

SFG images where poor signal-to-noise ratio makes identification through spectral curve fitting 

impossible. 
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Chapter 2 

Experimental Setup 

2.1 Introduction 

The SFG process is typically quite weak; therefore, intense input lasers are required to generate a 

detectable signal. To achieve high optical flux without damaging the sample or the optics, pulsed-

laser beams are utilized. In contrast to a continuous wave laser, a pulsed-laser provides short pulses 

of light. These pulses are typically a few pico-seconds or femto-seconds long. Therefore, the peak 

intensities in such pulses are astronomically high compare to a continuous wave laser at similar 

average power. These pulsed-laser beams also require a controllable and diverse set of 

wavelengths for performing SFG spectroscopy or microscopy. Both these qualities are achieved 

with the help of a pico-second 1064 nm laser and an optical parametric generator/amplifier 

(OPG/OPA). These two instruments are the main components for the experimental setups utilized 

in this work. Therefore, this chapter gives a brief description on the internal workings of these 

systems. The detailed description for different processes in each system can be found in previous 

works [82-85]. Furthermore, a brief outline of common detection scheme in these experiments is 

also provided. The specific details of each detection technique are contained in the relevant 

chapters for every experiment. 

2.2 Main Laser 

A 1064 nm EKSPLA PL2251 series laser produces 21 ps pulses at 20 Hz with 28 mJ energy per 

pulse which act as the main light source in this experiment. The outline of the laser is shown in 
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Figure 4. The laser consists of three main components; master oscillator, regenerative amplifier, 

and power amplifier [82]. The fundamental 1064 nm pulsed beam is produced by the master 

oscillator using a 808 nm diode pumped Nd:YVO4 laser material. This beam then seeds the 

regenerative amplifier stage where a diode pumped Nd:YAG rod (R2) amplifies the pulse power 

for a few cycles. After regenerative amplifier the pulse enters the final amplification stage where 

a flash-lamp pumped Nd:YAG rod (R3) completes the final amplification step [86]. The output of 

the laser is then used to pump an OPG/OPA. 

 

 

Figure 4: Schematic for ESKPLA laser. Image adapted from user manual for the laser [82]. 

2.3 OPG/OPA 

A Laser-Vision OPG/OPA produces the visible and mid-IR wavelengths required for SFG from 

the 1064 nm laser. The schematic of OPG/OPA is shown in Figure 5. 
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Figure 5: Optical diagram for OPG/OPA system [87]. 

The 1064 nm output from the ESKPLA laser is split into a 90: 10 ratio at beam-splitter BS1. The 

90 % split is sent to the OPG/OPA. Inside the OPG/OPA the beam is further split at beam-splitter 

BS2; one portion is sent to the OPA stage and the other portion is frequency-doubled to generate 

a 532 nm beam. The 532 nm beam is split at beam-splitter BS3 where 50 % is set to the SFG 

setup and the rest is utilized to pump the KTP crystals 1 and 2 in the first OPG stage. The output 

of the OPG stage (shown in red) is combined with the remaining portion of the 1064 nm to 

generate the desired mid-IR wavelength in OPA stage using KTA crystals 3 and 4. By turning the 

mutual angles of crystal 1 through 4, the OPG/OPA is able to generate mid-IR from 2000 cm−1 

to 4000 cm−1 [83-85]. 

2.4 SF Detection 

The SF signal generated in various experiments is detected by a combination of a monochromator 

and a photo-multiplier tube (PMT). The monochromator helps separate unwanted light from the 

SF wavelength. The PMT serves as a sensitive instrument for detecting extremely small SF signals. 
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Since pulsed-laser beams are utilized for producing SF light, the SF signal is also pulsed. 

Therefore, the output of PMT consists of current pulses, which are sent to a boxcar averager for 

gated-integration. In gated-integration, the recording device registers the input signal for only a 

brief amount of time that is dictated by a controllable time-gate. Consequently, if the gate is timed 

with the SF signal, the unwanted electronic noise coming from the PMT can be filtered out. 

Furthermore, the boxcar implements a moving-average that smooths out the PMT signal from 

multiple laser shots. Finally, the boxcar outputs a voltage proportional to the averaged PMT signal. 

A data acquisition device (DAQ) reads boxcar’s voltage output and sends it to computer where a 

set of homebuilt LabView programs record it. The details of these programs are described later. 

This workflow is shown in Figure 6. The details of each individual optical-setup depend on the 

goal of the experiment. Therefore, for the studies described in subsequent chapters, the optical 

setups are presents in the chapters. 
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Figure 6: Workflow for SF signal detection from typical optical setup. 
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Chapter 3 

Super-Resolution in SFG Microscopy 

3.1 Introduction 

To resolve the heterogeneity in the physical and chemical properties of surface, SFG 

spectroscopic-microscopy provides a powerful tool. However, due to naturally weak signals in the 

nonlinear second-order SFG process, the microscopy becomes difficult. In the direct chemical 

imaging using SFG, extremely low signal levels increase the time required to generate a chemically 

reliable image even with sensitive detection instruments (e.g., intensified CCD, PMT). This 

resulted in the development of CS-SFG microscopy, which provides faster SFG imaging [75, 79, 

80].  

 The resolution in the direct-imaging is dictated by the combination of microscope-objective’s 

magnification and the pixel size in the camera [83, 88]. On the other hand, in CS imaging, the 

resolution is dependent on the objective and DMD mirror size. Both these techniques are 

diffraction limited with practical resolution far above the diffraction limit. The combination of 

microscope objective’s magnification and pixel size gives a resolution of 2 μm for direct imaging. 

On the other hand, CS imaging can produce spatial resolution of 2 μm to 8 μm [79, 80]. However, 

for a complete study of 2D-spatial variation in surface chemistry, the scales above a few microns 

are mesoscopic for many systems. A better microscopic description of spatial variation in many 

chemical systems often requires imaging with sub-micron resolution. This necessitates the 

development of a super-resolution imaging technique for SFG microscopy. 
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In its simplest form, far-field optical microscopy can be performed by raster scanning tightly 

focused laser beams on the sample and collecting the signal point-by-point. This approach is 

limited by the diffraction limit as the size of the focal spot that determines the resolution, cannot 

be arbitrarily small. Super-resolution in Fluorescence and stimulated Raman microscopies has 

been achieved by modified versions of the raster-scanning microscopy [89-93]. The basic principle 

is the use of an additional, donut-shaped laser beam that can suppress the sample’s ability to 

produce signal-of-interest from the peripheries of the original focal spot. This creates a signal-

emitting-spot that is sharper than the original focal spot [90, 92].  

The original work by Hell et. al., introduced the framework for achieving super-resolution in the 

spectroscopic-microscopy through the concept of ground state depletion (GSD) [90]. The basic 

principle consisted of reducing the spot size that could produce the relevant fluorescence signal, 

below the excitation laser’s focal spot-size. To achieve this, the use of an additional beam structure 

into donut-shape, was proposed. This structured beam modified the populations of the molecular 

states to achieve the required effect. 

Similar approach for modifying SFG production using ground state population manipulation can 

be utilized to create super-resolution SFG microscopy. In SFG spectroscopy, pump-probe and time 

resolved experiments have already demonstrated the possibility of SFG manipulation through 

ground state modification [63, 65-67, 94]. Taking inspiration from the Pump-Probe SFG and GSD 

microscopy, I have developed and implemented a super-resolution SFG microscopy technique. 
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3.2 Super-Resolution Technique 

In a traditional raster-scanning SFG microscope the mid-IR beam is focused to a tight spot and the 

image is generated by collecting SF signal point-by-point from the sample surface. The size of the 

focal spot that determines the resolution is limited by the Abbe diffraction limit given by [95] 

𝑑 =  
𝜆

2𝑁𝐴
𝐸𝑞. (15) 

where 𝑑 is the spot diameter, 𝜆 is the wavelength of light, and 𝑁𝐴 is the numeric aperture for the 

imaging system . As a result, for a 3 μm to 5 μm wavelength, the resolution is theoretically limited 

to 1.5 μm to 2.5 μm. However, practically it is difficult to achieve these resolutions due to limited 

𝑁𝐴 available in typical imaging systems. 

Although the diffraction-limited spot size for visible beam is smaller than that of the mid-IR, it is 

the mid-IR, which is usually focused on the sample surface. The reason behind this choice is lower 

damage threshold for visible than mid-IR because the visible beam has higher energy per photon 

and higher absorption cross-section in most samples [66]. This lower damage threshold limits the 

useable intensity of the visible light; thus, the amount of SF signal drops and one runs into the 

detection limit well before the diffraction limit is reached. 

For a pulsed mid-IR beam spatially and temporally overlapped with the visible beam, the SF signal 

will be generated from the entire focal spot. The ground state population will be depleted from the 

peripheral regions of the focal spot if a pump IR is shaped in the form of a donut and focused on 

the sample surface. However, the central region will still have most molecules in the ground state 

because here the donut shaped pump beam is dark. If such a spot is then probed by a pair of visible 

and probe IR beams, before the ground state population recovers, the SF signal will be produced 
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by effectively a smaller spot. This modification results from the ground state depletion in the 

peripheral regions. Only the central region with un-depleted ground state population will produce 

the SF signal. Therefore, the SFG takes place on an effectively sharper spot than the probe IR focal 

spot; thus, increasing the resolution. This scheme is diagrammatically shown in Figure 7, which 

represents an oblique incidence geometry for pump IR, probe IR, visible, and SF beams. 

  

Figure 7: Pictorial representation of super-resolution SFG microscopy scheme. (A) and (B) show the effective 

increase in resolution by the application of a donut shaped pump IR. (C) displays the experimental geometry. Since it 

is an oblique incidence geometry, the shape of beams in the surface plane (xz-plane) are elongated along the directions 

of incidence (x-axis). (A) normally the SFG process takes place on the entire area of probe IR focal Spot. (B) with the 

help of pump IR the SFG process is suppressed in the peripheral regions of the probe IR focal spot, effectively giving 

an enhanced resolution. 

In Figure 7 C, the beams are shown in the plane of incidence i.e., xy-plane. The figure also 

illustrates that the pump IR pulse reaches surface before the counter propagating probe IR and 

copropagating visible pulses. The surface is positioned in the xz-plane. Panel A illustrates that the 

SFG is produced by the entire focal spot when pump IR is not used. Panel B displays the change 
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in SFG area when a donut shaped pump IR modifies the ground state population before the probe 

IR-visible beam pair reaches the sample surface. 

The size of the dark region in the donut shaped pump IR is not limited by the Abbe diffraction 

limit and can be made arbitrarily small. However, the final resolution for this scheme will be 

limited by the detection limit because decreasing the effective SF producing surface area will result 

in decreased SF signal. Furthermore, the effective resolution enhancement in this GSD based 

super-resolution technique depends heavily on the dynamics of the depletion and the repopulation 

of the vibrational ground state. Therefore, the next sections show different simulation results on 

the population dynamics, pump-probe SFG, and resolution enhancement. The parameters utilized 

in these simulations are matched with our experimental capabilities. 

3.3 Simulation 

3.3.1  SFG with Ground State Depletion  

To simulate the GSD based super-resolution scheme introduced in the previous section, the test 

system needs to have a vibrational state with excited state lifetime greater than the pulse duration 

of lasers utilized in this work. Furthermore, the system has to be surface specific. Considering 

these requirements, surface hydrogen on silicon(111) is selected as the test system for these 

simulations. This same system will also be utilized for experimental demonstration of spatial 

resolution enhancement in the next chapters. Surface hydrogen exhibits a single Si-H stretch with 

an excited state lifetime of 1 ns and frequency of 2073 cm−1 at room temperature [65, 66]. 

Therefore, for an optical setup with 21 ps long laser pulses, this system serves as an ideal testing 

ground for GSD. 
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From the time-dependent description of the SFG process presented in chapter 1, the SF signal 

intensity is given by 

𝐼𝑆𝐹 = (2𝑛0 − 1)2𝐶(𝜔𝐼𝑅)𝐼𝑣𝑖𝑠𝐼𝐼𝑅 𝐸𝑞. (16) 

in this relation, 𝑛0 represents the fractional population of the vibrational ground state. At room 

temperature, most of the molecules are in the ground state. However, a molecule in vibrational 

ground state can be promoted to a vibrational excited state by the absorption of a photon from an 

IR laser resonant with the vibrational mode. The now excited molecule can either spontaneously 

emit a photon and go back to the ground state or can be stimulated to return to ground state with 

the help of an other photon from the same resonant IR laser. These two processes form the basis 

of spontaneous and stimulated emissions. The interplay between the absorption, the stimulated 

emission, and the spontaneous emission can be captured by Einstein’s A and B coefficients [96]. 

Using this approach, the rate of change of ground state population under the action of a resonant 

IR laser is given by 

𝛿𝑛0

𝛿𝑡
= 𝑊1→0

∗ + 𝑊1→0 − 𝑊0→1  

In this equation 𝑊1→0
∗  is the rate of increase in the ground state population through spontaneous 

emission, 𝑊1→0 is the rate of increase by stimulated emission, and 𝑊0→1 is the rate of decrease 

through absorption. In terms of the A and B coefficients these rates can be described as 

𝛿𝑛0

𝛿𝑡
= 𝐴 𝑛1 + 𝐼𝐼𝑅𝑛1𝐵1→0 − 𝐼𝐼𝑅𝑛0𝐵0→1 𝐸𝑞. (17) 

𝐴 =
1

𝑇1
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𝐵1→0 =
𝐴

8𝜋ℎ𝑐𝜈3
= 𝐵0→1 

In this set of equations 𝑇1 is the excited state lifetime (which is 1 ns for these simulations), ℎ is the 

plank’s constant, 𝑐 is the speed of light, 𝑛1 is the excited state population, 𝑛0 is ground state 

population, 𝐼𝐼𝑅 is the intensity, and 𝜈 is the frequency of laser in wavenumbers. For the Si-H stretch 

of our model system, the excited state does not show any degeneracy; therefore, the B coefficients 

for the spontaneous emission and the absorption are equal.  

To retrieve the time dependent ground state population, Eq. 16 is used with the boundary condition 

that all the population is in the ground state at the start. The results for 𝑛0(𝑡)  using a 21 ps long 

pump IR pulse are shown in Figure 8. The IR is considered a square pulse for this calculation. 

Furthermore, the Si-H sites are considered to be ideal absorbers. These results indicate that the 

fractional population drops under the action of the pump IR, asymptotically reaching 0.5 by the 

end of the pulse. 

 

Figure 8: Ground State population for a system with 1 ns lifetime using Pump IR with 500
𝐽

𝑚2  fluence. 
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Another important feature is the intensity dependence of the ground state depletion. In the optical 

setup for these experiments, as described in chapter 2, the pulse duration is fixed at 21 ps by the 

main laser. However, the pump IR intensity can be varied. Furthermore, in the experimental setup 

the intensity varies across the beam cross-section which results in spatial variation of the GSD. 

Therefore, the dependence of fractional population and SFG on the pump IR intensity is simulated 

with the condition that pump IR of a given intensity acts for 21 ps. The results are shown in Figure 

9 and Figure 10. 

 

Figure 9: The fractional populations after pump IR acts for 21 ps. 

In Figure 9, both fractional populations asymptotically reach 0.5. As a result, the population 

difference approaches zero. From Eq. 13 the SF signal is proportional to the square of the 

population difference. Therefore, in Figure 10 the normalized SF signal from the probe IR-visible 

pair drops to zero. 

The delay between the probe IR-visible pulse pair producing the SF signals is not explored in these 

simulations. For SFG, the delay between the two must be within 𝑇2 (the coherence lifetime of the 

vibrational excitation). Traditionally in SFG, the IR and the visible are both incident on the sample 
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simultaneously without any relative delay. However, if the delay is larger than the coherence 

lifetime, the SF signal will not be produced even with ground state population intact [63, 66]. 

 

Figure 10: Probe SF signal intensity as a function of pump IR intensity after the pump IR acts for 21 ps. 

 

3.3.2 Spatial Profile Function 

The simulations performed so far have focused on the temporal evolution of the ground state 

population and the associated SF signal. However, the laser beams also show spatial intensity 

variation across the beam cross-sections. These changes give rise to spatial variations in GSD as 

well as SF production across the focused laser spots of pump IR, probe IR, and visible beams. 

In Figure 11, the intensity profile of SF beam through the beam cross-section is shown. For this 

simulation, the probe IR is given a Gaussian profile with an arbitrary width and the visible beam 

is considered spatially flat. Experimentally this target can be achieved by focusing the probe IR 

and using collimated visible beam without focusing. This intensity profile for the SF signal 

generated by the probe IR and visible beams is called the spatial profile (SP). 
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Figure 11: SFG from a Gaussian shaped Probe IR of an arbitrary width and a broad, collimated visible beam. The 

intensities of both beams are kept arbitrary. 

The addition of donut shaped pump IR changes the spatial distribution of the ground state resulting 

in a modified SP for the SF signal. To simulate the donut shape, the pump IR is modeled by an 

arbitrary Bessel beam (Bessel beam of first kind) with an outer diameter similar to the diameter of 

the Gaussian probe IR beam. The results are shown in Figure 12. In this figure, the intensity profile 

for the donut shaped pump IR beam through the beam cross-section is shown in orange. Although 

the probe IR and visible beam profiles are kept the same, the SP for the SF signal changes. 

 

Figure 12: The probe SF intensity profile modified under the influence of pump IR. The outer diameter of pump IR is 

same as the outer diameter of probe IR in these simulations. The pump IR fluence used in this simulation is 1000
𝐽

𝑚2. 
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For a clear comparison, the probe SF intensity profiles with and without pump IR are shown in 

Figure 13. These results indicate that the addition of donut-shaped pump IR, with a same outer 

diameter as the probe IR, leads to an improved resolution.   

 

Figure 13: Comparison of probe SF profiles with and without the ground state depletion by pump IR. 

 

3.4 Optical Setup 

The top view of the optical setup for the super-resolution raster scanning microscope is shown in 

Figure 14. The xy-plane defines the horizontal tabletop and the z-axis runs vertical. The OPG/OPA 

provides the mid-IR and visible beams. The mid-IR beam received from the OPG is vertically 

polarized. At this wavelength, it is invisible; therefore, a guide beam provided by a 632 nm diode 

laser is combined with the mid-IR using a piece of double-side-polished germanium plate. This 

plate is placed at Brewster angle for the mid-IR to provide polarization purification as well. 

Afterwards the mid-IR beam passes though a birefringent optics that can control the polarization 

of the mid-IR. Using this optic, the mid-IR polarization is rotated to generate horizontally polarized 

light. The mid-IR then passes through collimating 4F telescope that controls the divergence of the 
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beam. Typically, the telescope is configured to provide a beam waist of 1 cm2. This collimated 

beam is then split into a pump IR beam and a probe IR beam using a CaF2 wedge. The pump IR is 

composed of the portion that passes straight through the wedge whereas the probe IR is the primary 

reflection from the wedge surface. The tip-tilt of the wedge can be tuned to generate any 

combination of split ratios. Typically, the wedge is adjusted to proved 78 % power for the pump 

IR (85 μJ) and 10 % power for the probe IR (15 μJ). The remaining 12 % is lost in secondary 

reflections. The probe IR is sent directly to the sample and the pump IR makes its way to the 

sample after passing through a delay line. 

The visible beam provided by the OPG/OPA is passed through a delay line to compensate its 

temporal mismatch with the mid-IR. In this delay line, the visible beam passes through a 

combination of half wave plate and linear polarizer. This pair controls the intensity as well as the 

polarization of the visible beam. Typically, it is configured to provide a horizontally polarized 

beam with respect to the optical table. Down the delay line, the visible beam passes through a 

collimating telescope that controls the divergence of the beam. Finally, the beam makes its way to 

the sample. 

The sample is held in an upright position with sample surface in laboratory xz-plane. The surface 

normal is along the y-axis. To insure correct tip-tilt of the sample, a back-reflecting guide beam is 

utilized. The pump IR, visible, and probe IR beams are incident on the sample in the xy-plane at 

67°, 53°, and −67° (with respect to the surface normal), respectively. Both pump IR and probe IR 

are focused on the sample surface. The probe IR is focused with a +75 mm focal length CaF2 lens. 

The pump IR is focused with a ZnSe custom-built vortex-phase-plate lens that has a focal length 

of +75 mm. Details of the vortex-phase-plate lens are described later. The visible beam reflected 



32 
 

off the sample surface is sent to a pinhole target for marking the correct position for the sample 

along the laboratory y-axis. The sample is placed on a 3-axis motorized stage with tip-tilt 

adjustments. 

 

Figure 14: Top view of the optical setup for super-resolution raster scan microscope. X and Y axis are in the horizontal 

plane. Red, orange, and green lines represent the probe IR, the pump IR, and the 532 nm visible beams, respectively. 

The SF signal is shown in blue. 

For multiple chemical systems, e.g., the surface hydrogen on silicon used in this study, the SFG 

requires the input visible and/or IR beams to have an electric field component normal to the sample 

surface (i.e., along laboratory y-axis). Such a requirement rules out any normal-incidence 

geometries. Therefore, the visible and mid-IR beams are incident at steep angles of 67° and 53°, 
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respectively. However, this oblique incidence elongates the focal spot shapes in the plane of 

incidence by a factor of 2.5. To ensure a proper geometric overlap, both pump and probe IR beams 

are incident at same absolute angle. 

The SF signal generated by the counter propagating pair of probe IR and visible beams, is sent 

directly to a monochromator that filters any unwanted stray light. The filtered SF light is then 

detected by a PMT. The output current from the PMT is then registered by a computer using the 

procedure described earlier in chapter 2. In the computer, homebuilt LabView programs 

implement the experiment. 

3.5 LabView and Motion Electronics 

There are two main LabView programs written for this project. One of them is utilized for 

performing SFG spectroscopy and the other one is used for performing raster scan microscopy 

with fixed mid-IR wavelength. The code for both these programs is given in the appendix.  

The SFG spectroscopy program scans the mid-IR wavelength by tuning the OPG/OPA and 

simultaneously records the SF signal. It is capable of plotting individual as well as average spectra. 

The front panel for this program is shown in Figure 15. The logical flow of the processes taking 

place in this program is shown in Figure 16. The program configures OPG/OPA software to the 

user specified mid-IR scan range and speed. As the OPG/OPA starts scanning the IR frequency, 

the program starts records the Boxcar output through DAQ along with the current IR frequency. 

At the end of the scans the data is saved, the parameters are reset, and OPG/OPA is brought back 

to the starting IR frequency. 
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Figure 15: Front panel of LabView program created for collecting spectra. The x-axis represents IR wavelength and 

the y-axis shows SF signal amplitude. 

 

Figure 16: Logical flow of steps for SFG spectrum collection program. 

The sample is placed on a 3-axis translation stage in which the z-axis is motorized using ThorLabs 

Z825-B motor. This motor is driven by a Thorlabs TDC001 Driver, which is controlled by the 

homebuilt LabView program for raster-scanning microscopy. The smallest possible step on this 

stage is 29 nm [97]. The raster-scanning microscopy program scans the sample position along the 

z-axis and collects the probe SF signal from each point. Figure 17 shows the front panel of the 

program.  

 

Configure 
Scanning 

Parameters 
and Start 

Scan

Record 
mid-IR 

frequency 
and SF 
Signal

Save Data 
and Reset 
OPG/OPA



35 
 

 

Figure 17: Front panel of LabView program for raster scanning SFG microscopy. 

The logical flow of the main processes in this program is shown in Figure 18. The overall 

procedure is initiated by starting the motor-controller software and setting the correct parameters 

in the TDC001 drive for the stage and the motor. Afterwards, the user-defined scan range, step 

size, and average number of laser shots for each step are configured. Once these parameters are 

set, the scan starts. During the scan, as the sample moves along the vertical z-axis direction, the 

probe SF signal is collected and plotted at each sample position. At the end of the scan, the data is 

saved and the scanning parameters are reset. In this approach, increasing the pulses per point 

increases the SF signal and the total scan time. 

 

Figure 18: Logical flow of processes inside LabView raster scanning program. 
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3.6 IR Beam Alignment Procedure 

The performance of GSD based super-resolution raster-scanning microscopy technique is crucially 

dependent on the precise overlap of the pump IR, probe IR, and the 532 nm visible beams. Since 

both pump IR and probe IR are in the mid infrared region, they are invisible to a human eye as 

well as most imaging devices. Although a 632 nm guide beam is combined with the mid-IR in the 

optical setup, it only serves as a general guide and helps to ensure rough alignment. The two are 

slightly separated as they pass through refractive elements in the optical setup. Furthermore, the 

focal spots for both pump IR and probe IR are considerably small, making it impossible for the 

naked eye to ensure precise overlap of the two. Therefore, it is important to have a scheme for 

imaging the focal spots of both pump and probe IR on the sample surface. 

The mid-IR light can be converted into visible light with a detectable intensity using SFG process 

in nonlinear crystals such as KTP. This process is called ‘upconversion’ and it has been utilized in 

multiple mid-IR imaging devices [98-100]. In these devices the mid-IR light is combined with a 

visible or near IR light inside a nonlinear crystal. The high SFG efficiency of the crystal produces 

a visible SF light that is then imaged by a regular CCD camera. However, the crystals utilized in 

these devices often need to be precisely oriented to produce the required SF signal. Furthermore, 

for this microscope, the beam profiles on the sample surface are required. Therefore, a thin film of 

KTP power is utilized as an upconversion target for imaging both probe IR and pump IR beams. 

The powder is composed of KTP microcrystals. As a result, there are always multiple particles 

that are oriented in the correct direction for upconverting mid-IR. Consequently, the KTP powder 

target does not need to be oriented in any particular direction for mid-IR beam profiling. 
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Using the KTP powder target, the mid-IR imaging scheme is shown in Figure 19. On the KTP 

powder film, the 532 nm visible is combined with pump and probe IR beams to produce a visible 

SF light, which is then imaged by a combination of 10X objective and a CCD camera. The 532 nm 

visible fills the entire filed of view. The pump and probe IR beams are focused; therefore, the 

intensity profile of the SF light depends only on the intensity profiles of the pump and probe IR 

beams. Using this imaging technique, one can ensure the spatial overlap and correct beam profiles 

for both pump and probe IR in this super-resolution raster scanning microscope. 

 

3.7 Beam Shaping 

As described in the super-resolution scheme and simulation earlier, the pump IR beam must be 

shaped in the form a donut. The required beam shape is achieved by a custom-built ZnSe vortex-

phase-plate with an inbuilt convex lens of +75 mm focal length. The phase-plate imparts different 

phase to different sections of the beam passing through it. At the focal spot, these sections of the 

beam interfere with each other to produce a dark region in the center through destructive 
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Figure 19: KTP sample scheme for visualizing and ensuring beam shape, quality, 

and overlap at the sample position. The inset (right) shows KTP sample. 
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interference. The simulation results for the phase-plate provided by the manufacturer are shown in 

Figure 20. In this simulation, the beam is propagating along the z-axis and the focal spot is 

observed in the xy-plane. This geometry is different from the one utilized in the optical setup for 

the super-resolution microscope where the beam is traveling in xy plane and the focal spot is 

imaged in xz plane at 67° incidence angle.  

 

Figure 20: Simulation results for the phase-plate focal spot for normal incidence. The beam is traveling in z direction 

and the focal spot is observed in xy-plane (left panel). On the right the two panels show line profiles for the intensity 

along x-axis (top) and y-axis (bottom). The input beam is considered Gaussian with 1 cm diameter [101]. 

The left panel shows the focal spot for a normal incidence geometry on the surface in xy-plane. 

The right two panels show line profiles for intensity along x-axis (top) and y-axis (bottom). The 

Input beam has 1 cm diameter. The donut shape at focal spot has an outer diameter of 200 μm and 

an inner diameter of 50 μm.  
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Due to oblique angle of incidence in the current application, different portions of the focused beam 

reach the sample at different distances from the lens. Therefore, it is important to have a simulation 

for the Raleigh length of the donut. The results provided by the manufacturer are shown in Figure 

21. The results show a Raleigh length of ~500 μm. This ensures that in oblique incidence the 

beam shape and quality will not be compromised. 

In the setup, the real pump IR beam shape produced by the phase-plate and the probe IR beam 

shape on the KTP powder sample are shown in Figure 22. Since beams are incident on sample 

surface (xz-plane) in an oblique geometry in the xy-plane, their shapes are stretched along 

horizontal x-axis. However, the profiles are not distorted along the vertical z-axis; therefore, along 

z-axis, they match with the simulation results shown earlier. The uneven bright and dark spots in 

these images are the result of inhomogeneities and roughness of the KTP powder film. 

 

Figure 21: Intensity profile in the plane of incidence [101]. 
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Figure 22: Beam profiles on KTP powder sample. The profiles are stretched along x-axis due to oblique angle 

incidence.  

The average intensity profiles along the vertical z-axis are shown Figure 23. These profiles are 

obtained by utilizing the pixel intensities in the stripes marked by the yellow regions. These stripes 

pass through the center of the pump IR and probe IR focal-spot images. For each stripe, the pixel 

intensities along horizontal x-axis are averaged to generate the profiles shown in the bottom panel. 

These intensity profiles indicate that the required beam shapes are achievable. However, the pump 

IR intensity in the center of the profile is not zero. Either this can be from an artifact of the imaging 

technique or a real non-zero intensity in the center of the donut-shaped pump IR beam. The 

imaging artifact can arise from the uneven surface of KTP powder and defocusing of the camera 

lens used to image the surface of the KTP powder. These factors can be controlled by using a KTP 

powder sample with better surface quality and an improved imaging capturing system. 

Furthermore, the pump IR can be cleaned with a pinhole system before the vortex optics to ensure 

a proper Gaussian beam because the vortex optics’ design requires a Gaussian beam input. 
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Figure 23: Average intensity profiles along the vertical z axis for the pump and probe IR. On the top, the regions 

selected for generating the pump and probe line profiles are indicated by the yellow outlines. On the bottom, the 

average vertical profiles through the center of the two beams are plotted. 
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Chapter 4 

Resolution Enhancement: Results 

In this chapter, the performance of super-resolution microscope is tested with a chemical system. 

The sample edge is scanned using the SF from the probe IR and visible beams. Two types of scans 

are collected with pump IR turned ON and OFF. The intensity profiles acquired from these two 

experiments are then analyzed to extract the effective resolution for the two raster scans. 

4.1 Sample 

The GSD based super-resolution raster scanning SFG microscopy was put to test using a hydrogen 

terminated silicon surface as sample. The silicon substrate had 111 orientation. On this surface, 

each Si atom is covalently bonded to one hydrogen atom. The system shows only a single Si-H 

stretch vibration at 2073 cm−1. In this wavelength range, the silicon substrate is transparent, as a 

result the sample can handle high mid-IR intensities of the focused pump and probe IR. 

Furthermore, the system does not show any nonresonant SFG signal. Only a strong resonant SFG 

is observed when IR is at 2073 cm−1. The lifetime of this vibration is 1 ns at room temperature, 

which is ideal for GSD using the 21 ps long laser pulses available in this experiment [65, 66]. 

The sample can be oxidized, however, it can survive for up to half an hour without any noticeable 

degradation in SFG resonant or nonresonant signals under ambient conditions. With sufficient 

exposure to the environment, a thin oxide film starts developing because of oxidative sample 

degradation. This film generates an intense nonresonant background SF. Therefore, whenever 

possible, the sample is kept in an ultra-pure nitrogen environment. 
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The sample preparation procedure is described in multiple publications [102-105]. The process 

used for this study is outlined in the Figure 24. The Si(111) sample is cleaned by sonication in 

acetone and then in water for 15 min each. Afterwards the sample is oxidized in freshly prepared 

piranha solution for at least half an hour. This process generates a think oxide layer on the silicon 

surface. The sample is then rinsed with ultra-pure Milli-Q water to remove any acid from the 

surface. Meanwhile a 30 % NH4F aqueous solution is de-oxygenated by bubbling ultra-pure 

nitrogen for half an hour. The freshly rinsed silicon sample is then dipped in the NH4F solution. In 

this solution, the oxide layer is etched for 10 min. The etching process terminates the silicon with 

surface hydrogen. Finally, the sample is removed from the solution and blow-dried with nitrogen. 

 

Figure 24: Preparation procedure for hydrogen terminated silicon surface. 

Two sets of experiments were performed. The first set tested the GSD and associated SF signal 

suppression achievable with the optical setup. The second set confirmed the resolution 

enhancement. 

4.2 SFG Signal Depletion 

The resolution enhancement for the modified raster scanning microscope critically depends on the 

quantity of the GSD and associated SF signal suppression. Therefore, GSD experiments were 
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performed on the Si(111):H sample. If the pump IR is incident on the sample at the same time as 

probe IR-visible pair, it will generate SF signal of its own. This signal can leak into the detection 

setup designed for detecting SF associated with probe IR-visible pair. However, if the pump IR 

and the probe IR-visible pair are separated by T2
*, i.e., the decoherence time for the Si-H stretch, 

the SF production form the pump IR vanishes. The decoherence time provides the timescale for 

the loss of coherent oscillation of the induced polarization in the Si-H population. For this 

vibrational mode, it is 33 ps [65, 66]. Therefore, in these GSD experiments, the pump IR reached 

the surface 33 ps before the probe IR-visible pair. The Si-H stretch show a vibrational lifetime of 

1ns, which implies that each Si-H can stay excited for a far longer duration than the decoherence 

time; therefore, a 33 ps delay did not affect the ground state population dynamics considerably.  

Both pump and probe IR were focused on the sample surface with +75 mm CaF2 lenses. The 

pump IR and probe IR contained 85 μJ and 15 μJ energy per pulse, respectively. To avoid sample 

damage, the visible beam was not focused and its intensity was kept as low as possible. The 

Si(111):H sample was prepared and placed in a cell purged with ultra-pure nitrogen. The cell was 

fitted with CaF2 windows for the input and output laser beams. SF spectra were alternatively 

collected with pump OFF and pump ON. The results are shown in Figure 25. 

These spectra indicate that the SF signal lacked a nonresonant contribution and displayed only one 

single strong resonance peak at 2073 cm−1. Since the lifetime of Si(111):H vibration is about 

1 ns, the natural linewidth of the spectral peak is sharp; however, the broadening observed in 

Figure 25 was due to the broad frequency distribution in the mid-IR generated by the OPG/OPA. 
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Figure 25: Probe SF spectral scans with Pump IR ON and OFF. Starting with pump OFF, the successive scans 

alternate between pump ON and pump OFF. The 1st pair of scans is blue, 2nd green, 3rd yellow, 4th orange, 5th red, 

and 6th purple. The decrease in peak intensity across successive scans is due to the sample damage induced by the 

incident beams. 

When the pump IR was ON, the resonant SF signal dropped. The dropped SF signal shown in 

Figure 25 has a M-shaped spectral profile with a dip at 2073 cm−1. To understand this shape, 

consider that at any given wavenumber, the OPG generates a mid-IR output with a spectral 

distribution where most power is concentrated in the central frequency. The Si-H stretch has a 

sharp resonance frequency (due to its 1 ns long lifetime). When OPG’s central frequency is 

matched with the resonance frequency of the Si(111):H stretch, maximum population is pumped 

out of the ground state due to increased relevant pump IR intensity. When the central frequency is 

in the neighborhood of the resonance frequency, there is a relatively small fraction of intensity at 

2073 cm−1. The GSD induced by this intensity is not as complete as in the previous case. 

Therefore, due to non-linear dependence of the SF signal on the ground state population (Chapter 

1, Eq. 14), the SF signal shows an M-shaped profile with a dip at 2073 cm−1. 
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The consecutive scans reveal that the resonant signal with pump IR OFF decreases with the 

passage of time. This indicates the degradation of the sample. Si(111):H can degrade through 

oxidation of the surface hydrogen by the atmospheric oxygen. However, in these spectra the 

associated nonresonant signal does not increase. Therefore, this degradation is non-oxidative in 

nature and could be laser-induced substrate damage. In conclusion, these results indicate that the 

probe SF can be depleted by 90 % at best, with the available experimental setup. 

4.3 Resolution Improvement 

The resolution for the probe SF was tested by scanning the edge of Si(111):H sample; since only 

the SF signal is detected, this created a chemically sensitive knife edge experiment for beam 

profiling. The mid-IR was set at the resonance frequency of the Si(111):H stretch mode. The pump 

IR beam was shaped with vortex-phase-plate to generate a donut shaped profile that was then 

imaged onto the KTP powered along with probe IR. The probe IR focal spot had a width of 200 μm 

along the z-axis and the pump IR had an outer and inner diameter of 200 μm and 50 μm, 

respectively. At 2073 cm−1, the silicon substrate was transparent with a reflection of 2.6 % for 

65° incidence; therefore, the pump and the probe IR energies were kept at 85 μJ and 15 μJ, 

respectively.  The visible beam energy was kept at 35 μJ with a beam diameter and spot size of 

~1 mm2. After ensuring the overlap and correct shapes of pump and probe IR, the KTP powder 

sample was replaced with freshly prepared Si(111):H sample. The experiment was performed in 

the open air to avoid any beam movement by the CaF2 windows of the sample cell. Under these 

ambient conditions, the atmospheric oxygen can react with the sample and form a thin silicon 

oxide layer, which can degrade the GSD and compromise the resolution improvement. However, 

to limit the oxidation damage artifacts, the experiment was completed in less than half an hour. 
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The sample was brought into the laser beams by moving it along the z-axis with 10 μm steps and 

the SF signal was acquired for 40 shots at each step. The results are shown in Figure 26.  

 

Figure 26: Step edge scan results with Si(111):H sample moved long the z-axis. The probe SF with pump IR OFF and 

pump IR ON are plotted along with curvefitting results. 

First, the z-scan was performed with pump IR turned OFF. The collected SF signal is shown in 

blue. However, slight SF degradation from laser damage was observed after the scan. Therefore, 

the z-scan with pump IR turned ON was performed by slightly shifting the sample along x-axis. 

These results are displayed in orange. 

The curve fitting was performed with cumulative distribution function of Gaussian distribution 

given by 

a

2
(1 + erf (

x − μ

σ√2
)) + 𝑏 𝐸𝑞. (18) 
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where  

erf(𝑥) =  
2

√𝜋
∫ 𝑒−𝑡2

 𝑑𝑡
𝑥

0

. 𝐸𝑞. (19)  

In these equations, the overall signal scaling and offset are summarized by parameters 𝑎 and 𝑏, 

respectively. 𝜇 captures the center and 𝜎 represents the standard deviation of the Gaussian 

corresponding to this cumulative distribution. For this experiment 𝜎 indicates effective resolution. 

Therefore, an improved resolution will result in decrease in 𝜎. The curve fitting results are 

summarized in Table 1. 

Table 1: Curve fitting results for the edge scan of Si(111):H sample with probe SF 

Parameter Probe only Probe with Pump 

𝑎 1.012 0.9993 

𝑏 0.1228 0.03323 

𝜇 688 μm 557.9 μm 

𝜎 64.64 μm 18.74 μm 

𝑅𝑀𝑆𝐸 0.1258 0.1463 

𝑅2 0.9366 0.9133 

 

The low values of Root Mean Squared Error (RMSE) and high values of Residue Squared (R2) in 

the last two rows indicate good curve fitting for both scans. The 𝑎 and 𝑏 values of both scans 

suggest similar signal quality. There is slight shift in the recorded mean position of the beam i.e., 

𝜇, which results from an experimental shift in the starting z position.  
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The SP functions corresponding to the pump IR OFF and ON scans are shown in Figure 27. 

 

Figure 27: The spatial profiles calculated form the curve fitting performed on the probe SF knife-edge scan with and 

without pump IR. 

These SP’s show a resolution improvement of more than 3 ×, proving the effectiveness of this 

super-resolution technique. The addition of pump beam changes the FWHM from 154 μm to 

44 μm, an improvement of 3.5 ×.  

4.4 Conclusion and Future Direction 

The modified raster scanning system with structured pump IR beam shows promising resolution 

improvement for the SF microscopy. This resolution improvement stems from the depletion of 

ground state population from the peripheries of the probe IR focal spot. These results indicate a 

resolution enhancement by 3 ×. Since the spot sizes are still much larger than the diffraction limit, 

this experiment serves as proof of concept for the super-resolution technique at this stage. Because 
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the central dark spot in the structured pump beam is not limited by the Abbe diffraction limit, these 

results can be further refined, and true sub-micron resolution can be achieved by using improved 

and specialized optics.  

The IR laser beam can be cleaned in a 4F system with high power pinhole (< 50 μm diameter) 

such as the ones available at Lenox Laser [106]. It would ensure a proper Gaussian profile for the 

IR beam that will result in improved focusing and beam shaping performance for the rest of the 

optical setup. The focusing lenses for the 4F system and probe IR can be replaced with Hybrid 

Aspheric lenses, which offer near diffraction limited spot size and high NA. These can be obtained 

for vendors such as Edmund Optics [107]. Finally, a vortex optics, which can produce sub micron 

vortex, can be acquired from II-VI Company (i.e., the vendor for the current vortex optics) [101]. 

The ultimate resolution limit for this technique will be determined by the sample’s damage 

threshold and the detection limit of SF signal. In that regard, specialized detection techniques such 

as photon counting can serve as potential remedies. Although the sample studied in this work had 

a vibrational mode with very long lifetime, this technique can be extended to samples with short 

lifetime such as C-H stretch using femto-second lasers. 
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Chapter 5 

 SFG Studies of Rubrene Single-Crystal Surface 

5.1 Introduction 

Recently, electronic properties of organic materials have been a focus of research interest due to 

their ability to deliver flexible and efficient devices such as LED displays [108-112], light 

harvesting devices [113-117], and other electronic applications. Rubrene has been one of the 

extensively studied candidates due to its utility in Organic Light Emitting Devices (OLEDs) and 

Organic Field Effect Transistors (OFETs) [118-124]. Single-crystal rubrene or 5,6,11,12-

tetraphenyltetracene, has shown high carrier mobility (~40
cm2

V.s
), a desirable quality for enhancing 

OFET performance [125, 126]. As a result, multiple studies have been carried out to understand 

the crystal structure, charge transport, electronic states, and other optical and electrical properties 

[125-136]. 

Along with the crystal structure and bulk properties, rubrene’s surface properties are also 

becoming increasingly important. For example, in OFETs, rubrene is often used in contact with 

Ionic Liquid (IL) dielectrics for superior performance. However, complex interactions on the IL – 

rubrene interface can affect the device performance. This necessitates the surface characterization 

of the rubrene single-crystals with chemical sensitivity. Traditionally, rubrene has been studied 

with either surface-selective (AFM, STM) [137-141] or chemically-sensitive (XPS, IR, Raman) 

techniques [142-146]; therefore, the required level of surface characterization has not been 

achieved.  
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In this chapter, an SFG analysis for a single-crystal rubrene is presented to understand the 

orientation of surface molecules. 

5.2 Rubrene Molecular Structure 

The rubrene molecule consists of a tetracene backbone with four phenyl rings attached to the two 

central rings of the backbone, two on each side. The molecular structure is shown in Figure 28 

with molecular axis L, M, and N [147]. The L-axis runs along the length, M spans the width, and 

N goes perpendicular to the tetracene plane. The phenyl rings twist perpendicularly to the ML-

plane as displayed in the center and right panels of Figure 28. The molecule is centrosymmetric 

with a C2h symmetry group [147, 148]. 

 

Figure 28: Molecular structure of rubrene. The basic bond diagram is on left. The center and right figures illustrate 

the molecular geometry in 3D. 
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5.3 Sample 

The samples were provided by Dr. Okaue Daijiro from Surface-Interface Lab, Fukui Group, Osaka 

University. These were prepared by a vapor-transport method in which high-quality rubrene 

powder is vaporized in a higher temperature portion of a two-stage tube furnace. The vapors are 

then carried to a relatively cooler portion of the tube using a flow of inert gas such as argon. In the 

cooler portion of tube, the vapors condense to form reddish-orange or reddish-amber colored 

crystals with orthorhombic symmetry [149]. These crystals display largest crystal growth along a 

and b crystal axis. The c-axis, that is perpendicular to both a- and b-axis, shows minimum crystal 

growth; resulting in a thin flake like single-crystal samples. In ab-plane, the molecules are packed 

in a herringbone arrangement [150, 151]. 

 

Figure 29: Rubrene single-crystal with the corresponding absorption spectrum. The absorption bands along a- and 

b-axis are represented by the purple and blue lines, respectively. The labels 𝑎𝑖 and 𝑏𝑖 indicate absorption peaks. 

The sample utilized for rubrene surface-studies is displayed in Figure 29. It was about 20 μm thick 

with a ~2.5 mm length and a ~1.5 mm width. In such sample the crystallographic a- and b-axis 

are in the surface plane with c-axis perpendicular to the surface. To identify the a- and b-axis of 
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+6
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the sample, UV-vis spectroscopy was performed with light polarized along the length and width 

of the sample. From rubrene literature, the absorption along the three axis follows Aa>Ab>Ac; 

therefore, the a- and b-axis can be determined by looking at the azimuthal dependence of the 

absorption [147, 148]. The absorption profiles are shown in Figure 29. These profiles indicate that 

the a-axis is along the length and the b-axis is along the width. This leaves c-axis perpendicular to 

the surface. This assignment was matched with the crystal-growth literature for vapor-deposition 

of rubrene [147-152]. 

The crystal structure and the molecular arrangement for the rubrene sample were confirmed by 

Hamid Vali from Yang group at University of Houston. The characterization was performed with 

Reflection High-Energy Electron Diffraction (RHEED) at room temperature. The RHEED utilized 

electrons with kinetic energy of 30 keV, giving a de Broglie wavelength of 0.07 Å. The single-

crystal surface was analyzed along different surface orientations (marked by in-plane indices h and 

k). The results are summarized in Table 2. 

Table 2:  RHEED analysis of the single-crystal rubrene surface performed along differed surface indices 

(hk) in-plane 

Index 

(31) (21) (32)  (11) (23) (13) 

From fitting (Å) 3.98 5.19 2.88  6.36 2.26 2.33 

Theoretical (Å) 3.99 5.09 2.86  6.44 2.27 2.36 

Deviation % +0.2  -1.9  +0.7   +1.2  +0.4  +1.3  

These results indicate that the sample was a single-crystal with lattice parameters 𝑎 = 7.10 ±

0.07Å and 𝑏 = 14.4 ± 0.07Å. The surface of the sample was in ab-crystal plane with index (001) 

and the c lattice parameter was 26.8 ± 0.07Å. The molecules pack in a herringbone pattern in the 
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ab-plane (001 crystal facet) [152, 153]. The resulting unit cell is shown in Figure 30. The M-axis 

of the molecules is parallel to the crystalline c-axis. Furthermore, the molecules can be categorized 

into two groups, one with molecular L-axis rotated clockwise and the other with L-axis rotated 

anti-clockwise about crystalline c-axis. 

 

Figure 30: A unit cell in a single-crystal rubrene. The crystal axis are denoted by a, b, and c. The molecular axis are 

represented by L, M, and N. 

The refractive indices for the three crystallographic axis follow 𝑛𝑎 ~ 1.7 <  𝑛𝑏 ~ 1.9 <

 𝑛𝑐  ~ 2.0. In the absorption spectra, peaks a2, a3, b2, and b3, arise from molecular transition with 

transition dipole predominantly along molecular L-axis [147, 148]. Therefore, the angle 𝛼 between 

molecular L-axis and crystalline a-axis can be found from the absorption ratio between peaks a2 

and b2 as well as peaks a3 and b3 using the following relation [147] 

𝐴𝑎

𝐴𝑏
= cot2 𝛼 𝐸𝑞. (20) 

a 

 
b 
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The a2 and b2 absorption peaks give 𝛼 = 38.8°, whereas a3 and b3 yield 𝛼 = 38.2°. Therefore, 

an average value of 38.5° is considered, which is in close proximity to the literature value (37°) 

[147, 148]. However, the orientation of the phenyl rings which project out of the surface, remains 

unknown. This orientation can be analyzed using SFG spectroscopy. 

5.4 SFG on Rubrene 

5.4.1 Experimental Technique 

The SFG spectroscopy was performed with a specialized setup on the single-crystal rubrene with 

mid-IR scanned from 2700 cm−1 to 3200 cm−1. The visible wavelength was held fixed at 

532 nm. The sample was placed inside a rotatable cell with a 1 mm thick CaF2 window. The cell 

was purged with ultrapure nitrogen to avoid photo-oxidation of the rubrene due to the visible laser 

and atmospheric oxygen [154, 155]. The experimental geometry is shown in Figure 31.  

The visible and mid-IR beams were incident in the xz-plane of the laboratory frame-of-reference 

(Figure 31A) at 50° and 60°, respectively. The sample was placed flat in the laboratory xy-plane 

(Figure 31B). The sample was rotated in the xy-plane and the SFG spectra were collected at each 

step using two polarization combinations; in the first combination, the polarization of SF, visible, 

and mid-IR were all p-polarized with respect to the plane of incidence, this combination is termed 

PPP. For the second combination, the SF and visible were s-polarized, and the mid-IR was p-

polarized with respect to the plane of incidence; this second combination is called SSP. These 

polarization combinations were selected because surface phenyl group systems similar to rubrene 

surface, exhibit insufficient SF signal for all other polarization combinations [156]. 



57 
 

To avoid any systematic artifact, the data was acquired with randomized steps for a complete 360° 

rotation. The azimuthal angle sequence in the xy-plane was 0°, 30°, 60°, 90°, 150°, 240°, 330°, 

120°, 210°, 300°, 180°, 270°, 360°.  

 

Figure 31: The SFG setup for the rubrene single-crystal. (A) shows experimental geometry in the plane of incidence 

i.e., laboratory xz-plane. (B) shows the top view of the rubrene sample in the rotatable cell. The surface of rubrene is 

in laboratory xy-plane and the surface normal is along laboratory z-axis for this study. 

  

5.4.2 Results 

The SFG spectra obtained from the PPP and SSP polarization combinations are shown in Figure 

32 and Figure 33, respectively. Every spectrum in these two sets is an average of five scans. In 

PPP spectra, the nonresonant background SF displays a broad profile, which changes with sample 

rotation. On the other hand, in SSP spectra, the nonresonant signal is very low. In both PPP and 

SSP spectra, a main resonance peak/dip is observed around 3058 cm−1. 

Besides the main resonance peak, there are minor peaks at low frequencies in both PPP and SSP 

spectra. Their frequency range is in C-H stretch region for CH3, CH2, and CH groups. Since 
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rubrene molecules do not contain any such groups, these peaks are attributed to the organic 

contaminants on the rubrene surface. 

 

Figure 32: Rubrene SFG for PPP polarization combination. Each one of these spectra was collected at different 

azimuthal angle in the laboratory frame. The corresponding azimuthal angle is given on the right of each spectrum. 

The sudden fall in the nonresonant SF at the start is due to the cutoff of the signal detector. 
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Figure 33: Rubrene SFG for SSP polarization combination. Each one of these spectra was collected at different 

azimuthal angle in the laboratory frame. The corresponding azimuthal angle is given on the right of each spectrum. 

The dashed lines represent the peaks found in C-H stretch region for CH, CH2, and CH3 groups. 

 

5.4.3 Spectral Curve Fitting 

The workflow of data analysis for spectral curve fitting of the SF spectra is shown in Figure 34. 

This procedure was applied to both PPP and SSP spectral sets individually. Each spectrum 

consisted of five scans, which were averaged and then smoothed with a 5 cm−1 moving average 

because the frequency resolution of the mid-IR produced by the OPG/OPA is ≥ 5 cm−1. 

Afterwards, for each polarization combination (PPP or SSP), the spectra were normalized from 

zero to one by selecting a global minimum and a maximum in that set. 
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Figure 34: Data preparation procedure for spectral curve fitting of PPP and SSP SFG on rubrene. 

To eliminate any variation in the SF signal due to a change in the intensity of the mid-IR produced 

by the OPG/OPA, a gold spectrum was acquired and used as a reference because gold provides a 

nearly flat nonresonant SFG response in the mid-IR frequency-range used in this experiment. The 

averaged gold spectrum is shown in Figure 35.  

 

Figure 35: Gold SFG response collected in PPP polarization combination. The plot shows normalized gold SF signal 

with 25 𝑐𝑚−1 smoothing to remove any artifacts from noise.  

This spectrum has been normalized by the maximum value in its corresponding data set. 

Furthermore, a 25 cm−1 moving average has been applied to remove any artifacts from noise 
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because the goal here is to extract the slow variations in the mid-IR intensity from the OPG/OPA. 

Variations in this spectrum are an indicator of changing mid-IR intensity across the scan. Using 

this gold spectrum as an indicator of the mid-IR intensity profile, the rubrene spectra were 

normalized to remove any mid-IR intensity dependence. Furthermore, as the polarization 

combination is changed, the visible and the SF beams exhibit intensity variation due to tilted optics 

in their path. Before reaching the sample, the visible beam encounters two silver mirrors oriented 

at 45°  and a CaF2 window. The mirrors reflect 95.4 % of light for p polarization and 97.7% of 

light for s polarization. The CaF2 window transmits 99.6% visible light for p polarization and 

82.0% for s polarization. On the other hand, for the SF emitted from the sample, the CaF2 window 

shows 99.9 % transmission for p polarization and 80.15 % transmission for the s-polarization. The 

intensity variations in the SF signal introduced by the combination of these factors were accounted 

for by adjusting the relative intensities of the PPP and SSP spectra. Finally, the rubrene spectra 

were used for spectral curve fitting. 

The spectral curve fitting was performed with following equation that considers contributions from 

both resonant and nonresonant SF signals. The resonant term contains only a single resonant 

vibrational mode. 

𝐼𝑆𝐹(𝜔𝐼𝑅) = |𝐴e
−(

(𝜔𝐼𝑅−𝜇)2

𝜎2 )
eⅈ𝜙 +

𝐵

𝜔𝐼𝑅 − 𝜔𝑟𝑒𝑠 + ⅈ𝛤
|

2

 

In this equation the nonresonant and resonant amplitudes are represented by 𝐴 and 𝐵, respectively; 

𝜔𝑟𝑒𝑠 represents the resonance frequency, 𝜔𝐼𝑅 is the frequency of the mid-IR, and Γ is the mode 

damping rate. The nonresonant signal follows a Gaussian profile centered at 𝜇 with standard 

deviation 𝜎. The resonant signal is fit to a Lorentzian profile (typical of a lifetime spectral 
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broadening). The relative phase between the resonant and nonresonant background is captured by 

𝜙. A curve-fitting example is shown in Figure 36. 

 

Figure 36: Spectral fitting (blue curve) along with the experimental data points (black dots) for rubrene spectra. The 

two example spectra shown here were obtained at different azimuthal angles with the PPP polarization combination. 

The spectral fitting results for PPP are shown in Figure 37. The figure contains polar plots of 

individual curve fitting parameters. In these plots, the azimuthal angle of crystal in lab frame and 

the magnitude of fitting parameter are plotted as angle and radius, respectively. The resonant 

amplitude, nonresonant amplitude, phase, and damping rate for the SF response, all show a 2-fold 

symmetry. 
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Figure 37: Spectral curve fitting results for PPP SFG spectra plotted on polar plots with radial distance from the 

center representing magnitude. All components i.e., resonance amplitude, nonresonant amplitude, damping, and 

relative phase show anisotropy. The damping displays only slight variation; however, the other components show 

large change in magnitude. 
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Figure 38: Spectral fitting results for SSP spectra containing polar plots of the resonance amplitude, phase, and 

damping coefficient. Furthermore, the actual sample is also shown for reference. 

The results of SSP curve fitting are shown in Figure 38. The figure only shows the polar plots 

associated with resonant amplitude, relative phase of nonresonant signal, and damping rate 
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because the appreciable nonresonant signal was absent from the SSP spectra. Both resonant 

amplitude and phase for the SF response, display a pseudo 4-fold symmetry; however, the damping 

rate stays relatively unchanged. 

The comparison between resonance amplitudes for PPP and SSP polarization combinations is 

shown in Figure 39. The red bars represent 95% confidence interval. The two amplitudes not only 

maximize at different azimuthal orientations but also show different shapes. 

 

Figure 39: Comparison between the resonance response amplitude from PPP and SSP polarization combinations 

with red bars indicating 95% confidence interval. The maxima for the two amplitudes are azimuthally shifted by 90°. 

A particular value of importance is the resonance amplitude ratio between the PPP and SSP 

polarization combinations as it can be utilized to extract the orientation of the functional groups 

responsible for the resonance response. The polarization ratio is shown in Figure 40.  
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Figure 40: Resonance response amplitude ratio between the PPP and SSP polarization combinations. For every data 

point, the red bars represent the intervals obtained by taking the ratio between its maximum and minimum values 

within 95% confidence interval. 

5.5 Orientation Analysis 

The resonance peak at 3058 cm−1, seen in both PPP and SSP spectra, is in C-H stretch range of 

the phenyl rings; therefore, it is assigned to the C-H symmetric stretch mode 𝜈2 of the phenyl rings 

[157, 158]. The phenyl rings responsible for this resonant SFG response must be on the surface of 

the single-crystals as the ones in the bulk of the crystal experience a centrosymmetric environment.  

Since the rubrene surface is in crystal ab-plane, the two phenyl rings attached to the upper-side of 

each surface molecule are projected outwards. The orientation of these phenyl rings, particularly 

the tilt from the surface normal, can be obtained from the SFG response [43, 157, 158]. Figure 41 
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shows the orientation relation from the molecular frame to the crystal frame and then from the 

crystal frame to the laboratory frame.  

 

Figure 41: The orientation relation between the molecular, crystal, and laboratory frames. (A) and (B) represent the 

molecular structure from two different viewing angles. (C) shows the molecular orientation on the crystal’s surface 

in ab crystal plane. Finally, (D) represents the orientation relation between crystal abc-axis and laboratory xyz-axis. 

If the azimuthal angle is zero degrees, the a- and b-axis align with laboratory x- and y-axis. The tilted representation 

emphasizes azimuthal rotation 𝜁. 

From Figure 41 (A) and (B) it can be seen that the phenyl ring planes are tilted ~90° with respect 

to the tetracene backbone plane. Therefore, the phenyl rings are approximately in the molecular 

MN-plane with normal directed along molecular L-axis. According to Figure 41 (C), there are two 

types of orientations for the molecules on the crystal surface; one with molecular L-axis rotated 

clockwise and the other with anticlockwise from the crystalline a-axis. The molecular M-axis and 

the crystal c-axis are parallel. Finally, in Figure 41 (D) it is observed that the crystal frame can be 

easily related to the laboratory frame through a simple azimuthal rotation about the laboratory z- 

or crystalline c-axis.  

𝜁 
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The complete set of degrees of freedom for the phenyl rings on the surface of the single-crystal 

are shown in Figure 42. For determining the orientation, SFG response is simulated and orientation 

parameters are tuned to fit the simulation to the experiment results.  

 

Figure 42: Angular degrees-of-freedom for a phenyl ring on the rubrene single-crystal’s surface. The a, b, and c are 

the crystal axis. Their relation to the laboratory and the molecular axis is explained in the previous figure. 𝛬, 𝜂, and 

𝜉 are the native axis for the phenyl ring.  

The SF signal can be described by  

𝐼(𝜔𝑠𝑓) =
8 𝜋3𝜔𝑠𝑓

2 sec(Ωsf)
2

𝑐3𝑛1(𝜔𝑆𝐹)𝑛1(𝜔𝑣𝑖𝑠)𝑛1(𝜔𝐼𝑅)
|𝝌𝑒𝑓𝑓

(2) |2𝐼(𝜔𝑣𝑖𝑠)𝐼(𝜔𝐼𝑅) 

where  𝛘𝑒𝑓𝑓
(2)

 represents effective nonlinear susceptibility, c is the speed of light, Ω𝑠𝑓 is the SF 

emission angle from the rubrene surface, 𝑛1 is the refractive index of air, and 𝜔’s represent the 

frequencies for SF, visble, and IR beams [42, 43, 159]. The effective susceptibility is given by 
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 𝝌𝑒𝑓𝑓
(2)

= [𝒆̂(𝜔𝑠𝑓). 𝑳(𝜔𝑠𝑓)]. 𝝌𝑖𝑗𝑘
(2)

: [𝑳(𝜔𝑣𝑖𝑠). 𝒆̂(𝜔𝑣𝑖𝑠)][𝑳(𝜔𝑖𝑟). 𝒆̂(𝜔𝑖𝑟)] 

where 𝒆̂’s are the electric field polarization vectors, 𝑳’s are Fresnel factors, and 𝝌𝑖𝑗𝑘
(2)

 is the 

macroscopic nonlinear susceptibility with (𝑖, 𝑗, 𝑘)  ∈ (𝑥, 𝑦, 𝑧). The effective susceptibilities for the 

SSP and PPP polarization combinations take the following forms [43]:  

𝜒𝑒𝑓𝑓,   𝑠𝑠𝑝
(2)

 = 𝐿𝑦𝑦(𝜔𝑠𝑓)𝐿𝑦𝑦(𝜔𝑣𝑖𝑠)𝐿𝑧𝑧(𝜔𝑖𝑟) sⅈn(Ω𝑖𝑟) 𝜒𝑦𝑦𝑧
(2)

 

𝜒𝑒𝑓𝑓,   𝑝𝑝𝑝
(2)

 = −𝐿𝑥𝑥(𝜔𝑠𝑓)𝐿𝑥𝑥(𝜔𝑣𝑖𝑠)𝐿𝑧𝑧(𝜔𝑖𝑟) cos(Ω𝑠𝑓) cos( Ω𝑣𝑖𝑠) sⅈn(Ω𝑖𝑟) 𝜒𝑥𝑥𝑧
(2)

 

−𝐿𝑥𝑥(𝜔𝑠𝑓)𝐿𝑧𝑧(𝜔𝑣𝑖𝑠)𝐿𝑥𝑥(𝜔𝑖𝑟) cos(Ω𝑠𝑓) sⅈn ( Ω𝑣𝑖𝑠) cos(Ω𝑖𝑟) 𝜒𝑥𝑧𝑥
(2)

 

+𝐿𝑧𝑧(𝜔𝑠𝑓)𝐿𝑥𝑥(𝜔𝑣𝑖𝑠)𝐿𝑧𝑧(𝜔𝑖𝑟) sⅈn(Ω𝑠𝑓) cos(Ω𝑣𝑖𝑠) cos(Ω𝑖𝑟) 𝜒𝑧𝑥𝑥
(2)

 

+𝐿𝑧𝑧(𝜔𝑠𝑓)𝐿𝑧𝑧(𝜔𝑣𝑖𝑠)𝐿𝑧𝑧(𝜔𝑖𝑟) sⅈn(Ω𝑠𝑓) sⅈn(Ω𝑣𝑖𝑠) sⅈn(Ω𝑖𝑟) 𝜒𝑧𝑧𝑧
(2)

  

In these equations, Ω𝑖 represents the emission angle for the SF, and incidence angle for the visible 

and IR beams. The Fresnel factors are given by:  

𝐿𝑥𝑥(𝜔𝑖) =  
2𝑛1(ωⅈ)cos (𝛾𝑖)

𝑛1(𝜔𝑖) cos(𝛾𝑖) + 𝑛2(ωⅈ)cos (Ω𝑖)
 

𝐿𝑦𝑦(𝜔𝑖) =
2𝑛1(𝜔𝑖) cos(Ω𝑖)

𝑛1(𝜔𝑖) cos(Ω𝑖) + 𝑛2(𝜔𝑖) cos(𝛾𝑖)
 

𝐿𝑧𝑧(𝜔𝑖) =
2𝑛2(𝜔𝑖) cos(Ω𝑖)

𝑛1(𝜔𝑖) cos(𝛾𝑖) + 𝑛2(𝜔𝑖) cos(Ω𝑖)
(
𝑛1(𝜔𝑖)

𝑛′(𝜔𝑖)
)

2

. 

Here, 𝑖 ∈ (𝑠𝑓, 𝑣𝑖𝑠, 𝑖𝑟); therefore, 𝜔𝑖 can be frequency for SF, visible or IR beam. The refractive 

indices for the rubrene bulk and the rubrene surface are represented by 𝑛2 and 𝑛′, respectively. At 

any given azimuthal angle 𝜁 (see Figure 41 D), the refractive index 𝑛2 is calculated by taking 

Euclidian sum of the refractive indices along crystalline a- and b-axis, i.e., 𝑛2 =

 √(nacos(𝜁))
2 + (𝑛𝑏 sⅈn(𝜁))2 and 𝑛′ =

𝑛1+𝑛2

2
. 
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The macroscopic susceptibilities can be related to the molecular hyperpolarizability, which in turn 

can be expressed as a function of IR transition dipole and Raman polarizability as expressed in Eq. 

6 through Eq. 8 in chapter 1. 

For 𝑣2 vibrational mode, the nonzero hyperpolarizability terms are 𝛽𝜉𝜉Λ, 𝛽𝜂𝜂Λ, and  𝛽ΛΛΛ [157-

160]. Furthermore, from Raman depolarization ratios, 𝛽ΛΛΛ ≅ 0.69𝛽𝜉𝜉Λ and 𝛽𝜂𝜂Λ ≅ 0 [157, 158]. 

Using these values with Eq. 6 from chapter 1 gives 

𝜒𝑖𝑗𝑘
(2)

= 𝑁𝑠⟨𝑅𝑖𝑗𝑘,𝜉𝜉Λ(𝜃, 𝜓, 𝜙)⟩𝛽𝜉𝜉Λ + 𝑁𝑠⟨𝑅𝑖𝑗𝑘,ΛΛΛ(𝜃, 𝜓, 𝜙)⟩ 𝛽ΛΛΛ.  

In this equation, ⟨⟩ represent the average over entire surface population of the phenyl rings. 

𝑅𝑖𝑗𝑘,𝜂𝜂Λ(𝜃, 𝜓, 𝜙) are trigonometric functions obtained from Euler transformations connecting 𝛽𝜂𝜂Λ 

and 𝜒𝑖𝑗𝑘
(2)

. Similarly, 𝑅𝑖𝑗𝑘,ΛΛΛ(𝜃, 𝜓, 𝜙) connect 𝛽ΛΛΛ with macroscopic susceptibility [160]. Both 

of them are functions of phenyl ring orientation. Their detailed expression are given in appendix. 

To determine the exact orientation of the phenyl rings (𝜃, 𝜓, and 𝜙), curve fitting was carried out 

in Mathematica, in which experimental SFG response for the PPP and SSP polarizations was 

compared to the simulated one. The orientation distributions for 𝜃, 𝜓, and 𝜙 in the phenyl ring 

populations were modelled by delta functions. Due to the herringbone arrangement of the surface 

molecules, two types of phenyl groups were considered in the surface population, one with 𝜙 

clockwise and the other with 𝜙 anticlockwise from the crystalline a-axis.  

To understand the azimuthal dependence of different components in the effective susceptibility, 

Figure 43 shows a plot of the Fresnel factors, macroscopic susceptibility, and effective 

susceptibility. For these simulations, the initial magnitude of 𝜙 was estimated by the UV-vis results 

presented earlier to be ~38°. On the other hand 𝜃 and 𝜓 were given initial values of ~0°.  
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Figure 43: Azimuthal variation in the effective susceptibility, macroscopic susceptibility, and Fresnel factors for the 

SSP polarization combination. For this simulation 𝜃 = 0°, 𝜓 = 0°, and 𝜙 = 38°. 

 

Both susceptibilities and Fresnel factors show anisotropy; however, the azimuthal distribution of 

Fresnel factors is independent of 𝜃,  𝜓, and 𝜙. Different choices of these parameters change the 

profiles of effective susceptibility and macroscopic susceptibility.  

The azimuthal behaviors of 𝜒𝑒𝑓𝑓,𝑝𝑝𝑝
(2)

 and 𝜒𝑒𝑓𝑓,𝑠𝑠𝑝
(2)

 simulations are presented in Figure 44. The 

azimuthal orientation of maxima for both quantities matches with the experimentally obtained 

results. Upon changing 𝜃 and 𝜙, the shapes of the two curves change but their orientation stays 

the same; however, changing 𝜓, changes their orientations. 



72 
 

 

Figure 44: Azimuthal variation in PPP and SSP effective susceptibilities. For this simulation 𝜃 = 0°, 𝜓 = 0°, and 

𝜙 = 38°.  

Finally, to calculate the orientation for the surface phenyl groups, the experimentally obtained SFG 

amplitude ratio between PPP and SSP polarization combinations is curve-fitted with theoretically 

calculated ratio. The results are presented in Figure 45 and summarized in Table 3. The three 

panels in Figure 45 show the progression of the curve fitting, highlighting the effect of each 

parameter individually. 
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Figure 45: Fitting between simulated and experimental SFG amplitude ratios between PPP and SSP polarization 

combinations. Plots (a), (b), and (c) show the progression of the fitting process with final fit achieved in plot (c). In 

plot (a) 𝜃 = 0°, 𝜓 = 0°, and 𝜙 = 32°. In plot (b) 𝜃 = 45°, 𝜓 = 0°, and 𝜙 = 32°. Finally, in plot (c) 𝜃 = 45°, 𝜓 =
7°, and 𝜙 = 32°. 
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Table 3: Orientation parameters for surface phenyl groups 

Parameter Value Standard Error 

𝜃 45° 13° 

𝜓 12° 12° 

𝜙 33° 3° 

 

The variation of simulated ratios using the full range of parameters presented in Table 3 is shown 

in Figure 46. The default values of the parameters are 𝜃 = 45°, 𝜓 = 12°, and 𝜙 = 33°. The 

figure contains three sets of curves, each presenting the variation of one parameter. For every 

parameter, the corresponding set contains three curves, one at the lower bound, one at the 

median, and one at the upper bound of the parameter. Panel (a) indicates that the variation in 𝜃 

changes the elongation and central dip of the ratio curves. In panel (b), the variation of 𝜓 

introduces elongation variation was well as rotation of the curves. Finally, in panel (c), different 

values of 𝜙 induce elongation and squeezing of the ratio curves. 
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Figure 46: Variation in the simulated polarization ratio by changing the orientation parameters individually across 

the range of the curve fitted results. The default values are 𝜃 = 45°, 𝜓 = 12°, and 𝜙 = 33°. In each panel, only one 

parameter is changed while the other two are kept at their default values. (a) represents the variation in 𝜃, (b) shows 

curves for different values of 𝜓, and (c) shows variation in 𝜙. 
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5.6 Discussion 

The nonresonant signal, observed only in PPP polarization combination, followed a Gaussian 

profile centered around 2600 cm−1 to 2700 cm−1. Its amplitude displayed a two-fold symmetry 

with largest magnitude at 90° and 270°. These azimuthal angles correspond to orientations in 

which crystalline b-axis is in the plane of incidence for the SFG setup. Furthermore, since the 

nonresonant signal was not observed in SSP combination, it indicates that this signal requires an 

electric field component of the visible or SF light along the crystalline c-axis i.e., normal to surface 

(a condition not fulfilled by SSP). 

This signal is possibly from electronically resonant SFG response from the rubrene single-crystal. 

Figure 47 shows two possible energy level pathways for such SFG process. In (A), the visible 

beam at 532 nm is resonant with the electronic or exitonic transition, and in (B) the SF beam at 

466.2 nm is resonant with a transition between two stationary electronic levels. From the fitting 

performed on vibronically nonresonant SF signal, the mid-IR for this component is centered at 

2650 cm−1.  

 

Figure 47: Two different energy pathways for electronically resonant SFG from rubrene single-crystals. The solid 

energy levels represent stationary electronic states. 
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For visible beam, the 532 nm wavelength corresponds to 2.33 eV energy. This energy is very 

close to a 2.35 eV excitonic transition observed in oblique incidence in the bc-plane of rubrene 

single-crystal using p-polarized light by Tavazzi et. al.,  [148]. Their results are shown in Figure 

48. They attributed it to c-polarized transition in the crystal under weak intermolecular interactions. 

They also assigned its molecular origins to molecular M-axis. Since this transition depends on an 

intermolecular interaction, the azimuthal anisotropy of that interaction can lead to a rotational 

anisotropy of nonresonant response as well. Coincidently, an anisotropic azimuthal response was 

observed in the vibronically nonresonant SFG for PPP polarization combination. This vibronically 

nonresonant SFG showed largest amplitude along crystalline b-axis with a 2-fold symmetry as 

shown in Figure 37. On the other hand, it is possible that the intermolecular interaction that causes 

azimuthally anisotropic behavior for vibronically nonresonant SFG is also connect to the 

intermolecular 𝜋-stacking which results in characteristic high charge mobility along crystalline b-

axis. 

 

Figure 48: Absorption bands form the excitonic transitions observed in a single-crystal rubrene at an oblique 

incidence of 20° and 10° in the bc crystal plane. Image adapted from publication by Tavazzi et. al., [148]. 
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The SF beam, with mid-IR centered in the 2600 cm−1 to 2700 cm−1 range, is produced at 

~465.2 nm. This wavelength corresponds to 2.659 eV energy that is close to absorption peak 

observed at 2.67 eV in normal incidence geometry with both a and b polarized light i.e., transitions 

a3 and b3 in Figure 29. Its molecular transition dipole origins are in molecular LN-plane [147, 

148].  

The transition dipole for 2.67 eV absorption is predominantly along molecular L-axis, which lies 

in ab crystal plane i.e., the crystal surface plane. To access this transition, the incident light has to 

have electric field components along crystal surface plane. Any p-polarized light has electric field 

components both parallel and perpendicular to the surface. However, s-polarized light is 

completely along the surface. If this transition were involved in producing vibronicaly nonresonant 

SF signal as suggested by Figure 47 (B), the nonresonant signal would have been present in SSP 

as well. However, the SSP combination does not show nonresonant SF signal. Therefore, one can 

conclude that the nonresonant SFG signal (observed only in PPP polarization combination) is 

originating from the energy level description (A) of Figure 47. It must be noted that for this system 

only PPP and SSP polarization combinations generate considerable SF signal.  

The orientation results achieved from the SFG exhibit large margins of error for both 𝜃 and 𝜓. 

However, the results for 𝜙 had relatively high accuracy. The value of 𝜙 is in agreement with 

theoretically calculated values in literature but it is slightly different from the one calculated using 

UV-vis spectra [147]. A 45° 𝜃 indicates a considerable tilt from the surface normal despite the 

large standard error. Similarly, the extracted value of 𝜓 indicates that the phenyl rings do not show 

large twists. A possible reason for these large margins of error is the delta distribution assumption 

for the orientation of the phenyl rings on the surface. Finally, these results indicate that the surface 
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phenyl rings exhibit an ordered-orientation which can lead to different steric and electrostatic 

interactions if the rubrene interface is in contact with other media such as ionic liquids. 

5.7 Conclusion 

Multiple techniques were utilized to complement each other in characterizing the rubrene single-

crystal surface. Using both RHEED and UV-vis absorption, the molecular arrangement, crystal 

structure, and crystal orientation were confirmed. With the help of structural information, the 

molecular orientation (especially that of the surface phenyl rings) was determined with SFG. 

Furthermore, the vibronicaly nonresonant response indicated complicated pathways for the SFG 

process due to the visible and SF photon energies matching with prominent electronic transitions. 

However, to completely resolve its origin, a SFG experiment with tunable visible and tunable mid-

IR can be utilized. 
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Chapter 6 

Neural Networks for Chemical Image Analysis 

6.1 Introduction  

Spectroscopic imaging generates spatial maps of chemically meaningful spectra. In these maps or 

images, each spatial pixel contains a spectrum. The identification and characterization of chemical 

species on each pixel requires careful analysis of the associated spectrum (pixel spectrum). Over 

the past two decades, SFG spectroscopic imaging has been developed into a reliable technique for 

analyzing surface chemistry [44-46, 161-164]. The image contrast in SFG microscopy can be 

developed from multiple, chemically meaningful, processes that generate variations in SFG spectra 

such as molecular orientation, surface coverage, functional groups, oxidation, and substrate 

orientation  [44-46, 163, 164]. Traditionally, the chemical information is extracted from the pixel 

spectra through spectral curve fitting. However, typical curve fitting requires good quality spectra 

with low noise. 

The SFG process is typically quite weak. Consequently, the SF intensity produced by the chemical 

systems is very low. Furthermore, in most imaging applications, the SF intensity is distributed over 

a large detector area. Therefore, generating good-quality pixel spectra in SFG imaging requires 

long acquisition times [46, 163, 164]. However, this limits the utility of the SFG imaging only to 

those chemical systems, which are stable over long periods and exhibit slow physical or chemical 

dynamics. By reducing the acquisition time for the SFG imaging, the spectral quality degrades. 

Consequently, the chemically meaningful imaging contrast is compromised. 
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Furthermore, the variations in SFG spectra are dependent on a complex interplay between variety 

of different features such as chemical nature, orientation, packing, substrate, environment, and 

experimental geometry [41-43]. Often these dependencies are nonlinear in nature. Consequently, 

the complex sensitivity to a variety of features complicates the scientific interpretation of the SFG 

spectra. Therefore, the full utility of the SFG spectroscopic microscopy requires a sophisticated 

spectral fitting and interpretation; this limits the noise tolerance and margin of error for the curve 

fitting process. Typically, in SFG images with high spectral noise, the spectral quality required for 

the curve fitting is achieved by averaging multiple pixel spectra in a process called pixel binning. 

The binning process improves the spectral quality but reduces the spatial resolution of the image. 

Because of this tradeoff, the full spatial resolution of the SFG imaging process is not achieved.  

Neural Networks (NNs) are a set of machine learning algorithms that are particularly useful in 

solving problems where accurate physical or mathematical models are difficult or impossible to 

make [165]. NNs are, simply put, a collection of connected computation units called perceptrons. 

After the invention of a mathematical model for biological neurons by McCulloch and Pitts in 

1943, the first perceptron was introduced by Rosenblatt in 1958 [166, 167]. However, multiple 

mathematical, algorithmic, and technological advances were required before NNs could prove 

useful in any practical application. With new mathematical and technological developments, a 

fresh set of algorithms called Neural Networks and Deep Networks have recently gained popularity 

by solving highly complex problems in both scientific and industrial fields [168-172]. 

To solve problems, NNs need to be trained on large amounts of data [165].  This training also 

requires extensive computational resources. Historically these issues limited their utility. 

However, increasingly digitized methods of data collection have ensured the availability of high 



82 
 

volumes of digital data. Furthermore, advancements in computer technology has procured 

extensive computation resources for training NNs to very high degrees of accuracy. NNs have 

shown the ability to learn complex patterns in data without any starting information on the 

underlying rules. They have also displayed accurate prediction and identification ability. 

Consequently, these algorithms are being deployed in a variety of complex tasks such as face 

recognition [172], content recommendation (Amazon and Netflix) [173], stock exchange 

prediction, and object classification [174, 175]. 

A typical spectral curve fitting process utilizes a hand-written mathematical model that it then fits 

to the spectral data for extracting chemical information; however, NNs learn the relevant spectral 

features for identifying chemical qualities through training on examples. If an ample amount of 

training data is available, the NNs can be deployed to provide the chemical features for the SFG 

spectroscopic imaging. The absence of a starting physical or chemical model makes NNs ideal for 

performing the complex chemical identification on the SFG spectra, which are often non-linearly 

dependent on multiple factors. Interestingly SFG imaging generates spectroscopic images with a 

spectrum contained in each pixel, providing the required large amount of spectral data for training 

NNs to a high accuracy. For example, an 1064 × 1064 image contains 1132096 spectra, one in 

each pixel. These spectra are relatively independent since imaging provides a one-to-one mapping 

of the spatial points on the sample surface to the pixels in the camera. As a result, the NNs can 

learn the relevant parameters or features in spectra that generate the chemical contrast from 

examples and then provide the correct chemical label, orientation or other characteristic of new 

spectral data. 
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In this chapter, I have utilized the NNs for providing chemical contrast in the SFG spectroscopic 

imaging through variation in SFG-active groups on thiol Self Assembled Monolayers (SAMs). 

The NN is trained on example-spectra from SFG images of different SAMs. Afterwards, the NN 

is given previously unseen spectral data for identification. The predictions are then utilized to 

construct chemically accurate spatial maps. Finally, the performance of NN is gauged at different 

spectral noise levels and other parameters. The results demonstrate that NNs can successfully 

operate at high levels of spectral noise where spectral fitting cannot yield useable results without 

extensive averaging through pixel binning. Therefore, the NNs can generate a chemical map while 

preserving spatial resolution in situations where spectral fitting decreases image resolution by pixel 

binning. 

6.2 Neural Network Basics 

The basic unit of a neural network is a perceptron (shown in Figure 49). It receives multiple inputs 

and generates a single output. The inputs are used to calculate a weighted sum given by the 

following equation 

𝑦 = ∑𝑤𝑖𝑥𝑖 + 𝑏 

In this equation, 𝑤𝑖 is the weight for input 𝑥𝑖 and 𝑏 is a constant called ‘bias’. The following 

relation then converts the weighted sum to an output 

𝑓(𝑦) = {
0, 𝑦 < 0
𝑦, 𝑦 ≥ 0

 

This particular relation is called Rectified Linear function. Another popular choice for calculating 

the output is a sigmoid function i.e., 
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𝑓(𝑦) =
1

1 + 𝑒−𝑦
 

The weights, bias, and the choice of function for generating output is unique to every perceptron. 

At this very basic level, a perceptron is only capable of handling simple linear analysis. 

 

  

Figure 49: Functional layout of a perceptron. 𝑥𝑖 represent inputs, 𝑤𝑖  represent weights, b is the bias, and f(y) is the 

output. 

To perform complex tasks, a network of interconnected perceptrons is created. The perceptrons 

can be connected in multiple ways; Figure 50 represents a Fully Connected NN. Each node in this 

network represents a perceptron. Each edge represents a connection between two perceptrons, in 

which the output of a perceptron on the left is received as an input for the perceptron on the right. 

The perceptrons are categorized into categories called layers. All perceptrons belonging to the 

same layer are vertically aligned in the Figure 50. In this model a perceptron from a particular 

layer is not connected to the other perceptrons of the same layer; however, it is connected to all 

the perceptrons from the adjacent two layers. 

X1 

X2 

X3 

∑𝑤𝑖𝑥𝑖 + 𝑏 = 𝑦 

𝑤1 

𝑤2 

𝑤3 

𝑓(𝑦) 
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There are three types of layers in the NN. The first type is called the Input layer. It receives the 

spectral data for the NN. Each perceptron in this layer receives the intensity value from a unique 

frequency along the input spectra and then passes it without modification to all the perceptrons in 

the next layer. 

The next layer is called a Hidden layer because its inputs and outputs are not observable outside 

the NN. Perceptrons in the hidden layer calculate the weighted sums and generate outputs, which 

are then sent to every perceptron in a second Hidden layer. Perceptrons from both hidden layers 

utilize rectified linear function for computing the output from the weighted sums of the inputs. The 

outputs of the perceptrons in the second Hidden layer sent to the perceptrons in the final layer 

called the Output layer.  

In the Output layer, each perceptron utilizes the sigmoid function to compute its output from the 

weighted sum. The output of all the perceptrons in the Output layer is combined to generate the 

final prediction by selecting the perceptron with highest numerical output. 

In a NN there can be multiple hidden layers with multiple perceptrons but only one input and one 

output layer. For the chemical identification of a given SFG spectrum, the number of wavelengths 

in the spectrum determines the number of perceptrons in the input layer, whereas the number of 

chemical labels available for the prediction determines the number of perceptrons in the output 

layer. For example, for the classification of SFG spectra from five different SAMs, each containing 

71 unique wavelengths, a NN will have 71 perceptrons in the input layer and 5 perceptrons in the 

output layer. Each perceptron of the Output layer will generate the probability that the input 

spectrum belongs to a certain class. 
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Figure 50: A fully connected Neural Network with two hidden layers. The input layer has three perceptrons, the hidden 

layers have four perceptrons each, and the output layer contains two perceptrons. The spectral data enters the network 

from the left. The Output layer perceptrons generate the probabilities of possible chemical labels for the spectra. 

For a NN to produce the desired performance, the weights for every perceptron in the network 

need to be configured. This is achieved by training the NN on spectra with known qualities. For 

example, if a NN is tasked with identifying which chemical a given spectrum belongs to, the NN 

will be trained on spectra of different chemicals. In the training process, the NN will start with 

random values for the weights in each perceptron. The predicted chemical label will be compared 

with the real chemical identity of the input spectrum called ground truth. If the prediction is 

incorrect, the weights of the perceptrons will be methodically corrected. This process will be 

repeated until desired prediction accuracy is achieved. Once the NN is trained to a required level 

of prediction accuracy, it can be used to provide chemical labels for spectra with unknown 

identities. 
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NNs are susceptible to overtraining, a condition where model’s performance starts degrading on 

unseen test data but becomes better on training data. To avoid this condition, the training and 

testing errors are often recorded throughout the training cycles; and the training is stopped before 

the overfitting takes place [165]. 

6.3 Sample – Self Assembled Monolayers 

A particular class of molecules produces highly ordered, well packed, and well oriented single 

molecule thick layers on substrates, often by solution deposition. These molecular monolayers are 

termed Self-Assembled Monolayers (SAMs) [176-180]. Although they are just monolayers, they 

can still alter the wetting [181, 182], catalysis [183, 184], oxidation [11], and other chemical 

properties of the substrates making them valuable systems for both scientific and engineering 

research. Furthermore, SAMs also provide ideal systems for studying surface specific 

spectroscopic techniques because these monolayers can be engineered with desired spatial 

heterogeneity, chemical signature, and orientation. Consequently, they have been a system-of-

choice for studying SFG spectroscopic imaging [44, 45, 85, 88]. 

Alkane thiols produce SAMs on gold substrates [177]. These molecules consist of a long alkane 

chains with thiol head groups that bind to the gold surface. These monolayers can be prepared by 

solution deposition as well as stamping using PDMS patterns inked with the alkane thiol solutions 

(in a process called micro-contact printing) [44, 87, 88, 185]. The visibility of the SFG resonance 

response from the functional groups on the SAMs is also enhanced by high non-resonance SFG 

response of the gold substrate. This makes them ideal to test SFG spectroscopic microscopies. 

The SFG imaging data was provided by Dr Alex Pikalov from Baldelli Surface Lab at University 

of Houston. To generate data with known chemical identities, five alkane thiol SAMs with 
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different chemical structures were prepared on gold substrates through solution deposition. The 

chemical structures of these molecules are shown in Figure 51. The details of preparation can be 

found elsewhere [87]. 

 

Figure 51: Alkane thiols used to prepare data for Neural Network training and testing [87]. 

Furthermore, an additional sample was created with four SAMs deposited through micro-contact 

printing and fifth one by solution deposition. The details of the procedure are described here [87]. 

6.4 SFG Imaging Setup 

Combining mid-IR and 1064 nm laser beams produces SF close to 815 nm, which can be 

directly imaged by an intensified CCD camera [186-189]. The basic setup is shown in Figure 52. 

The 1064 nm and mid-IR beams from the OPG/OPA, are spatially and temporally over-lapped on 

the sample at 70° and 60°, respectively. This generates SFG from the sample at approximately 

62.1° from the surface normal. The SFG beam is passed through a 1: 1 relay lens to maintain the 

size and focus of the beam. It is then reflected off a diffraction grating that helps correct for the 

depth of field due to oblique geometry. The fundamental reflection from the grating is passed 

through a 10X microscope objective to magnify the image. A collimating tube lens and a pair of 
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gold mirrors then send the SF beam to an intensified CCD camera with 1064 × 1064 pixels. The 

intensified CCD camera is cooled to −20 °C and gated with a gate-width of 10 ns to suppress the 

thermal and background signals [186, 187]. The resulting setup generates a resolution of at least 

1.2 μm for the surface specific SFG imaging. 

 

Figure 52: Schematic for direct imaging SFG microscope setup. The SF beam is represented by a blue line. The 

relay lens provides a one-to-one mapping of the surface to the grating. The microscope objective provides a 10X 

effective magnification [87]. 

 

SFG imaging is performed on five solution deposited SAMs on gold substrates by continuously 

scanning the mid-IR frequency from 2750 cm−1 to 3100 cm−1. The CCD camera saves an image 

after every one thousand laser pulses. Meanwhile, the mid-IR frequency changes by 5 cm−1. 

Therefore, after scanning the required mid-IR range, a stack of 71 SF images is created. The pixel 

spectrum in each stack contains 71 data points (Figure 53). 
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Figure 53: Mid-IR is scanned and an SFG image is acquired for every 5 wavenumbers. The image stack is shown in 

the top left corner. The top right corner shows a representative image from the stack with pixel binning. Extracted 

spectra form different regions of interest with binned pixels are represented in the bottom half [45]. 

6.5 Data preparation  

The image stacks obtained from five different solution deposited SAMs samples were utilized to 

create labeled spectra. From each stack, pixels containing abnormal signals due to cosmic noise or 
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stray light were discarded by eliminating those pixel spectra that contained intensities that were 5 

times the average intensity for the entire image at any wavelength. The remaining pixels were 

processed using steps shown in Figure 54. 

 

Figure 54: Data processing steps for creating training and testing data. 

From the image stack of each SAMs, 71-point spectra were extracted from every pixel. These 

spectra were labelled with the SAMs of their corresponding image stack. This created a data set 

containing correctly labelled spectra. This dataset was only compatible for training NNs for 

chemical identification; however, for predicting additional molecular features for the surface 

species, new datasets were required. 

In the imaging process, the spatial variation of the intensity in laser beams can create variation in 

the image. To remove these artifacts, each spectrum was normalized to a range of 0 to 1. This 

normalization also helps avoid any training bias towards high intensity spectra because computer 

algorithms often prioritize reducing errors on large valued inputs during training/optimization. The 

presence of noise, however, did not introduce bias because of random distribution of noise. In the 

SF image, the neighboring pixels can show slightly correlated spectral behavior. For current task, 

learning such correlations can cause overfitting. Therefore, to avoid overfitting, spectra were 

randomly shuffled. Finally, to create binned pixel data, spectra form multiple pixels were averaged.  

 

Label & 
Extract 
Spectra

Normalize Randomize
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6.6 Neural Network Training 

The NNs were created in Python using Tensorflow library. The NN architecture consisted of 

4 layers of perceptrons i.e., one input, two hidden, and one output layers. Each perceptron in the 

Input layer received the intensity value at a specific mid-IR wavenumber from the spectrum; thus, 

71 input perceptrons cover the entire frequency range for the spectrum.   

Every Input layer perceptron is then connected to all the perceptrons in the 1st Hidden layer. 

This Hidden layer contains 1000 perceptrons. These perceptrons pass their output to all the 100 

perceptrons in the 2nd Hidden layer. In both hidden layers, the perceptrons used Rectified Linear 

Function for generating output from weighted sums of the inputs. 

Every perceptron in the 2nd Hidden layer then passes its output to all five perceptrons of the 

final Output layer. These perceptrons utilize sigmoid function for generating the output from 

weighted sum of the inputs. Each one of the five perceptrons in the Output layer represents a 

particular SAM and generates an output value from zero to one. The output values of all five sum 

to one. Therefore, for any spectral input, these output values are the probabilities for the associated 

chemical labels. Finally, the input spectra are assigned the chemical label associated to the 

perceptron with maximum output value in the final layer. 

To provide training and testing using spectra with known chemical identities, 70 % of the 

spectral dataset was used for training and 30 % was used for testing. The training spectral data 

was passed through the NNs multiple times and the network predictions were compared to the 

actual identities of the spectra. The misclassification error was calculated and then used to correct 

the weights of the perceptrons. After each session of training (called epoch), the NNs were 
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tested/validated on the remaining 30 % of the spectra, which were kept hidden from the NNs 

during the training phase. This created a benchmark for performance using completely unseen data 

after the NNs were trained on all five SAMs. Further details are provided in the appendix. 

6.7 Results and Discussion 

The experiments were performed with both binned and un-binned pixels. The average spectra of 

the entire image stacks for all five SAMs are shown in Figure 55. 

 

Figure 55: Spectra for SAMs from all pixels of the image stack. 

However, some spectra from single pixels are shown in Figure 56 and 8x8 binning are shown 

Figure 57. 
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Figure 56: Example spectra from single pixels from image stacks of 5 different SAMs. These spectra have extremely 

low signal to noise ratio and are difficult to distinguish by spectroscopic intuition or spectral fitting. 

 

Figure 57: The spectra from binned image stacks of 5 different SAMs. 
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These figures indicate that the characteristic spectral features of each individual SAMs are 

prominent in the spectra obtained by averaging the entire image. These features are still identifiable 

in 8x8 binning. However, at 8x8 binning with 64 pixels averaged together, enough noise is present 

which can create large margins of error in a typical spectral fitting. At 1x1 level the spectral 

features are completely overtaken by noise. Therefore, under these circumstances, a typical 

spectral fitting technique would require at least 8x8 binning or more. 

The NNs were trained and tested on 1x1, 2x2, 4x4, and 8x8 binned data. The results are 

summarized in Table 4. These values were obtained by matching the chemical labels for the 

maximum output value perceptrons in the output layer with the true identities of the input spectra 

determined experimentally. The accuracy in this discussion refers to the percentage of correct 

classifications. 

Table 4: The test or validation accuracy of trained NNs on completely unseen data 

 1x1 2x2 4x4 8x8 

Correct Classification Percentage (Accuracy) 92 93.5 97.5 99.5 

Pixels 1 4 16 64 

 

The NNs performed perfect classification on 8x8 binning. At single-pixel level the chemical 

identification accuracy calculated from the misclassification error was still above 92 %. The 

relationship of the accuracy with the number of pixels averaged for the input spectra, shows the 

performance saturates close to ~100 % accuracy at 8x8 binning (Figure 58). 
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Figure 58: Relation between the accuracy and the number of pixels averaged for each spectrum. 

To ensure overfitting does not take place during the training cycles, the accuracy on training and 

validation data is recorded for single pixels in Figure 59 and for 8x8 binning in Figure 60.  

During the training cycles, with 8x8 binning data, the accuracy saturates immediately at a high 

level. As the training continues, the validation accuracy slightly drops indicating an overfitting. 

However, with comparatively noisy, single-pixel spectra the accuracy levels-off slowly at a 

relatively low value. 
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Figure 59: Tracking overfitting for training with single-pixel spectra. 

 

Figure 60: Tracking overfitting for training with 8x8 binned pixel spectra. 

To further test the robustness of NNs for chemical identification, another image stack was acquired 

under slightly different laser conditions. The sample contained all 5 SAMs on a single gold 

substrate. ODT, MeOHT, PhHDT, and H2F were micro contact printed on the gold substrate using 

PDMS stamp. Afterwards M1CT was solution deposited on the open spaces in the patterns [87].  
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The single-pixel spectra were passed through a NN trained on the previous dataset and the resulting 

predictions for each SAMs were recorded.  The predicted probabilities of each SAM were then 

plotted as intensity values on the corresponding pixel positions to generate an image.  

The results (shown in Figure 61) produced spatial distributions, which were qualitatively similar 

to the shapes of stamp patterns used to create the sample. The backfilled M1CT also follows the 

gaps in patterns as expected from the solution deposition process. However, in this sample a 

quantitative comparison is not possible because the exact chemical identities of the single-pixel 

spectra are not known by any independent means. 

 

Figure 61: Spatial maps for SAMs generated by trained NNs on the single-pixel spectra. Each frame is a probability 

map for a single component. These spatial maps follow the shape of stamp patters used to create the SAMs. 
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PhHDT H2FODT M1CT 

Normalized Probability 
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To understand these results better, Figure 62 and Figure 63 represent binary spatial maps for 

different SAMs, which are created by applying 10% and 90% probability thresholds, respectively. 

In Figure 62, any pixel that has 10% or more probability for a particular SAM, is included in the 

spatial map of that SAM. On the other hand, in Figure 63, only those pixels are included in the 

spatial map, which carry more than 90% probability for that particular SAM. These figures 

effectively represent 10% and 90% confidence maps. In Figure 62, many pixels that are outside 

the experimentally assigned area are included in the spatial maps for different SAMs. The highest 

spillover is shown by M1CT. It is possibly due to the back-filling method used for its deposition.   

 

Figure 62: Binary spatial maps for different SAMs with 10% probability threshold. Any pixel that has greater than 

10% probability for a SAM, is included in the map of that particular SAM. 
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For the 90% probability threshold, the five maps are predominantly confined to the experimentally 

assigned areas (selected during sample preparation process). Still, multiple pixels outside these 

regions show more than 90% probability. They can be considered misclassifications qualitatively.  

 

Figure 63: Binary spatial maps for different SAMs with 90% probability threshold. In these binary maps, only those 

pixels are included that show more than 90% probability for the corresponding SAMs. 

The histograms for the maps shown in Figure 62 and Figure 63 are shown in Table 5. These 

histograms indicate that M1CT, H2FODT, and PhHDT occupy the majority of pixels at 

10% probability threshold. On the other hand MeOHT and ODT are absent from most pixels. 

When the threshold is increased to 90%, all SAMs report pixel loss. The highest variation is 

ODT MeOHT 

PhHDT H2FODT 

M1CT 
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observed in M1CT, which is the only SAMs that exhibits more 1’s than 0’s at 10% probability 

threshold.  

Table 5: Histograms for the binary spatial maps of SAMs using 10% and 90% probability threshold 

 10%  Probability Threshold 90% Probability Threshold 

M1CT 

  

H2FODT 

  

PhHDT 
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MeOHT 

  

ODT 

  
 

 

6.8 Conclusion 

SFG spectroscopic imaging provides a unique tool to study the surface specific physical and 

chemical processes with spatial information. However, typically low signal levels generate poor 

signal-to-noise ratio. Consequently, long acquisition time or high spatial binning is required for 

extracting the chemical identities of the image pixels through spectral fitting. However, this 

adversely affects the duration and spatial-resolution of the SFG imaging. To overcome these 

challenges, NNs have shown high accuracy and potential for the chemical identification of pixels 

with extremely noisy spectra.  
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Although NNs have been tested on data with chemical contrast originating from the difference in 

the terminal groups, the approach can be generalized. If relevant training data is available, these 

NNs can be trained to identify other chemical properties that cause SFG image contrast; such as 

molecular orientation and spatial packing. 

Another successful technique for identifying chemical identities of the spectra contained in SFG 

imaging is Target Factor Analysis (TFA) [45, 87], which is based on singular value decomposition 

of different geometric and spectral elements present in the image. TFA results in spatial maps of 

the chemical distribution. The results generated by NNs presented here qualitatively match with 

the TFA results for the same dataset. The two techniques can be used to corroborate each other. 
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Appendix 

LabView Code for SFG Spectroscopy Program: 
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LabView code for SFG Microscopy 
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Rubrene Analysis: Mathematical Expressions for Transformations 

In these expression, r is the ratio 
𝛽ΛΛΛ

𝛽𝜂𝜂Λ
. (Note: in this code, Ω𝑖 is renamed as 𝛽𝑖) 

 

 

 

 

 

In[ ]:= n1 1;

na 1.8;

nb 1.6;

n2 : Sqrt Cos na 2 Sin nb 2

n :
n2 1

2

, : ArcSin n1 Sin n2

Lxx , :
2 n1 Cos ,

n1 Cos , n2 Cos

Lyy , :
2 n1 Cos

n1 Cos n2 Cos ,

Lzz , :
2 n2 Cos

n1 Cos , n2 Cos

n1

n

2

In[ ]:= Xzxx , , : Cos Cos 3 8 1 Cos 2

Cos Cos 3 16 1 Cos 2 1 Cos 2

1 Cos 2 8 Sin 2 Sin 2 r

In[ ]:= Xzzz , , :

3 Cos Cos 3 4 Cos Cos 3 8 1 Cos 2 r

In[ ]:= Xyyz , , : Cos Cos 3 8 1 Cos 2

Cos 2 1 Cos 2 Cos 2

Cos Cos 3 16 1 Cos 2 1 Cos 2

1 Cos 2 4 Sin 2 Sin 2 r

In[ ]:= Xxzx , , : Cos Cos 3 8 1 Cos 2

Cos Cos 3 16 1 Cos 2 1 Cos 2

1 Cos 2 8 Sin 2 Sin 2 r

In[ ]:= Xxxz , , : Cos Cos 3 8 1 Cos 2

Cos 2 1 Cos 2 Cos 2

Cos Cos 3 16 1 Cos 2 1 Cos 2

1 Cos 2 4 Sin 2 Sin 2 r
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Python Implementation for Neural Networks:  

 There are two main codes for the python implementation i.e.,  

1. Data Wrangling 

2. Multi-Class Model 

The Data Wrangling code utilizes the pixel spectra extracted from the SAMs data to create 

training and testing datasets. Typically, the training and testing sets contain 70 % and 30 % of 

the total data. The process is as follows:  

a. The SAMs data is contained in 5 sets. Each set is created by using the SFG images 

acquired from pure sample of a single SAM; therefore, each set contains pixel spectra 

for one particular SAM. For each SAM, a unique number is assigned as label 

(typically, 0 to 4). 

b. A new dataset is created by joining all 5 sets along with their labels. In this new set, 

each data point contains a spectrum and its label that identifies its’ SAM. 

c. This dataset is shuffled and then separated into the training and testing sets.  

Multi-Class Model code is responsible for creating, training, and testing the NNs. It performs 

these tasks as follows:  

a. It creates a fully connected NN with 4 layers. The first layer has 71 perceptrons, the 

second contains 1000 perceptrons, the third has 100, and the fourth layer is made of 

only 5 perceptrons. 

b. The spectra are fed into the NN through the Input layer (1st layer) and the Output 

layer (4th layer) makes the prediction for its chemical label. The prediction is made 

by selecting the chemical label for the perception that shows maximum numerical 

valued output. 

c. In total, this fully connected NN contains 171500 weights. These weights are initially 

assigned random values. During training, the weights are calibrated to match the NN 

predictions with the true labels of the training spectra. 

d. During testing phase, the predicted labels for the testing set are matched with the true 

chemical labels and the accuracy is calculated as misclassification error. 

 

The code for Data Wrangling: 

 

import numpy as np 

 

def generate_five_sams_data(training_fraction): 

    odt = np.load('processed data\multi sams data-solution\odt.npy') 

    methoxy = np.load('processed data\multi sams data-solution\meoht.npy') 

    phhdt = np.load('processed data\multi sams data-solution\phhdt.npy') 

    h2f = np.load('processed data\multi sams data-solution\h2f.npy') 

    carborane = np.load('processed data\multi sams data-
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solution\carborane.npy') 

    #gold = np.load('processed data\multi sams data\processed_gold.npy') 

    np.random.shuffle(odt) 

    np.random.shuffle(methoxy) 

    np.random.shuffle(phhdt) 

    np.random.shuffle(h2f) 

    np.random.shuffle(carborane) 

    #np.random.shuffle(gold) 

 

    odt_labels = [int(0)] * np.shape(odt)[0] 

    methoxy_labels = [int(1)] * np.shape(methoxy)[0] 

    phhdt_labels = [int(2)] * np.shape(phhdt)[0] 

    h2f_labels = [int(3)] * np.shape(h2f)[0] 

    carborane_labels = [int(4)] * np.shape(carborane)[0] 

 

    print("Label assignments: odt 0, methoxy 1, phhdt 2, h2f 3 and carborane 

4.") 

    total_data = np.concatenate((odt, methoxy, phhdt, h2f, carborane), 0) 

    labels = np.concatenate((odt_labels, methoxy_labels, phhdt_labels, 

h2f_labels, carborane_labels), 0) 

    print('shape of total data ', np.shape(total_data), 'shape of labels ', 

np.shape(labels)) 

 

 

    print('randomly permuting data') 

    p = np.random.permutation(len(total_data)) 

    total_data = total_data[p] 

    labels = labels[p] 

 

    print('element of lables', labels[0:10]) 

    print('elements of data', total_data[0:10]) 

 

    # splitting data according to split fraction 

    split_index = int(np.shape(total_data)[0] * training_fraction) 

 

    training_spectra = total_data[:split_index] 

    test_spectra = total_data[split_index:] 

    training_labels = labels[:split_index] 

    test_labels = labels[split_index:] 

 

    return [training_spectra, training_labels, test_spectra, test_labels] 

 

 

 

 

The code for Multi-Class: 

 

import numpy as np 

import tensorflow as tf 
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import matplotlib.pyplot as plt 

import data_wrangling 

 

 

 

def create_model(): 

  model = tf.keras.models.Sequential([ 

#    tf.keras.layers.Flatten(), 

    tf.keras.layers.Dense(71, activation=tf.nn.relu), 

#    tf.keras.layers.Dropout(0.25), 

#    tf.keras.layers.Flatten(), 

#    tf.keras.layers.Conv1D(filters=71, kernel_size=10), 

    tf.keras.layers.Dense(1000, activation=tf.nn.relu), 

    tf.keras.layers.Dense(100, activation=tf.nn.relu), 

    tf.keras.layers.Dense(5, activation=tf.nn.softmax), 

#    tf.keras.layers.Dropout(0.25) 

  ]) 

  model.compile(optimizer='adam', loss='sparse_categorical_crossentropy', 

metrics=['accuracy']) 

  return model 

 

 

class myCallback(tf.keras.callbacks.Callback): 

  def on_epoch_end(self, epoch, logs=[87]): 

    if (logs.get('acc') > 0.98): 

      print("\nReached 98% accuracy so cancelling training!") 

      self.model.stop_training = True 

 

 

def train(training_fraction): 

  model = create_model() 

  [training_spectra, training_labels, test_spectra, test_labels] = \ 

    data_wrangling.generate_five_sams_binned_data(training_fraction) 

  callbacks = myCallback() 

 

  model.fit(training_spectra, training_labels, epochs=5, 

callbacks=[callbacks]) 

 

  validation_loss = model.evaluate(test_spectra, test_labels) 

# model.save_weights('trained models\my5component_checkpoint') 

  print(model.predict(test_spectra)) 

 

 

  # testing out new image 

  #fiveSams1k = np.load('processed data\multi sams data-

stamped\\fiveSams1k.npy') 

  fiveSams5k = np.load('processed data\multi sams data-

stamped\\fiveSams5k.npy') 

  new_labels = model.predict(fiveSams5k) 

  print(np.shape(new_labels)) 

  np.save('Results\\5sams5k-new_labels', new_labels) 

  final_labels = [] 

  for a in range(1024): 

    final_labels.append(new_labels[a * 1024:a * 1024 + 1024, :]) 

 

  image = np.array(final_labels) 
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  np.save('Results\\5sams5k-image', image) 

  print('shape of image is ', np.shape(image)) 

 

 

 

 

def load_and_test_model(): 

  #odt_methoxy = np.load('processed 

data\gold_odt_methoxy\processed_odt_methoxy.npy') 

  model = create_model() 

  model.load_weights('trained models\my5component_checkpoint') 

 


