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Abstract

Modeling fault dynamics requires dense observations of surface displacements over time.

However, it remains challenging to observe distributed fault displacements due to non-

linear deformation. Observation of near-field displacements challenges the level of detec-

tion limits of modern geosensing measurements because the rate of the displacements can

be as small as several mm per year with variations only within several hundreds of meters

from a fault trace, i.e. in the near field. To fill this void, we introduce a mobile laser scan-

ning (MLS)-based change detection framework that is capable of detecting distributed fault

displacements in the near field with high resolution and accuracy. The approach leverages

MLS’s redundant point cloud representation of an object’s location and models the corre-

sponding point clouds as geometric primitives for change detection. Corresponding point

clouds are extracted using PointNet, a deep neural network, and a customized random sam-

ple consensus estimator. A combined least squares adjustment is developed for primitive

modeling and change detection for both bi- and multi-temporal lidar time series, and the

multi-temporal analysis introduces additional temporal constraints for further accuracy im-

provement. Using data collected after the Mw 6.0 2014 South Napa earthquake, our results

reveal centimeter-level horizontal ground deformation, the post-seismic displacement field

is detected by tracking displacements of vineyard posts modeled as cylindrical primitives

from which patterns of off-fault deformation are identified and show agreement at cm level

with collocated alinement array observations. Using MLS data collected in 2015, 2017 and

2018 on a segment of the Hayward fault, bi- and multi-temporal fault creep displacements

are detected by leveraging abundant planar primitives in the built environment. The change

detection results give time series of distributed fault creep displacement and the detected

off-fault displacement profile matches in situ theodolite and creepmeter observations at the

subcentimeter level. The proposed framework is shown to be accurate and practical for fault

displacement detection in the near field and provides geodetic observations of non-linear

displacement patterns at an unprecedented scale, and the results can be used to elucidate

more sophisticated models of fault dynamics.
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Chapter 1

Introduction

This dissertation is dedicated to exploring methods of light detection and ranging (li-

dar) point cloud-based change detection that can be used to measure earthquake-related

fault displacements within several hundreds of meters of a fault trace. Given that lim-

ited geodetic observations and data processing methods exist that can provide distributed

ground displacements recorded in the near field of a fault, we provide a way to monitor

fault displacements using nascent mobile laser scanning (MLS) data. As the analysis of

shallow fault mechanisms remains elusive largely due to the lack of consistent geodetic

data close to an active fault [5, 6], we describe a framework of change detection using

geometric model-based methods to quantify near-field nonlinear displacements.

The earliest earthquake catalog can be traced back to the Chinese earthquake catalog

made in 1177 B.C. [22]. The earliest known earthquakes in the Americas was in Mexico

in the late 14th century and in Peru in 1471. At the early stage of earthquake monitoring,

many cultures looked for mythical ways to explain historical earthquakes. For example,

in China, the Earth shakes when an imbalance of yin and yang occurs; in Japan, the Earth

trembles because a great underground catfish or namazu flips; in India, the Earth is believed

to be held up by four elephants that stand on the back of a turtle, and the turtle is balanced

on top of a cobra. When any of these animals move, the Earth trembles and shakes. Now

we know an earthquake is what happens when two blocks of the earth suddenly slip past

each other. The surface where they slip is called the fault or fault plane[23]. Because of

this ’unpredictable’ sudden slip, an earthquake can potentially cause catastrophic damage

to human and man-made structures. According to a report updated in June 2017 by FEMA,

the annual building stock losses caused by earthquake hazards in the U.S. are estimated

to be $6.1 billion. On the other hand, many of the Earth’s natural resources including

1



energy, minerals, and soil are concentrated near past or present plate boundaries where

seismic faults are commonly generated. The utilization of these readily available resources

has sustained human civilizations, both now and in the past. In order to coexist with the

fault, mitigate seismic hazards and take advantage of the resources brought by the faulting

process, we need to study earthquake faults.

Earthquakes shape the earth with unique and diagnostic landforms caused by the fault-

ing process. To study this process, one of the initial observations one can acquire is mea-

surements of fault-related land deformation. Early records of earthquakes are more de-

scriptive but less quantitative in terms of ground deformation. To better understand the

mechanism behind earthquakes, starting in the late 1800s, displacements of large earth-

quakes were documented by geodetic observations to provide quantitative records of fault-

related land deformation. In 1892, a triangulation survey was interrupted by the Tapanuli

earthquake which led to the first geodetic record of an earthquake through a triangulation

network. The right-lateral slip was observed as dislocation [24]. Ever since then, triangula-

tion and leveling surveys have been used as geodetic measurements to record fault-related

ground deformation.

For around 100 years, before the implementation of Electronic Distance Meters (EDM),

Very Long Baseline Interferometry (VLBI) and Global Positioning Systems (GPS), meth-

ods of geodetic observation did not change much. However, with the accumulation of

repeated geodetic observations, interpretations and modeling of the observed fault dis-

placements thrived. The concept of elastic rebound was proposed by Gilbert [25] and

validated by Reid [2] with geodetic observations. The theory suggested that the outbreak

of an earthquake is like a sudden break or cut of a stretched rubber band where the crust of

the earth gradually stores elastic stress that is suddenly released during an earthquake [2].

Reid also found that total relative displacements of distant points on the opposite sides of

the fault represented only half the average slip during the 1906 San Francisco earthquake.
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This finding laid the foundation for long-term earthquake forecasting by comparing the co-

seismic displacements with the measured rate of fault creep accumulation between major

earthquakes [26].

With the civilian applications of the Global Positioning System (GPS), geodetic ob-

servations using GPS have been used to monitor fault displacements. For example, contin-

uous GPS networks were used to record ground displacements over time for the 1992 Mw

7.3 Landers, California earthquake to monitor co- and post-seismic displacements [27],

nation-wide GPS stations were used to record co-seismic displacement for the 1994 MJMA

8.1 Hokkaido-Toho-Oki, Japan earthquake [28], and co- and post-seismic fault slip de-

tected by GPS were used for modeling and studying the slip depth and fault geometry for

the 1999 Mw 7.5 Izmit Turkey earthquake [29]. Permanent Global Navigation Satellite

System (GNSS) stations are continuously monitoring aseismic fault creep: applications in-

clude, but are not limited to, the study of the Hayward fault, California [30] and the studies

at the Nankai and Japan-west Kurile subduction zones [31].

In the past three decades, the temporal coverage of geodetic observations have been

extended to the entire earthquake cycle such that additional post-seismic and inter-seismic

faulting measurements can be analyzed. Spatial coverage and detection resolution have

improved through the implementation of high-definition surveying techniques like InSAR,

satellite photography, and lidar. Figure 1.1 shows the faulting processes that have been

monitored by geodetic measurements. The application of high-definition surveying makes

it possible to analyze ground displacement at an unprecedented spatial resolution and re-

sults in distributed ground displacements, rather than a single measurement per site (like

GNSS). With distributed displacements, it is possible to examine nonlinear deformation

patterns especially near the fault trace where the displacement offset is smaller than the

fault slip at seismogenic depth. This slip deficit implies a potential systematic underes-

timation of the earthquake hazard using geodetic measurements and historical geological

3



*Fault slip (GNSS, 
SAR, optical imagery)    

*Distributed 
deformation 

(GNSS, SAR, optical 
imagery, lidar)

Coseismic

•Dynamic rupture and 
radiation of seismic 
energy

•GNSS, strainmeters

Postseismic

•Poreelastic
deformation

•Pore pressure, GNSS, 
SAR, Optical imagery, 
lidar, strainmeters

Interseismic

•Fault locking

•GNSS, SAR, Optical 
imagery, lidar, 
strainmeters

Figure 1.1 How fault deformation observation is related to co-seismic, post-seismic, and
inter-seismic faulting processes. Figure adapted from Nevitt [1].

slip records [32, 33]; however, the cause of this slip deficit remains unknown. To study

the slip deficit and understand how it relates to nonlinear ground deformation, we need

dense near-field observations of surface displacements. This requirement for high fidelity

displacement patterns necessitates new types of geodetic observations.

Inference of fault slip reduction goes back at least to the study of the 1906 Mw 7.9

San Francisco, California earthquake. As shown in Figure 1.2, the hypothesis suggests

that a part of the displacement is accomplished by shearing distortion and the offset at the

fault-plane will be less than that of the underlying rock. Suppose a straight line AOC in

the rock has been broken at the fault and displaced onto A′O′ and D′C′, if the alluvium

were brittle and with little plasticity, it might be broken and displaced in the same way,

but if the alluvium were to be some extent composed of clay, a part of the displacement
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Figure 1.2 Hypothesis on shearing movements in the fault-zone. Figure from [2], page 38.

would be accomplished by shearing distortion, and the offset at the fault-plane would be

less than that of the underlying rock [2]. The closer to the rock depth, the more similar

the displacement pattern would behave. Dashed line 1 reflects the displacement pattern

closer to the rock at depth, and dashed line 3 reflects the displacement pattern further to

the rock at shallow. This hypothesis has been confirmed by geodetic observations such as

the study by Ayoub et al. [34] where satellite photography was used to quantify co-seismic

displacement on several profiles during the 1992 Mw 7.3 Landers, California earthquake.

Although the measurements might be affected by variability and resolution of the air pho-

tos, the study indicated signs of slip reduction and reported several non-linear displacement

profiles (Figure 1.3) across the fault, similar to the pattern shown in Figure 1.2.

Rather than relying on a bulk characterization of on- versus off-fault deformation,

new studies focus on the mechanical details to try and explain the slip decrease towards

the earth surface [4–6, 35]. The associated observations of co-seismic displacement have

been extended to observations of both co- and post-seismic displacement fields. Fault dis-

placements acquired from successive earthquake cycles help researchers inspect how the

co-seismic slip deficit is accommodated throughout the earthquake cycle. Various condi-

tions, including plastic deformation [4, 35], buried fault tip [5, 6] and pore-elastic deforma-

tion [5], contribute to shallow slip modeling and the distinctive ground signatures that can
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Figure 1.3 Strike-parallel surface displacements measured from satellite photography
(SPOT images) during the 1992 Mw 7.3 Landers, California earthquake. Figure
from Michel and Avouac [3].

be used to infer causality of different conditions is only observable within several hundreds

of meters of the fault trace, i.e. in the near field of a fault.

Figure 1.4 (a) shows a schematic plot of an off-fault near-field displacement profile

where the X-axis represents the perpendicular distance to the local fault trace and the Y-

axis represents the offset of the ground displacements parallel to the fault. The curvature

in the middle of the profile shows the ground response for various observed slip deficit

cases. As the tangent of the relationship between the locking depth and ground displace-

ment [36], the curvature of the surface displacement pattern varies the most at the fault

trace, whereas the far-field displacement observations contribute more to the estimation of

the slip rate while the near field displacement observations contributes more to the estima-

tion of the locking depth [37]. Based on elastic dislocation theory [38], the estimation of
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Figure 1.4 Examples of simulated off-fault near-field displacement profiles [4–6].

the fault locking depth is highly dependent upon the curvature of the ground displacement

distribution. To study the form of this curvature, ground displacements are simulated given

different mechanical models of a fault. Figure 1.4 shows three examples of simulations

where: (a) Roten et al. [4] explores the ground response of dynamic rupture with various

fault zone plasticity and (b, c) Nevitt et al. [5], Brooks et al. [6] do similar simulations with

additional pre-existing buried fault tips. Nevitt et al. [5] modeled surface displacement

with various mechanical properties for a fault buried 5 m below Earth’s surface; the elastic

model response is shown in blue and elastioplastic models in red (Figure 1.4 (b)). Brooks

et al. [6] simulated surface displacement profiles from elastoplastic models with various

cohesion. The simulation shows the displacement of a fault upper edge buried 5 m below

Earth’s surface with a prescribed uniform slip of 1 m (Figure 1.4 (c)).

Although these are still active studies relating these surface expressions to real ground

motion, these simulations infer the nonlinear ground displacement patterns in the near field
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as a result of slip reduction and more importantly outline the potential scale and variation of

nonlinear displacement pattern expected in consistent and distributed geodetic observations

which have not been possible to date. One of the fundamental objectives of this dissertation

is to provide measurements for these nonlinear ground displacements in the near field as a

reference for future mechanical models studying the depth of the buried fault plane.

Figure 1.5 Overview of nonlinear ground displacements measured from geodetic observa-
tions and simulated by mechanical modeling. (a) Schematic plot of an off-fault
displacement profile. (b) Overview of previous studied displacement profiles.

In order to choose suitable geodetic means to observe displacements in the near field,

14 previous studies were reviewed that have documented ground displacements in the

near field and resolved displacement profiles like those shown in Figure 1.5. (a) shows

a schematic plot of an off-fault displacement profile illustrating how fault parallel displace-

ments vary with off-fault distances (perpendicular distances from the local fault trace). The

portion of nonlinear ground displacements is outlined by the off-fault width (blue arrow)
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Table 1.1 Overview of previous studies with off-fault displacement profiles. Index in the
table corresponds to the numbers in Figure 1.5.

Idx Method description Reference

1
Satellite photography measurements on the co-seismic displacement
of the 1992 Mw 7.3 Landers, California earthquake.

Michel and
Avouac [3]

2
Simulated ground displacements from a linear elastic modeling on
M 7.2-7.4 earthquakes

Roten et al. [4]

3
Simulated ground displacements from a nonlinear elastoplastic
modeling on M 7.2-7.4 earthquakes

Roten et al. [4]

4
Satellite photography measurements on the co-seismic displacement
of the 1992 Mw 7.3 Landers, California earthquake. Change de-
tected using COSI-Corr program.

Milliner et al. [39]

5
Satellite photography measurements on the co-seismic displacement
of the 1992 Mw 7.3 Landers, California earthquake. Change de-
tected using COSI-Corr program.

Ayoub et al. [34]

6
MLS measurements on the co-seismic displacement of the 2014 Mw
6.0 South Napa, California earthquake.

Nevitt et al. [5]

7
MLS measurements on the post-seismic displacement of the 2014
Mw 6.0 South Napa, California earthquake.

Nevitt et al. [5]

8
SAR measurements on the co-seismic displacement of the 2016 Mw
7.0 Kumamoto, Japan earthquake

He et al. [40]

9
InSAR measurements on the co-seismic and early post-seismic dis-
placement of the 1999 Mw 7.6 Izmit, Turkey earthquake

Cakir et al. [41]

10
InSAR measurements on the aseismic Hayward, California fault
creep. Creep rate estimated by observations from 1992 to 1997.

Bürgmann et al.
[30]

11
SAR amplitude measurements on the co-seismic displacement of the
1992 Mw 7.3 Landers, California earthquake.

Michel et al. [42]

12
MLS measurements on the post-seismic displacement of the 2014
Mw 6.0 South Napa, California earthquake.

Brooks et al. [6]

13
Simulated ground displacements from a elastic and elastoplastic
modeling on the 2014 Mw 6.0 South Napa, California earthquake.

Brooks et al. [6]

14
ALS measurements on the co-seismic displacement of the 2016 Mw
7.0 Kumamoto, Japan earthquake

Scott et al. [43]
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and the maximum fault parallel displacement (red arrow) in the near field. (b) shows an

overview of the scale of nonlinear ground displacements documented by previously studied

fault displacement profiles presented in Table 1.1. Each dot represents the off-fault width

and the maximum fault parallel displacements estimated for the nonlinear portion of the

displacement profile. Figure 1.5 (b) and Table 1.1 show the width of nonlinear ground dis-

placements ranging from a few meters to kilometers and the displacement offsets ranging

from centimeters to meters. In terms of the displacement scale (Y-axis), meter-level ground

displacements are found in records of co-seismic displacements, cm-level displacements

are detected in post-seismic displacements and mm-level displacements rates (annual rate)

are detected aseismic/inter-seismic. Regarding the width of the nonlinear deformation zone

(X-axis), the nonlinear deformation is in general recorded within 500 m of the fault trace

except for the records from Interferometric Synthetic Aperture Radar (InSAR). InSAR pro-

vides unique far field records of ground displacements where mm to cm level displacements

are recorded but only cover the area over 1 km from the fault trace. This lack of near field

detection is because of phase decorrelation of the interferogram [41, 44, 45]. As shown in

the displacement profiles, for example in Figure 1.2, 1.3 and 1.5, ground motions in the

near field are characterized by nonlinear deformation with inflection areas accommodating

most of the transitions of displacements. Ruptures or ground dislocations are commonly

reported in the transition area recorded by field surveys. Interferograms tend to decorrelate

with spatial change and are vulnerable to large displacements and complex textures found

within the ruptured area which makes InSAR change detection only reliable in the far field.

Given the complex displacements found in the near field, Figure 1.6 compares new

geodetic techniques with their precursors in terms of their spatial coverage and resolu-

tion for displacement observations. Given the scale of the off-fault deformation recorded

from previous studies, ideal methods should as least have spatial coverage that matches

the width of the nonlinear displacement, have a spatial resolution that provides enough
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Figure 1.6 Overview of spatial coverage and resolution of geodetic observations. Figure
adapted from Borsa and Minster [7] and Zhang [8].

samples to delineate nonlinear deformation and have a detection sensitivity that is at least

no larger than the recorded displacement documented in previous geodetic records. As

traditional methods for measuring fault displacements, field surveys, alinement array mea-

surements, and GNSS measurements are sensitive to displacements at the cm-level but have

limited spatial coverage and resolution. Observations acquired from these methods can be

used for validation or as constraints for other methods, but cannot be used as stand-alone

measurements to quantify distributed displacements given their limited spatial coverage.

SAR and satellite photography have been used to monitor co-seismic displacements with

meter-level resolution by applying image correlation-based change detection strategies, for

example [3, 34, 39, 42, 44]. These methods deliver partial displacement fields, as only the
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horizontal displacements can be detected using pixel correlation-based detection. Change

detection using these methods is in general unable to provide better than decimeter level

accuracy, even with high-resolution images [12]. With improved detection sensitivity, air-

borne laser scanning (ALS) can be used to monitor co-seismic displacement at the sub-

meter scale [43, 46–48]. However, mobile laser scanning (MLS) is the only method that

has been used to detect post-seismic displacement and aseismic/inter-seismic displacement

with cm-level detection sensitivity and meters scale spatial resolution [5, 6, 49, 50].

Compared with other geodetic methods, MLS has better detection sensitivity, spatial

coverage and sampling resolution, making it an ideal tool to detect displacements in the

near field. However, there are limited change detection strategies available for MLS data

processing that leverage its unique observation geometry, high-accuracy and resolution.

Processing strategies are needed that overcome the complex and irregular representation

of the object space afforded by an MLS point cloud. The increased complexity makes the

state-of-the-art change detection strategies less effective given that it is hard to identify

unique correspondence between objects in the point clouds to provide stable geometry for

estimating change.

1.1 Contributions

As limited geodetic observations and associated change detection strategies are avail-

able, new MLS change detection strategies are proposed and developed that apply to esti-

mating fault displacement in the near field with high accuracy and high spatial resolution.

The primary contribution of this dissertation is providing high-fidelity nonlinear displace-

ment fields detected in the near field which have not been possible to date by other geode-

tic measurements. Compared with previous change detection algorithms, the proposed

method is capable of revealing displacements with better than centimeter-level accuracy

and enabling applications for both post-seismic and aseismic near-field fault displacement

detection.
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First, we propose an automated change detection strategy using geometric primitives

generated using a deep neural network, random sample consensus and a least squares ad-

justment. Using mobile laser scanning point clouds of vineyards acquired after the magni-

tude 6.0 2014 South Napa earthquake, our results reveal centimeter-level horizontal ground

deformation over three kilometers along the West Napa Fault. A fault trace is detected from

rows of vineyards modeled as planar primitives from the accumulated co-seismic response,

and the post-seismic surface displacement field is revealed by tracking displacements of

vineyard posts modeled as cylindrical primitives. We summarize distributions of deforma-

tion versus off-fault distances and find evidence of off-fault deformation from the estimated

displacements. The proposed framework using geometric primitives is shown to be accu-

rate and practical for detection of near-field off-fault deformation.

Second, an improved change detection framework is adapted from the initial model

that is capable of detecting distributed fields of centimeter-level displacements located in

the near field within approximately 150 m of the fault trace. The methodology leverages the

use of man-made features in the built environment as geodetic markers that can be tempo-

rally tracked. The proposed framework consists of a RANSAC-based corresponding plane

detector and a combined least squares displacement estimator. Using repeat mobile laser

scanning data collected in 2015 and 2017 on one segment of the Hayward fault, near-field

fault creep displacement and non-linear creep deformation are estimated. The detection re-

sults reveal 2.5±1.5 cm accumulated fault parallel creep displacement in the far-field. The

laser scanning estimates of displacement match collocated alinement array observations at

the 4 mm level in the near field. The proposed change detection framework is shown to be

accurate and practical for fault creep displacement detection in the near field and the de-

tected non-linear creep displacement patterns can be used to elucidate more sophisticated

models of fault creep dynamics.
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Third, a lidar time series change detection framework is built from the existing bi-

temporal detection framework. Leveraging persistent planar surfaces in the lidar point

clouds, the new framework resolves ground displacement fields by tracking augmented

planar primitives. Compared to bi-temporal change detection, the proposed framework es-

timates time and space consistent multi-temporal changes simultaneously taking advantage

of additional temporal and geometric constraints. With a synthetic test and a case study

validation, the proposed framework shows robust change detection on the lidar time series.

Results reveal 15± 5.2mm, 7.7± 8.7mm and 21.1± 9.7mm fault parallel displacements

detected at 44 m from the Hayward fault trace detected in periods of 2015-2017, 2017-

2018 and 2015-2018 respectively, and validation with a collocated alinement array station

shows sub-centimeter agreement.

1.2 Dissertation outline

In Chapter 2, we provide an overview of fault displacement estimation using various

geodetic methods shown in Figure 1.6. This chapter reviews applications of fault displace-

ment detection and analyzes the pros and cons of implementing certain geodetic methods

in the near field.

Chapter 3 provides an overview of lidar point clouds-based change detection algo-

rithms with a focus on exploring the suitability of the methods for estimating near-field

fault displacement.

Chapter 4 is the first peer-reviewed publication on Automated Near-field Deformation

Detection from Mobile Laser Scanning for the 2014 Mw 6.0 South Napa Earthquake. This

paper lays the foundation for primitive-based change detection as we use planar and cylin-

drical primitives to detect co- and post-seismic displacement for the 2014 Mw 6.0 South

Napa Earthquake. The paper concludes that geometric primitive-based change detection is

a practical and accurate way to reveal fault displacements in the near field.
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Chapter 5 is the second peer-reviewed publication on Monitoring Aseismic Fault

Creeps using Combined Corresponding Planar Primitives Generated from Mobile Laser

Scanning. This paper demonstrates an improved change detection method adapted from

the proposed geometric primitive-based change detection. Corresponding planar primi-

tives are detected and augmented for change detection that comes with improved detection

accuracy and sensitivity. The method is shown to be practical to capture centimeter-level

fault creep displacement in the near field with mm-level accuracy validated by alinement

array measurements.

Chapter 6 is the third peer-reviewed publication on multi-temporal change detection

for a lidar time series. This paper described an extension of our bi-temporal change de-

tection framework and directly works on processing lidar time series collected in multiple

epochs. The method leverages additional constraints on the temporally spaced correspond-

ing planar primitives and results in time and space consistent multi-temporal change detec-

tion results.

Chapter 7 summarizes the research findings and outlines several recommendations for

future research.
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Chapter 2

Methods of detecting fault displacement in the near field

As one of the major applications of remotely-sensed data, change detection is the

process of identifying differences in the state of an object or phenomenon by observing it

at different times [51]. In the case of fault displacement detection, the ’state’ is ground

motions in the faulting area, and the ’time’ depends on the observed earthquake cycle.

The term ’near field’ posts an extra restriction for the survey as the detection is conducted

near the fault trace where a fault intersects the ground surface. According to these defi-

nitions, results of near-field fault displacement are measurements of space and time, and

ideal change detection should have the following characteristics: (1) quantify changes at

the spatial dimension of interest, ideally in 3D, (2) resolve changes at the spatial resolution

according to the scale of the seismic event, (3) quantify changes over the temporal span

of the earthquake cycle, and (4) capable of doing (1), (2) and (3) in the near field. Each

characteristic serves as a guideline for selecting or comparing geodetic methods for change

detection in the near field.

According to elastic-rebound theory [2], the entire seismic ’cycle’ can be divided into

three periods. A simplified representation of the dynamics of fault slip can be found in Fig-

ure 2.1. A seismic cycle is arranged according to the stages of the frictional forces within

the earth crust that counterbalance the strain accumulated in the faulting area. Depending

on the dynamics of the faulting process, inter-seismic slip refers to steady state where elas-

tic strain accumulates slowly and simultaneously with friction within the rocks that locks

the fault slip, co-seismic slip refers to the sudden rupture as the locking fails and triggers

an earthquake and post-seismic slip refers to fault slip transitioning back to the static inter-

seismic stage. The term ’slip’ refers to fault deformation at depth and is quantified by strain

(as relative internal change) whereas the term ’displacement’ is reserved for representing
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the ground surface deformation induced by fault slip at depth and is quantified by the ini-

tial and end locations of the ground surface. Therefore, displacements should be vectors

that represent the differences between the final and initial ground surface locations in a

three-dimensional Euclidean space. With the criteria for choosing proper change detection

methods and the metrics for quantifying fault displacement, this chapter reviews common

change detection methods and their applications for estimating fault displacement.

Figure 2.1 Earthquake cycles shown as a history of strain accumulation and release along
a single fault patch. Figure from DeMets [9].

2.1 Sparse geodetic observations of fault displacement

Sparse geodetic observations refer to geodetic measurements that have limited spatial

coverage. Common observations include measurements acquired by field reconnaissance,

GNSS, alinement arrays, creepmeters (strainmeters, tiltmeters) that directly record the

strain underground, Very Long Baseline Interferometry (VLBI) that record the earth defor-

mation at the continental scale and the Rupture and Fault Zone Observatory (RuFZO) [52].

RuFZO is infrastructure under construction for monitoring fault dynamics in the near field.

The infrastructure consists of linear arrays of seismic sensors every 20-30 km to provide

unprecedented in situ recording of dynamics fields within rupture zones. Field surveys,

17



GNSS, and alinement arrays are discussed in more detail below because they offer direct

measurements of displacement that are more relevant to the near field and can be used as

validations for other geodetic observations.

2.1.1 Field survey

As the most common observations, field reconnaissance is routinely conducted af-

ter major earthquakes. Investigations usually focus on recording infrastructure damage

due to ground surface rupture and mapping of surface fault expression and the affected

fault traces. For instance, the Geotechnical Extreme Events Reconnaissance Association

(GEER) reported field reconnaissance for the 2014 Mw 6.0 West Napa Earthquake by doc-

umenting surface displacements via (1) detailed mapping of surface fault rupture on the

affected fault trace, (2) recording infrastructure damage due to ground surface rupture, and

(3) measuring ground deformation in the very near-fault region [53]. According to GEER,

features are tape measured for deformation; most ruptures were located by driving roads

across the area and looking for disrupted or offset cultural features. Photos are taken in

addition to the tape measurements and serve as important reference data for interpretation.

Shown in Figure 2.2, (a) and (b) were taken from the field survey for the 2014 Mw. 6.0

South Napa earthquake showing the surface expression of faulting. (c) and (d) were taken

during the MLS survey of the Napa fault [6] illustrating ground ruptures reported by the

GEER field reconnaissance of the Napa earthquake [53].

Field reconnaissance provides accurate local displacement measurements which serve

as a reliable reference for other geodetic observations. The displacement measurements

are usually accompanied with additional descriptive information which helps determine the

cause and evolution of deformation. Despite the benefits, a field survey is labor-intensive

and time-consuming which prevents the method being applied to broader areas. An earth-

quake and its induced geo-hazards may limit the access to enigmatic zones of deformation
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Figure 2.2 Sample photos from a field survey.

over the surface faulting [54, 55], and important displacement signatures could be missed if

the displacement is not associated with significant cultural feature damage. In situ surveys

rely on road networks and telecommunication systems that could be damaged during the

earthquake. Furthermore, field surveys normally measure the apparent ground deformation

which needs to be post processed (e.g. projecting apparent ground displacement along and

across the fault trace) to estimate fault-related ground displacements. In summary, field re-

connaissance provides detailed but inconsistent local measurements of apparent fault dis-

placement which serve as a good reference on site. However, the measurements are not

generalized over the ruptured zone and the method cannot be used to estimate distributed

ground deformation.
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2.1.2 GNSS

GNSS is commonly used for far-field fault displacement monitoring. The method pro-

vides point measurements of surface displacement which are consistent in time but sparse

in space. The spatial resolution depends on the density of the receiver network. The

method can be used to reveal displacement fields at the continental scale (e.g. Bettinelli

et al. [56], Kreemer et al. [57], Prawirodirdjo and Bock [58]) but suffers from limited spa-

tial resolution at the sub-continental scale. As a result, the method has limited capability

for detecting near-field fault displacement [19].

Despite the sparse observation network, GNSS provides a continuous and persistent

time series of ground displacement which is ideal for monitoring the earthquake cycle over

time. The constant temporal resolution of GNSS data enables a regression of displace-

ment rate at a few mm level over years of GNSS observations (e.g. [59]). GNSS provides

sparse but reliable estimates of fault displacement over its observation network. The sta-

ble GNSS observations in the far-field are an ideal absolute reference for the relative dis-

placements detected by InSAR, therefore, they are commonly combined (e.g. Scott et al.

[46], Lienkaemper et al. [59], Simons et al. [60]).

2.1.3 Alinement arrays

Alinement arrays are another method of measuring fault displacement. Measurements

are collected from a theodolite survey at alinement stations located along the fault trace.

Figure 2.3 shows a typical setup of an alinement array station: every station consists of three

permanent survey monuments shown as IS, ES and OS. The IS-ES connection spans the

fault trace perpendicularly where the angular change of θ is measured by repeated theodo-

lite surveys such that dextral displacement of ES relative to IS and OS can be captured

following the formula
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u = (IS−ES) tan(θ1−θ2). (2.1)

The angular accuracy of the theodolite measurements are up to ±0.5 arcseconds which is

equivalent to 0.5 mm assuming a 100 m IS-ES baseline. Taking in to account total instru-

mental and target setup errors, the method can confidently detect any movement greater

than 1-2 mm between successive surveys [10]. Compared with GNSS, alinement arrays

can reveal fault dextral displacement at a similar or better significance level (at mm-level).

The temporal resolution of alinement array observations depends on the frequency of the

theodolite surveys.

Figure 2.3 Standard alinement array setup. Figure from Galehouse et al. [10].

Given the mm-level accuracy, alinement arrays can be used to monitor subtle fault

parallel displacements and changes of displacement during post- and inter-seismic ground

deformation. For example, alinement arrays on the San Francisco Bay Region Faults, Cal-

ifornia (Figure 2.4) successfully revealed the post-seismic fault displacement associated
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Figure 2.4 Locations of alinement arrays in the San Francisco Bay region. Alinement array
stations are shown as triangles and active faults are shown as red lines. Figure
from McFarland et al. [11].
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Figure 2.5 Alinement array observations across the West Napa Fault rupture associated
with the 2014 Mw 6.0 South Napa earthquake. Figure from McFarland et al.
[11].

with the 2014 Mw 6.0 South Napa earthquake as shown in Figure 2.5 [59, 61]. Details of

this event are also analyzed in Chapter 4 where the post-seismic displacements observed at

station NHNR are used to validate the change detection results. Observations from aline-

ment array stations HCAM, HPIN, HPMD and HSGR (Figure 2.4 and 5.1) are used to

validate the results of change detection for the inter-seismic ground displacement for a

segment of the Hayward fault (Chapter 5 and 6).

In summary, sparse geodetic measurements from field surveys, GNSS and alinement

arrays have limited spatial coverage, and their temporal resolution varies based on obser-

vation type. The sparse observations alone are inadequate for revealing patterns of defor-

mation nor can they estimate the off-fault deformation, but the observations can be used to

validate distributed fault deformation estimates in the near field.
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2.2 High-definition surveying of fault displacement

High-definition surveying of fault displacements refers to the application of pho-

togrammetry and remote sensing techniques for fault dynamics detection. The surveys

result in 2D or 3D digital representations of topography. Common high-definition survey-

ing methods that have been used to detect fault displacement include optical imagery, syn-

thetic aperture radar (SAR), Interferometric Synthetic Aperture Radar (InSAR) and light

detection and ranging (lidar). When compared with the sparse measurements in the previ-

ous section, these techniques for estimating change have improved spatial resolution which

allows spatial variation of fault displacement to be captured.

2.2.1 Optical imagery

Optical imagery is a remote sensing tool that can be applied to detect fault displace-

ment. Change detection using optical imagery detects displacement or change of content

associated with spectral variations. Fault displacement detection is a subcategory of the

prior case as the detection is focused on quantifying deformation of the ground from aerial

images.

Almost all imagery-based methods use cross-correlation to detect displacements. In

signal processing, cross-correlation is the measure of similarity of two series as a function

of the displacement of one relative to the other [62]. Cross-correlation can be used to detect

displacement as optimal similarity is achieved when temporally spaced signals correlate

with themselves in space. Standard 2D imagery cross-correlation takes the form

ri j =
∑m ∑n[ f (m+ i,n+ j)− f ][g(m,n)−g]√
∑m ∑n[ f (m,n)− f ]2 ∑m ∑n[g(m,n)−g]2

, (2.2)

where f (m,n) and g(m,n) are the pixel values at point (m,n) of the reference and secondary

image collected pre- and post deformation, and f and g are the mean values of all the

queried pixels of f and g respectively. The displacement (dx,dy) is detected as the indexes
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of the maximum cross-correlation r, and the solution is normally computed using the fast

Fourier transformation for speed [62, 63].

Variants of the cross-correlation method can be described as: (1) replacing the esti-

mate of rigid translation (i, j) with non-linear deformation parameters [64], (2) estimating

translation parameters at the sub-pixel scale [65, 66], (3) applying the correlation on multi-

or hyperspectral images, and (4) using different strategies [67] to solve the optimization

equation

(dx,dy) = argmax
i, j

r. (2.3)

Applications of optical imagery can be found in the detection of co-seismic fault dis-

placement where meter-level co-seismic fault offsets can be identified [3, 34, 39, 68, 69].

Given that the cross-correlation methods infer displacements by a matching process, the

accuracy depends on the quality of the match which, in turn, is determined by any noise

within the images. The methods are vulnerable to nonlinear ground deformation and any

non-seismic ground feature variation (e.g. seasonal growth of vegetation). Overall, these

methods provide at best decimeter-level uncertainty [12]. For aerial photographs, where

the look angle is normally close to nadir, they are less sensitive to vertical displacements

and the detection is vulnerable to terrain features and texture such as cliffs or vegetated

terrain [39].

Figure 2.6 demonstrates the influence of vegetation on optical image correlation for

the 2014 Mw 6.0 South Napa, California earthquake. Change detection results using opti-

cal imagery are compared with coincident ALS which is known for resistance to vegetation

morphology. Shown in (a), optical imagery correlation is compared with ALS differencing

for change detection and the residuals are color-coded. (b) shows a digitized mask of veg-

etated areas. There is a clear spatial correlation between larger differences in the residual

map in (a) and the vegetated areas in (b) which suggests compromised detection results for
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Figure 2.6 The effect of vegetation on the optical imagery change detection results for the
2014 Mw 6.0 South Napa, California earthquake. Figure adapted from Ekhtari
and Glennie [12].

the vegetated areas [12].

2.2.2 SAR

Spaceborne SAR can be used to detect earthquake-related surface change in the far

field. The method is known for its cost efficiency and spatial coverage. SAR detects

synthetic measurements of ground deformation using either amplitude or phase informa-

tion. Deformation resolved using SAR amplitude is calculated from a cross-correlation

scheme similar to what has been described for optical imagery. As an active remote sens-

ing method, it is independent of sun illumination and relatively insensitive to atmospheric

interference [70]. However, the change detection results suffer from speckle noise and

the resolution is limited by the window size used for pixel cross-correlation [44, 71]. The
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method offers decimeter-level change detection uncertainty as shown in works by Michel

et al. [42, 44].

2.2.3 InSAR

Deformation can also be resolved from phase differences between SAR images through

interferometry, i.e. via Interferometric Synthetic Aperture Radar (InSAR). An interfero-

gram can resolve change very accurately (at sub-cm level) but the method has a limited

dynamic range of detection. The interferogram will decorrelate if the dynamic range of

deformation exceeds the phase unwrapping half-cycle, therefore, the method is vulnerable

to large displacements and complex textures (e.g. vegetation) which are commonly found

within the near field [40, 44, 45].

InSAR also only detects Line of Sight (LoS) displacement which needs to be projected

to reveal 3D displacements. Therefore, the transformation process could induce more un-

certainties into the change detection results. The observation geometry of SAR leads to

slant range distortion and relief displacement which are more significant if observed at

close range [72, 73]. Almost all spaceborne satellites fly at near-polar orbits (i.e. parallel

to the NS direction) where the line of sight-projected deformation is less sensitive to the

north-south components of ground displacement. Multi-look or multi-orbit LoS data need

to be grouped in order to recover three-dimensional (3D) deformation [74, 75].

Nissen et al. [13] compared InSAR-derived and lidar-derived change detection re-

sults for the 2011 Mw 7.1 Fukushima-Hamadori Japan earthquake by projecting the lidar-

derived displacements onto the InSAR LoS direction. Figure 2.7 (a) shows the lidar-derived

change detection results that are transformed into the InSAR LoS format, (b) shows the In-

SAR dereived LoS displacements, and (c) shows the cross-fault swath profiles for both

measurements. The results show that InSAR and lidar-derived changes complement each

other as InSAR provides better coverage and consistent measurement in the far field and

lidar provides robust records of fault displacement in the near field. Note in Figure 2.7
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Figure 2.7 Comparison of lidar-derived (a) and InSAR-derived (b) change detection results
for the 2011 Mw 7.1 Fukushima-Hamadori Japan earthquake. (c) Cross-fault
swath profiles of both measurements. Figure from Nissen et al. [13].

(b) that there are no InSAR estimates of displacement in the near field, the phase unwrap-

ping was not successful because of fault related decorrelation. A similar conclusion can be

found in the study by Scott et al. [46].

2.2.4 Lidar

Unlike sparse geodetic observations, lidar and other high definition surveying meth-

ods offer dense measurements of fault displacement making it possible to map irregular

displacement patterns. Compared with optical imagery and SAR, lidar provides digital

measurements of topography at a finer scale due to its significantly higher measurement

density; it also has the flexibility to resolve texture in 3D given that lidar pulses can pene-

trate vegetation using multiple returns [76, 77]. The higher density of lidar records allows

topography to be analyzed at various scales and resolution, and the multiple returns enable

an expanded line-of-sight dimension to more completely characterize geodetic markers,
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which are crucial to the recovery of fault displacement [78]. Figure 2.8 demonstrates how

object geometry defined by multiple lidar returns is digitized from a return ALS wave-

form. With multiple returns, lidar can detect the locations of several objects within the

laser footprint, making it possible to resolve both ground and above-ground features even

with occlusions due to vegetation. Lidar has been gradually adopted as the primary tech-

nique to generate Digital Elevation Models (DEMs). To respond to the growing needs for

high-quality elevation data, a 3D Elevation Program (3DEP) was established by the U.S.

Geological Survey (USGS) where the goal of the project is to acquire nationwide lidar data

and provide consistent high-resolution DEMs [79]. As an active remote sensing technique,

lidar surveys are also independent of solar illumination, and data collection is flexible given

that lidar can be mounted on various platforms including aircraft, vehicles or static tripods.

With these benefits, among the commonly used geodetic surveying techniques, lidar can

detect distributed displacement and has the advantage of resolving deformation in the near

field.

Glennie et al. [77] and Okyay et al. [80] provide overviews of airborne lidar and

demonstrate its applications in the study of earthquake, landslide and volcano monitoring,

bathymetric mapping, snow depth estimation and archaeological applications. Among var-

ious platforms that can carry a lidar, airborne lidar (ALS) is characterized by its large scan

swath and nadir looking angle: the platform is operated from a flight height ranging from

50 to 3000 m (50-750 m for helicopter and 600-3000 m for fixed-wing), and the general

point density can range from 2-100 pts/m2. Mounted on an aircraft platform, ALS is the

ideal tool to survey topography for a broad area.

Given a constant range of sensing and fixed aperture size, the size of an ideal laser

footprint (without considering incidence angle and terrain slope) is determined by the beam

divergence of a laser pulse. This beam divergence gives rise to lidar point noise where the

actual location of a laser return can be located anywhere within the projected beam footprint
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(Figure 2.8). Typically, beam divergence ranges from 0.2 to 1 milliradian (mrad) which is

equivalent to 2 to 10 cm at 100 m from the scanner.

Compared with ALS, mobile and terrestrial lidar (MLS and TLS) are collected at

shorter target range which leads to a proportional decrease of the laser footprint (and hence

point location uncertainty). Compared with MLS, TLS is easier to set up and the georef-

erencing process does not rely on inertial measurement units (IMU) given the stationary

platform, however, MLS is more portable and easier to cover larger areas [81]. DeLong

et al. [82] demonstrate an application of earthquake surface deformation detection using a

combination of TLS and ALS where 300 fence posts are manually extracted from TLS data

to monitor fault displacement for the 2014 Mw 6.0 South Napa earthquake. Compared with

their work, shown in Chapter 4, we demonstrate an application of MLS where 2600 posts

are extracted automatically and analyzed. In this case, MLS is the more effective method

and shows its potential to map the subtle and high-resolution changes in the near field.

In the next chapter, we provide a brief review of current lidar change detection meth-

ods that have been applied to detect earthquake-related ground displacement and suggest

the potential improvements that led to the proposed change detection framework described

by this dissertation.
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Figure 2.8 Illustration of lidar beam divergence and a waveform of multiple return signals.
Figure adapted from Fernandez-Diaz et al. [14].
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Chapter 3

Lidar change detection algorithms

Lidar is an acronym for ’light detection and ranging’ which is an active remote sens-

ing method for determining ranges to an object with laser measurements. The ranging

measurements are recorded as location triplets (X ,Y,Z) along with additional attributes de-

scribing the laser interactions with the target. With very dense point measurements, lidar

represents the 3D geometry of an object with a format referred to as a point cloud.

Figure 3.1 Comparison of image (a, b) and point clouds (c-f) format of a Utah teapot [15].
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Point clouds are the closest representation of raw 3D scanner sensor data and the repre-

sentation is very simple - just a collection of points. Dense lidar point clouds carry enough

information to represent the 3D geometry of an object independently. However, with im-

proved representation power comes the complex and irregular format of point clouds that

makes it hard to process with traditional algorithms. Figure 3.1 demonstrates the irregu-

lar format of point clouds by comparing it with the more common image representation.

(a) shows an imagery representation of the Utah teapot where pixels are indexed by the

displayed number. A permuted-indexed representation of the imagery teapot is shown in

(b). (c) shows a point cloud version of the teapot, and the sequence of point clouds is

color-coded. (d-f) show randomly permuted, randomly sampled and occluded point cloud

representations of the teapot respectively.

One characteristic of the point cloud format is that it is permutation-free. As shown in

Figure 3.1(a, b), the content of an image is affected by the rendering sequence of the pixels.

However, the point cloud representation is unchanged even when the rendering sequence

is randomly permuted (c, d). Such invariance to input permutation makes it ambiguous

to process point clouds in a sequenced manner which suggests that point cloud indexes

cannot be used like the imagery (row, column) indexes in change detection. For example,

metrics that describe neighborhood points are defined by the mutual distance between the

points rather than point indexes, unlike the image kernel that is commonly implemented as

convolution by row and column. Equation 2.3 would fail if applied to point clouds given

that there is not a stable correspondence between the sequence and the content stored within

a point cloud.

The other characteristic of the point cloud format is that the representation is redun-

dant and irregular. Point clouds still preserve the geometry of an object even when the

point clouds are randomly downsampled or occluded as shown in (e, f). As a redundant

representation, the location (e.g. centroid) of the teapot is insensitive to the redundant

33



point records even if part of the point cloud is occluded (f). These characteristics make

point clouds an ideal format to map the complex deformation of ground rupture found in

the near field but also introduce additional complexity to process point cloud-based change

detection results. Just as computational algorithms depend on data structures (lists, trees,

graphs, etc.), different applications of change detection have their own preferences for reg-

ularizing the point cloud format and detecting change. Change detection using lidar data

is the process of identifying the event-induced differences within the point clouds while

resisting the data-driven differences caused by the irregular point cloud format.

3.1 DEM-based change detection

Image-based cross-correlation change detection strategies were well-developed be-

fore the appearance of lidar techniques. Therefore, early applications first converted point

clouds into image-like formats such as high-resolution digital elevation models (DEMs)

or digital surface models (DSMs). The conversion compresses the 3D point clouds into a

’2.5D’ raster where each pixel value stores a single elevation number estimated from the

point cloud records. Once the point clouds are converted to DEMs or DSMs, most image-

based processing methods are applicable and displacements can be detected by comparing

DEMs collected from different epochs. Such methods include DEMs of difference (DoDs),

sloped-based change detection, and particle imaging velocimetry (PIV).

3.1.1 DEMs of Difference (DoDs)

DEMs of differences (DoDs) calculates direct elevation differences between two DEMs

resulting in volumetric change for the survey area. Examples of DoDs applications in-

cludes change detection of glacier surface elevation, stream channel deposits, and land-

slides. Williams [83] provides a comprehensive overview of geoscience applications using

the DoDs method. The method does not require object classification and the detection re-

sults can be post-classified by different sources of deformation. The method fails when

the displacement is not limited to the vertical direction, and the detection requires accurate
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registration of DEMs prior to the differencing process [83, 84]. The method is rarely used

on earthquake-related deformation given that it is insensitive to horizontal motion.

3.1.2 Slope-based change detection

Slope-based change detection is a successor to DoDs where elevation differences in

a sloped area can be interpreted as a combination of horizontal and vertical offset [16].

As shown in Figure 3.2, given local slope measurements mX and elevation differences ∆Z,

systematic horizontal and vertical offsets (Xo f f set ,Zo f f set) can be solved through a linear

regression.

Figure 3.2 (a) Profiles of terrain under systematic horizontal and vertical offsets. (b) Scat-
terplot of the elevation difference versus local slope for profiles in (a). The
dashed line shows the linear trend. Figure adapted from Streutker et al. [16].

However the correlation shown in Figure 3.2(b) is unstable and vulnerable to discrete

topography and nonlinear deformation. If the local topography is rugged, the correlation

will be neither strong or linear. As shown in Figure 3.3, a simulated displacement (Xo f f set =

10m,Zo f f set = 0.2m,) has been applied to terrain with different terrain ruggedness (a-c).

The correlations between the elevation difference versus local slope are shown in (d-f).

As terrain ruggedness increases, the elevation-slope scatter plots (d-f) shows a weaker and

nonlinear correlation. Therefore, the method only works at regional scales where stable
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Figure 3.3 Synthetic change detection using the slope-based method. A simulated displace-
ment is applied to terrain with different ruggedness (a-c). Scatter plots (d-f)
show the correlation between the elevation difference versus local slope.

correlations exist, it does not scale with increased variation. The method has a limited

application for change detection of natural surfaces where the topography is rugged or the

deformation is nonlinear.

3.1.3 Particle Image Velocimetry (PIV)

PIV was originally developed to trace the velocity of fluid flows seeded with particles

from time series photography [85, 86]. The method is similar to image change detection

as cross-correlation schemes are applied to DEMs and features extracted from DEMs. Ap-

plications of PIV in geoscience include, but are not limited to, detection of landslides [87],

earthquake surface displacements [88], and glacier movement [89].

As a cross-correlation-based method, various image-based morphological kernels and

filters of various sizes are applied to the DEMs to extract and enhance features that con-

tribute to cross-correlation. As a result of the filtering, the fidelity of PIV change detection

is compromised because the elevation information is altered by the filters. For example, a
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larger window filter will tend to smooth the high frequency changes in the DEM. Also, as

a method using the image cross-correlation, PIV only estimates horizontal changes.

3.2 Point cloud based change detection

Despite the convenience of applying well-developed image-based change detection

algorithms, all of the DEM-based methods suffer from information loss due to transform-

ing 3D point clouds to 2.5D DEM rasters. The interpolation process to prepare DEMs

smooths the representation of the topography and degrades the resolution and sensitivity of

change detection. The compression and smoothing of the vertical component reduces the

number of distinctive features that can be used to trace the deformation, especially in the

lateral direction. Therefore, the quality of the change detection can be improved by directly

working on the 3D representations of topography without reducing the valuable geometric

information.

Although properly geo-referenced DEMs can provide information about surface dy-

namics, 3D representations of topography are preferred to predict ground surface kinemat-

ics for applications like tectonic studies, and landscape evolution[77]. As a simple 3D

format, point clouds represent the geometry of an object in 3D, and change detection can

be implemented directly on point clouds and on point-cloud-derived 3D models.

3.2.1 Iterative closest point (ICP)

Iterative closest point (ICP) is a method originally used to match and register two point

clouds. It was first proposed by Besl and McKay [90]. The method detects displacement as

the transformation needed to align the corresponding point clouds. The method uses a least

squares adjustment that iteratively matches the corresponding point clouds by minimizing

the sum of the distances between the corresponding closet points. A flowchart of ICP is

given in Figure 3.4.
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Figure 3.4 Standard flowchart of ICP (L.S. adj. is the acronym for least squares adjust-
ment).

ICP is the first 3D change detection method that has been efficiently applied to earthquake-

related change detection. Studies like Zhang et al. [48] and Scott et al. [43] show that ICP

has the potential to detect displacement at the dm level. However, the method is incapable

of resolving cm-level changes [12]. This is because the matching strategy for the closest

point criterion tends to diverge when changes are at levels that are close to or smaller than

the size of a laser footprint (Figure 2.8). The point-to-point correspondence assigned by

the closest point criterion suffers from a matching uncertainty in addition to the point cloud

uncertainties. Such deficiencies limit the power of detecting subtle changes, and therefore

ICP change detection results suffer from increased estimated uncertainties in the near field

of a fault [8, 48].

Figure 3.5 Illustration of point-to-point distance (dot blue arrows), point-to-model distance
(dash green arrows) and model-to-model distance (solid orange arrows).

Figure 3.5 illustrates the different strategies for matching corresponding point clouds

using point-to-point (p2p) distances [91], point-to-model (p2m) distances [92] and model-

to-model (m2m) distances [93]. The true displacement vector, shown in red, represents the

ideal change detection result between the secondary point cloud and the reference point
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cloud, and point cloud noise (laser footprint) due to laser beam divergence is marked by

σi. In general, m2m distances are the most consistent and closest estimate of the true dis-

placement while p2m and p2p distances show increasing variation respectively. Standard

ICP normally uses the closest point criterion calculated from the p2p distances which is

less efficient for corresponding point clouds. Therefore, substituting p2p distances with

p2m generally improves the ICP performance especially if the two point clouds are sparse

or at different resolutions [91, 93]. Other possible improvements to ICP include: (1) per-

forming ICP with a moving window detector such that sub-window resolution is possible,

(2) incorporating anisotropic point uncertainties such that robust matching results can be

achieved [48], and (3) substituting the p2p distances with Hausdorff distances [94, 95].

3.2.2 Model-based methods

Unlike point cloud representations of 3D geometry, model-based methods represent

an object geometry by compact models. In computer vision, a geometric model that can

be described by an equation with a number of free parameters is called a geometric primi-

tive [96]. Compared with the redundant point cloud representation, locations of geometric

primitives can be described by only a few free parameters, therefore, giving high degrees

of freedom. Compared with irregular and incomplete point cloud formats, a geometric

primitive representation is less vulnerable to point noise and scan occlusion [97]. There-

fore it may be optimal to identify objects and detect displacement by tracing the changes

in geometric primitive parameters. When modeled with redundancy, geometric primitives

can be positioned with higher accuracy than the individual lidar point noise and potentially

determine change detection at higher accuracy.

Figure 3.6 is an experiment to compare the detection capability using ICP-p2p, ICP-

p2m and model-based change detection methods. The point clouds are randomly gener-

ated from a sphere of 1 m ± 3 cm (1σ) radius. Synthetic random displacement vectors

(Disp.(m)∼ N(0,1)), represented by the red arrow, were generated for the spherical point
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Figure 3.6 Synthetic displacement data. (a) A demo of synthetic spherical point clouds
undergoing a rigid transformation. (b) Ten samples of simulated displaced point
clouds.

clouds, and the point clouds are simulated from a sphere of 1 m radius with 3 cm digitiz-

ing uncertainties, that simulates a lidar beam divergence of 0.3 mrad (i.e. beam diameter

of 3 cm at 100 m scan range). Given 100 simulated datasets, the three methods are ap-

plied to recover the simulated displacement, and the quality of the detection is reflected

by the residuals, i.e. the difference between the detected and simulated displacement. The

difference between the detected and simulated displacement is calculated as


dX

dY

dZ


i

=


Xdetected

Ydetected

Zdetected


i

−


Xsimulated

Ysimulated

Zsimulated


i

, (i = 1,2, ...,100), (3.1)

and the results are shown in Table 3.1. This experiment shows that ICP-p2p, ICP-p2m and

model-based change detection methods misidentify the simulated change by 13 mm, 7 mm

and 4 mm respectively. Model-based method shows the most reliable results among the

three.
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Table 3.1 Comparison of three change detection methods: ICP-p2p, ICP-p2m, and model-
based.

Method Mean of res. Var. of res. Mean of res. Var. of res.
Unit(mm) dX dY dZ σ(dX) σ(dY ) σ(dZ)

√
X2 +Y 2 +Z2 σ(

√
X2 +Y 2 +Z2)

ICP-p2p -0.93 -0.44 0.29 9.13 8.32 8.74 13.49 0.047
ICP-p2m -0.27 -0.38 -0.07 4.40 3.82 4.22 6.71 0.007
M-based -0.12 -0.11 -0.04 2.28 2.52 2.61 3.96 0.003

Besides higher change detection sensitivity, model-based change detection is also ro-

bust to scan occlusions (e.g. Figure 3.7) which are commonly found in side-looking MLS

surveys. Despite these benefits, there are limited change detection strategies that incorpo-

rate a modeling process, and they have not been applied to detect fault displacements in the

near field. Therefore, we have developed a framework for model-based change detection

and applied it to the detection of co-, post- (Chapter 4) and inter-seismic (Chapter 5 and

6) fault displacement, with emphasis on describing the non-linear deformation in the near

field.

Figure 3.7 Scan occlusion patterns in a sample point cloud. Point clouds are randomly
colored, and scan occlusions can be found on the roof of the house and on the
wall behind the tree trunks, for example.
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Chapter 4

Automated Near-field Deformation Detection from Mobile

Laser Scanning for the 2014 Mw 6.0 South Napa Earthquake

This chapter is a modified version of the following peer reviewed journal pa-

per: Xinxiang Zhu, Craig L Glennie, and Benjamin A Brooks. Automated near-field

deformation detection from mobile laser scanning for the 2014 Mw 6.0 South Napa

earthquake. Journal of Applied Geodesy, 16(1):65–79, 2022.

4.1 Introduction

High-resolution mapping of surface deformation caused by earthquakes is important

for both earthquake hazard mitigation and increased understanding of earthquake fault dy-

namics [98]. Various geodetic observations and strategies for estimating change have been

developed to capture earthquake ground deformation. However, few current techniques

have the ability to deliver accurate (cm-level) and high resolution (decimeter level spac-

ing) fields of distributed displacements for an earthquake in the near field (i.e. closer than

200 m to the fault trace). Global navigation satellite system (GNSS) data is able to esti-

mate static [99] and dynamic [19, 100] seismic displacement with subcentimeter precision.

However, the spatial coverage of GNSS data is restricted by the spatial distribution of the

GNSS receivers which are generally too sparse to monitor near-field fault deformation.

Interferometric synthetic-aperture radar (InSAR) is also capable of delineating far-field

earthquake deformation over a broad area with centimeter-level precision[101]. However,

interferograms tend to decorrelate with spatial change and are vulnerable to large displace-

ments and complex textures (such as vegetation) on the ground. Earthquake ruptures are

characterized by complex deformation patterns, and a dislocated ground surface makes In-

SAR phase unwrapping near the surface deformation difficult [44, 45]. Optical imagery
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datasets can also be used for deformation detection [102], but only provide horizontal mo-

tion, and in general are unable to provide better than decimeter level accuracy, even with

high-resolution images [12]. Therefore, although all these geodetic observations serve as

important products for post-earthquake analysis [103], none of them are currently capable

of capturing high accuracy and high-resolution rupture deformation in the near field.

Two of the most commonly used strategies for near field earthquake deformation de-

tection are correlation-based and registration-based change detection using either optical

imagery or lidar. For example, Milliner et al., (2015) used an image correlation-based

method to quantify the horizontal displacement of the 1992 Mw 7.3 Landers, California

earthquake [39]. The method produced decimeter accuracy horizontally but does not pro-

vide vertical motion. The resolution of the correlation-based algorithm is also affected by

the required size of the correlation search window. Larger window sizes are required for

improved correlation but makes the technique insensitive to subtle local changes. Smaller

window sizes will be more sensitive to subtle changes but in general lead to noisier cor-

relation results. 3D-based earthquake deformation using the iterative closest point algo-

rithm (ICP) has been implemented using both lidar and structure from motion (SfM) point

clouds, [43, 47, 48, 104], for example. Zhang et al., (2015) used ICP to estimate earthquake

deformation for the 2010 Mw 7.2 EI Mayor-Cucapah earthquake [48], Scott et al., (2018)

estimated deformation for the Mw 7 2016 Kumamoto, Japan earthquake [43], and Scott et

al., (2020) used ICP to estimate the long term creep rate for a section of the Central San

Andreas and Calaveras faults [47]. The ICP method using airborne laser scanning (ALS)

observations works well when expected displacements are larger than the decimeter-level

uncertainty [12]. The spatial resolution of ICP is also limited by the size of the correla-

tion window which is generally 20 to 100 meters [13, 43, 47, 48, 105–107]. ICP assumes

uniform deformation within the correlation windows (e.g. [108]) and therefore the method

may artificially smooth near-field deformation estimates. Both image-based correlation
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and ICP implicitly assume that spatial features within the search window are rigidly trans-

formed and not deformed during the earthquake. The search window size has to be chosen

wisely to balance detection resolution (using a smaller window size) and robustness (using

a larger window size). It is challenging to keep this balance in the near field due to the com-

plex geometry of the topography, the nonlinearity of the deformation pattern, and possible

incomplete representation of the scene due to data occlusions.

Compared with ICP and image correlation, geometric model-based change detection

removes the constraint of rigid deformation within a search window. Geometric model-

based methods interpret the point clouds using models with simple geometry, i.e. geometric

primitives. Changes are derived by tracking primitive movement between epochs. Kusari

et al., (2015) showed that sub-centimeter level changes can be estimated by matching geo-

metric models of building walls and roofs which are estimated from point clouds captured

on planar surfaces [109]. Their method shows the potential for high-accuracy change detec-

tion using a sparse and redundant representation of the point clouds with simple geometric

primitives. However, this method cannot estimate fault displacement from a single planar

geometric primitive because it is only sensitive to motion along the plane normal; therefore

several surfaces need to be amalgamated to estimate 3D displacement. In contrast, DeLong

et al., (2015) used manually identified fence-posts and a cylindrical model to directly show

centimeter-level changes from the 2014 Mw 6.0 South Napa earthquake [82]. The differ-

ence in pre- and post-event 3D cylinder locations was able to directly provide estimates

of surface displacement for each post. Although these initial results were promising, the

fence posts had to be manually identified and modeled. We propose an automated method

of geometric primitive identification, matching, and displacement estimation to provide a

more widely distributed model of earthquake deformation.

Using mobile laser scanning (MLS), we acquired 3D point clouds representing the

geometry of fault-related surface displacements with sub-centimeter accuracy for the 2014
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Mw 6.0 South Napa earthquake [5, 6]. Minimal co-seismic offset, including co-seismic and

early post-seismic displacements 7 days after the earthquake 1, is detected by monitoring

deformation of planar primitives representing the geometry of vineyard rows which were

straight prior to the earthquake. Cylindrical primitives are generated with a workflow re-

lying on PointNet [18], RANdom SAmple Consensus (RANSAC) [110], and least squares

fitting. post-seismic surface displacements are detected by tracking the cylindrical primi-

tives between epochs of MLS data collected 7 and 34 days after the earthquake, and it is

shown that this method has the ability to detect centimeter-level ground displacement in

the near field at sub-centimeter level precision. The detection results provide new observa-

tions of fault-related surface displacements with high-resolution and accuracy. Distributed

ground displacements detected near the fault trace are important for the study of rupture

mechanisms for active faults. The proposed semantic primitives can be implemented in

automated point cloud-based change detection and automatic point cloud segmentation.

The rest of this paper is organized as follows: The MLS datasets from the 2014 Mw

6.0 South Napa earthquake are briefly described. The change detection strategy is demon-

strated in the methodology section. Change detection results are presented for co-seismic

response, fault trace estimation, and post-seismic deformation detection. Continuity of the

rupture zone is interpreted and discussed followed by analyses of off-fault deformation

distribution and uncertainties within the detection results.

4.2 MLS survey and dataset for the 2014 Mw 6.0 South Napa earth-

quake

The Mw 6.0 South Napa earthquake of 24 August 2014 was the largest earthquake

in over 25 years for the San Francisco Bay Area, causing over half a billion dollars of

1For simplicity, we refer to the detected co-seismic and early post-seismic displacements 7 days after the
earthquake as co-seismic offset for the rest of the paper.
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Figure 4.1 Overview of MLS survey area (a). Mobile laser scanner and images of vineyard
rows (b, c).
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economic damage. The earthquake was nucleated on the active West Napa Fault, a right-

lateral strike-slip fault. In situ measurements were made documenting the co-seismic sur-

face displacements ranging from 5-50 cm largely confined to the Great Valley Group –

bedrock resulting from Mesozoic forearc basin sedimentation – in the northern part of

the rupture, whereas shallow afterslip occurred within a Quaternary alluvial basin to the

south [53], [111]. Two MLS surveys [6] were conducted to document earthquake deforma-

tion using a RIEGL VZ-400 scanner; the first survey was on September 1 and 2, 2014 and

the second on September 28-30, 2014. Laser point density was approximately 280 points

per square meter at a distance of 50 m from the scanner.

Our study area is a subset of the MLS survey and comprises several vineyards where

the fault trace crossed the vineyard rows approximately perpendicularly. Figure 4.1 shows

the study area and representative pictures of vineyard rows. The average vine row length

is approximately 250 m with anchor posts at two ends spanning each row. The average

interval between rows is approximately 2.3 m. Vineyard rows were originally constructed

to be straight lines with constant intervals between plants to maximize sunshine, therefore,

any curvature, dislocation of tiles and posts can be confidently attributed to the 2014 South

Napa earthquake [6]. Minimal co-seismic offset is estimated in the first MLS survey; post-

seismic surface displacements are monitored between the two MLS surveys. Because of

the primarily dextral nature of the Napa earthquake, we focus our method to examine only

the horizontal components of deformation.

4.3 Change detection Methodology

The key concept of the proposed change detection strategy is to represent MLS point

clouds with geometric primitives and derive changes by tracking these primitives between

temporally spaced datasets. Geometric primitive is a term from computer vision referring

to simple geometry of an object that can be described by an equation with a number of free

parameters [96]. In this case, geometric data are unordered lists of MLS point returns in
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three-dimensional Cartesian space and simple geometries are planar and cylindrical primi-

tives representing outlines of objects scanned by the lidar scanner. With augmentation by

additional semantics, planar vineyard row primitives and cylindrical fence post primitives

are generated from MLS point clouds. As sparse and redundant representations of point

clouds, geometric primitives are highly effective geodetic markers that can be temporally

tracked to reveal ground displacement.

Figure 4.2 Schematic (a) and geometric (b) drawing of planar features crossing the surface
rupture (grey zone). Figure (a) adapted from a graphic given in [17].

The total near-field displacement consists of on-fault brittle deformation in the prin-

cipal and secondary fault zone, and off-fault deformation [17, 39]. Figure 4.2 shows a

schematic drawing (a) and a geometric drawing (b) of planar features crossing the syn-

thetic surface ruptures of an earthquake. Total near-field displacement is labeled as T .

Given that the row length (about 250 m) is about 500 time larger than the displacement

(about 50 cm) the angle θ is small enough (1− cosθ ≈ 2×10−6) that the deviation from

the reconstructed plane (AB) serves as a good approximation of the minimum co-seismic
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offset (BC). Note that the offset does not reflect the true estimates of accumulated defor-

mation (AD or AD’) as surface rupture was expressed as en echelon fractures. Referring to

these setup, the objectives of the proposed change detection are to:

• Delineate fault trace locations.

• Quantify near-field displacements within approximately 200 m of the fault trace.

• Summarize displacement distributions versus off-fault distance.

Table 4.1 shows the basic change detection strategies with detailed descriptions of the

methodology given in the following sub-sections.

Table 4.1 MLS change detection strategies

Process
Change detection for minimal co-
seismic offsets

Change detection for post-seismic sur-
face displacements

Input data Point clouds of the top of vine rows Point clouds representing vineyard posts

Primitive
type

Planar primitives defined by vinerow
end posts

Cylindrical primitives extracted using
PointNet [18], filtered using RANSAC
and modeled using a least squares adjust-
ment

Detection
methods

Measure point to plane distances
Cylindrical primitive locations observed
at two epochs

Output
instances

Total deformation of 1300 vine rows 7
days post earthquake, and estimation of
the fault trace

Displacements of 2600 posts between 7
and 34 days post earthquake

4.3.1 Change detection using planar primitives for co-seismic response

co-seismic response is approximated using offsets from planar primitives modeled

from the top part of the scanned vine row. Each vine row is cropped using a bounding box

with a width of 3 m and defined by the posts located at the ends of each row, where post

locations are manually digitized from the MLS data. The top 20 cm portion of each row is

automatically extracted and analyzed using a moving window. Due to scanner occlusions

for the lower part of the vines, only the top part of the vine point clouds are extracted to

ensure complete spatial coverage. A 2D plane is constructed spanning the post locations

with the planar normal parallel to the ground. Deviations from this plane estimate vine row
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dislocation due to the Napa earthquake, and normal distances from this plane are calculated

which approximate total co-seismic offsets.

With raw MLS data as input, point clouds within the moving window are filtered

to remove outliers based on distances to nearest neighbors [112], and offsets from planar

primitives are calculated as averaged point-to-plane normal distances within a 1 m win-

dow. Turning points are detected where the offsets change signs. A series of consistent

turning points are used for an estimation of a digital fault trace. Given that the row length

(about 250 m) is about 500 times larger than the displacement amount (about 50 cm), the

angle (θ in Figure 4.2) between the plane normal and dislocation direction is small enough

(1− cosθ ≈ 2×10−6) that deviation from the reconstructed plane (detected as minimal

co-seismic offset) serves as a good approximation of the co-seismic response. Repeating

this process over all the extracted rows, distributed horizontal displacements are derived

estimating the minimum co-seismic offset along the fault trace. Note that we cannot guar-

antee that both (a) the vine rows were completely straight before the earthquake and (b)

the posts’ locations selected as end points accurately depict the optimal plane location.

Therefore, the offsets from the planar primitive should not be evaluated as true estimates

of accumulated deformation (Figure 4.2 (b) AD) but rather the minimum co-seismic offset

(Figure 4.2 (b) BC) approximated by the planar residuals as (Figure 4.2 (b) AB). However,

these deviations from the plane do enable an accurate estimation of the fault line location

and also allow the examination of displacement curvature near the fault.

4.3.2 Change detection using cylindrical primitives for post-seismic surface

displacement estimation

post-seismic surface displacement is estimated using the displacement of cylindrical

primitives between two temporally spaced MLS surveys. To model the cylindrical prim-

itives, which represent scanned posts at the end of each vine row (figure 4.3), the point
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Figure 4.3 Segmentation example for a portion of a single vine row. MLS point clouds
were automatically segmented into four categories using PointNet.

clouds first need to be segmented. In previous work, the segmentation was manually per-

formed [82]. To automate this process, we implement a deep neural network - PointNet [18]

to automatically segment the MLS point clouds. The segmented datasets are later filtered

using RANSAC [110] and modeled as primitives using a least squares adjustment. Dis-

placements are derived by tracking the relative motion of the cylindrical primitives between

the two epochs of MLS data.

4.3.2.1 PointNet: automated point cloud segmentation

PointNet, proposed by [18] is a unique deep neural network that directly works on

3D point clouds. The method and its variants have been applied as a common strategy

for lidar point cloud semantic segmentation (e.g. [113–116]). The network learns a set of

optimization functions selecting informative points and aggregates the optimization results

as global descriptors. Fully connected layers and symmetric max-pooling functions are

implemented to handle the irregular format of point clouds. Figure 4.4 shows the basic
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Figure 4.4 Schematic Structure of PointNet [18]. Feature learning network on top, and
segmentation network on bottom.

structure of PointNet for point cloud segmentation. The network consists of two major

parts: a feature learning network that learns with fully connected layer structures ended

with a max-pooling layer and a segmentation network that augments learned local and

global features and outputs per point labels as segmentation results.

For supervised learning on point clouds, we set up a vine row training set where 120

scanned vineyard row point clouds are manually labeled, consisting of 9 million total la-

beled points. Every point within this set falls into one of four categories – (1) posts, (2)

vegetation, (3) guide wire and (4) ground. Random sampling from this training set gen-

erates over 40 thousand training samples, where each sample consists of 2048 points in a

single vine row. The train-validation-test split is 7:1:2. Figure 4.3 shows a segmentation

example where point clouds were automatically segmented into the four categories. After

training, the network is capable of processing all 2600 scanned sections of vineyard posts,

which consist of over 300 million MLS laser returns. The point clouds were automatically

segmented into the four categories and the posts were then extracted for cylindrical prim-

itives modeling. Herein, only the end posts are analyzed because the middle posts were

often occluded by the vine row vegetation.
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4.3.2.2 Cylindrical primitives modeling

The segmented posts were modeled as cylindrical primitives and then pre- and post-

deformation primitives were clustered by their locations. A Gauss-Helmert model [117] is

used for least squares fitting of the cylindrical primitives as

g(l + e, p) = X2 +Y 2− r2 = 0, (4.1)

where


X

Y

Z

= R2(φ)R1(ω)


xobs.

yobs.

zobs.− zobs.

 , (4.2)

R1(ω) =


1 0 0

0 cosω sinω

0 −sinω cosω

 , (4.3)

andR2(φ) =


cosφ 0 −sinφ

0 1 0

sinφ 0 cosφ

 , (4.4)

where the inputs are MLS laser returns for a single post [xobs.,yobs.,zobs.]
T with measure-

ment uncertainties e. The point clouds are shifted and rotated so that a cylinder can be

estimated at the center of each cloud with a vertical axis. The estimated parameters p are

shift components (X ,Y ), and rotation angles (ω,φ) for the x- and y-axis. The radius r of

the cylinder is fixed at 5 inches (12.7 cm) for the observed anchor posts.

The top face of a scanned post is usually missing or occluded by vegetation due to

the sideways field of view of the mobile scanner. As a consequence, the height of each
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Figure 4.5 Example of a cylinder primitive. Red dots are segmented MLS points, and the
green cylinder shows the optimal fit modeled primitive.

cylinder (shift component Z) is left as a free parameter and the horizontal location of the

model is estimated at the mean height of every point cloud to reduce shift-rotation correla-

tions. Because of uncertainties in the lidar measurements and mis-segmented points from

PointNet, we embed a RANSAC algorithm to improve the robustness of the least squares

fitting. The RANSAC function is initialized with mean and principal directions of the point

clouds for shift and rotational components. Final modeling results are estimated through

a least squares adjustment using the optimum RANSAC parameters and estimated inlier

points. Figure 4.5 shows an example of the adjustment results.

Results from RANSAC and the least squares adjustments are cylindrical primitives of

the fence posts with geometry characterized by the posts central locations and orientations.

Propagation along the cylinder axis gives intersections of the posts with the ground. Using

ground points segmented from PointNet, intersections are extracted. Corresponding inter-

sections before and after the deformation are clustered and differenced to estimate ground

displacement between the two MLS surveys.
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Figure 4.6 Minimal co-seismic offsets approximated by the deviations from planar prim-
itives. Relief base map is generated from airborne laser scanning (ALS)
data [19].
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4.4 Detection of earthquake-related surface displacements

Using the planar and cylindrical primitives, the surface displacement field of the fault

is determined. Minimal co-seismic offset is estimated by quantifying the vine row de-

formation from the first MLS survey by calculating deviations from a planar primitive.

post-seismic deformation is estimated by tracking cylindrical primitives and their ground

intersections between the two MLS surveys.

4.4.1 co-seismic response detection

Figure 4.6 displays minimal co-seismic offset detected using planar primitives. Dex-

tral displacement magnitude is color-coded as the deviation from each planar primitive.

Right-lateral motion of the fault is characterized by the consistent red to blue color change

across the fault. The fault trace is estimated by mapping the transition from red to blue for

every planar primitive where a consistent strike, expanding north-south, can be modeled

by connecting adjacent transitions throughout the surveyed area. This fault trace approx-

imates the surface projection of the fault. Given the intersections where the fault trace

traverses planar primitives, a digital fault trace (black line in Figure 4.6) is estimated using

robust local linear regression (LOWESS) [118]. This fault trace is piecewise linear due

to the regression model. Employing this derived digital fault trace, statistics for off-fault

directions can be calculated. Field measurements of co-seismic displacements are avail-

able at the fault crossing of Henry Road [119, 120], and alignment array measurements of

post-seismic surface displacements are available at station NHNR [11] for validation of the

change detection results.

Modeling the digital fault trace serves as a good supplement for field reconnaissance

of the fault ground rupture given that (a) on site surveys of ground ruptures can be local-

ized and inconsistent over kilometer scales. An earthquake and its induced geo-hazards
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Figure 4.7 Post-seismic surface displacement fields detected using cylindrical primitives.
Orange solid line shows the fault trace. Surveyed area is subdivided with num-
bers indicating areas of study for upcoming analyses.
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may limit the access to zones of deformation along the surface faulting, and important dis-

placement signatures could be missed by a field survey if the displacement is not associated

with significant cultural feature damage [54, 55, 120]. (b) the slip front of the fault can be

buried without reaching the surface and expressed by insignificant ground displacement or

scattered ground cracks instead of obvious ground ruptures [5, 6]. This method estimates

the fault trace from redundant primitive measurements throughout the area; therefore, the

estimated fault trace is less vulnerable to local anomalies and more consistent spatially. The

automated process also has the potential for delivering a ground rupture map in a timely

manner post earthquake.

4.4.2 post-seismic surface displacement detection

Figure 4.7 shows the horizontal displacement of cylindrical primitives in between the

two MLS surveys. Each line on the map represents the path of displacement for a single

post tracked at its ground intersection. Tracking more than 2600 cylindrical primitives’ dis-

placements, post-seismic surface displacement fields in the near field are revealed. The pin

arrowhead depicts the location of detection where the length and orientation of each arrow

represents the amount and direction of post-seismic surface displacement. The detected

displacement field quantifies the surface displacement between Sep 1st and Sep 30th, 2014

which are 7 and 34 days after the mainshock. Local shear patterns are found where the

fault trace crosses between successive posts (Figure 4.8, Figure 4.9 a-d).
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Figure 4.8 Overlap of planar residuals and post-seismic change detection results (a, b) for study areas 3 and 4 in Figure 4.7.
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Collocated with the planar residual approximation to co-seismic response, Figure 4.8

shows the consistency of the detection results using two kinds of geometric primitives.

Planar primitives tracking co-seismic response and cylindrical primitives estimating post-

seismic surface displacements are collocated at the fault trace, which validates the loca-

tion of the ground rupture. Planar residuals are color-coded by magnitude of minimal co-

seismic offsets; the symbol of strike-slip indicates the location of the fault trace. The pin

arrows depict the post-seismic displacements detected using cylindrical primitives where

the length and orientation of each arrow represents the amount and direction of post-seismic

surface displacement. (a) The red-blue margin delineates the co-seismic fault trace; the dis-

tributed arrows localize the post-seismic fault crossing. Inflection points from the detected

minimal co-seismic offset are collocated with the change in arrow directions where adja-

cent arrows change direction dramatically. This confirms the consistency of the change

detection results as the transition in both co-seismic and post-seismic displacements are

collocated. While the planar primitives can only provide 1D displacement as deviations

from straight vine rows, the cylindrical primitives provide 2D displacement vectors show-

ing local deformation in the near field.

Subtle post-seismic surface displacement fields are revealed from changes detected

using cylindrical primitives. Figure 4.9 shows six local displacement patterns. Subplots

a-d show local shear patterns where the fault trace crosses a line of successive posts. The

lines represent vine row post displacements from Sep 1st to Sep 30th. To track how linear

features on the ground are deformed by the fault, adjacent posts are connected by local

regression lines. Each node of the line represents a post’s location at that epoch and the

curvature of the line represents nonlinear local deformation induced by shear. Local shear

patterns are found in those cases characterized by the transition of surface displacement

directions and entangled pre- and post-deformation regression lines. Spinning patterns are

found where the fault trace traverses lines of posts.
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Figure 4.9 Post-seismic surface displacement patterns for the six study areas numbered in
Figure 4.7 (1-6 as a-f). Red and green lines represent regression lines of vineyard
post locations captured by MLS surveys 7 and 34 days after the earthquake.
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Constant strike-slip displacements are observed at posts located on either side of the

fault, shown in cases 5 and 6 in Figure 4.9 e and f. The displacements show little variation

in direction and scale. The isotropic displacement patterns for cases 5 and 6 indicate little

or no off-fault deformation at these locations.

4.5 Interpretations and discussion

Compared with previous geodetic change detection results, the proposed strategy suc-

cessfully reveals the 2D near field horizontal deformation for the 2014 South Napa earth-

quake. Though focused on sensing horizontal components, cylindrical primitive-based

change detection can also reveal 3D deformation where vertical components are derived

by differencing the intersections of the primitives with the ground. However, the estimated

vertical component does not benefit from the redundancy of the cylindrical model, and thus

the uncertainty of the vertical component directly depends upon the vertical point cloud ac-

curacy. It is challenging to model the top and bottom face of a cylindrical post given poor

data coverage from the sideways field of view of a mobile platform. Considering the dex-

tral displacement pattern, we only provided horizontal components of our change detection

results.

4.5.1 Continuity analysis of the rupture zone

Continuous vine row curvature over the region indicates that the principle rupture

remains buried under the ground, whereas a constant dislocation discontinuity at the surface

would indicate that either the fault front reached the ground surface or a secondary fault

zone exists. Figure 4.10 shows a zoomed-in map of the planar expression of co-seismic

response with color-coded planar residual magnitude. The color at the fault trace changes

smoothly, indicating no discrete fault patches exist. Such a continuous displacement pattern

is found throughout the surveyed area and is consistent with the analyses that the fault

rupture remained buried. The smooth intersection reflects the characteristics of a fault trace

where surface displacements are comprised of en echelon sheared extensional fractures
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Figure 4.10 Zoomed-in plot of planar residuals which approximate minimal co-seismic off-
set at the fault trace. Color changes smoothly over the fault trace.

and linear ‘mole tracks’. This pattern is consistent with in situ measurements from [53],

and [111], and shallow fault slip modeling presented in [6] and [5].

4.5.2 Distributions of deformation versus off-fault distance

post-seismic surface displacement distribution versus off-fault distance provides ev-

idence highlighting non-brittle deformation within the detected changes. The metric for

off-fault distance is calculated as the perpendicular distance from observation locations to

the closest linear fault trace segment estimated using the planar primitives. Because the

posts are anchored at various distances from the fault trace, off-fault distances are spread

out uniformly across the rupture zone. post-seismic surface displacements are projected

along the fault trace direction as fault parallel displacements. Off-fault deformation is ex-

pressed as the profile of fault parallel displacements.

Figure 4.11 shows the results where fault parallel displacements and post-seismic dis-

placement directions are distributed over a range of off-fault distances. The fault parallel

component is determined from the strike of the nearest fault section using the fault trace
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Figure 4.11 Off-fault distributions of post-seismic surface displacements. Components of
post-seismic fault parallel displacements (a) and displacement directions (b)
are plotted versus off-fault distance.

shown in Figure 4.6. Non-parametric robust local linear regression trends was used to

highlight the displacement distribution pattern without introducing assumptions for local

fault mechanics. The dextral pattern is obvious in the displacement angle plot where two

dominant sliding directions are identified as −51.33◦ and 145.51◦ from the East. Angular

variances are larger close to the estimated fault trace and smaller further away. The dextral

pattern is also confirmed by the displacement magnitude transition at the fault trace.
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Figure 4.12 Off-fault distributions of post-seismic displacements for the six study areas in Figure 4.7 (case 1-6 as a-f).
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Figure 4.12 shows the same off-fault displacement plots for the six study areas cor-

responding to Figure 4.7. For each case, two distributions are provided: distribution of

fault parallel displacements (top) and displacement angle (bottom) plotted versus off-fault

distances. The fault parallel component is determined from the strike of the nearest fault

section. An ≈10 m transition zone is estimated visually at the fault crossing for areas 1-4.

Areas 1-4 (Figure 4.12 a-d) show about 3 cm of off-fault deformation within approx-

imately 10 m of the fault trace. This 10 m transition zone is estimated visually and high-

lighted in the figure for the area 1-4 fault crossings. The corresponding angular profiles

show transition of displacement angles as a result of crossing the fault. Cases 5 and 6 (Fig-

ure 4.12 e, f) show no sign of off-fault deformation as these profiles do not cross the fault

trace and show little variation in displacement magnitude and angle compared with cases

1-4. Table 4.2 shows the corresponding post-seismic fault parallel displacement for each

side of the fault outside the transition zone.

Table 4.2 Average post-seismic fault parallel displacements for the six study areas in Fig-
ure 4.9, in centimeters (standard deviation in brackets). Displacements for each
side of fault do not include 10 m transition zone.

Study area West of fault East of fault Difference
1 0.79 (1.27) -3.09 (1.00) 3.88 (1.62)
2 1.71 (1.27) -2.32 (1.34) 4.03 (1.84)
3 0.51 (1.06) -3.29 (1.22) 3.79 (1.61)
4 2.65 (0.83) -1.28 (0.74) 3.93 (1.11)
5 - (-) - (-) 3.29 (0.70)
6 - (-) - (-) -3.47 (0.76)

4.5.3 Potential errors within the change detection results

Because both co-seismic and post-seismic surface displacements are calculated as rel-

ative changes, the majority of residual systematic errors for the MLS and any geodetic

datum biases will not affect the calculated relative deformation. Given that co-seismic

and post-seismic surface displacements are resolved from unique data collections after
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the earthquake, there are no repeat observations of the same event for estimating uncer-

tainty. However, the accuracy of the detection results can be evaluated by (a) comparing

co-seismic and post-seismic surface displacements with field observed co-seismic ground

displacements and measurements of post-seismic surface displacements at alignment ar-

ray stations, and (b) by checking the internal consistency of displacements in areas that

are believed to share similar deformation patterns. For example, spatially close vineyard

rows crossing the fault at a similar angle should show coherent co-seismic displacements

distributed off fault; areas far away from the fault trace should show regional dextral post-

seismic displacements that are uniform for either side of the fault.

4.5.3.1 Validation with field observations and alignment array measurements

We can validate the accuracy of the detection results with field and alignment array

observations collected near the fault crossing at Henry Road (Figure 4.6). Brocher et al.,

(2015) [119] recorded 40 cm right-lateral offset, rounded to the nearest centimeter, in the

field north of Henry Road within two days after the earthquake. The field rupture was ob-

served as a zone of en echelon left-stepping fractures, and approximate uncertainties for

measured offsets are around 5 cm. Ponti et al., (2019) [120] recorded 40.9–46 cm strike-

slip displacements at the same location using an estimated fault azimuth. They also point

out that most of the surface rupture was expressed as disconnected left-stepping en echelon

fractures several meters or more in length with measurable dextral displacements. Hudnut

et al., (2014) [19], using alignment array post-seismic displacement measurements and AF-

TER models inferred a 14 cm co-seismic displacement at alignment array station NHNR.

Our estimate of the minimal co-seismic offset from the planar primitives is about 25 cm

shown in Figure 4.13 which agrees with field measurements at the decimeter level. Our

estimation is smaller than [119, 120] because (a) the detected minimal offset could under-

estimate the true accumulated displacement as explained in Section 4.3.1 (Figure 4.2), (b)
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estimating fault azimuth in the field might lead to an overestimate of the surface displace-

ment, and (c) we are comparing localized in situ measurements near the fault crossing at

Henry Road with a regional average estimated from all vine rows; the field measurement

captures the most obvious displacements that can be accessed by an observer, but they are

sparse and discontinuous and do not span the MLS survey area. The average may lead

to smaller estimates of displacements from the MLS survey compared with localized field

measurements which highlight expressions of displacement at single points.

After the earthquake, alignment arrays were installed to monitor the afterslip [11]. We

validated our estimated post-seismic surface displacement by comparing the to alignment

array station NHNR located on Henry Road (Figure 4.6). Observed accumulated displace-

ment at NHNR was 18.7±0.22 mm on September 1; 57.1±0.26 mm on September 19 and

76.1 mm on October 23 (error not available). Alignment array station NHNR is bounded by

study areas 1 and 2 shown in Figure 4.7. Referring to Table 4.2, we estimated 3.88±1.62

cm and 4.03±1.84 cm post-seismic surface accumulated displacement between September

1 and September 28. For the same time span, the estimated displacement at NHNR is 4.39

cm using alignment array observations and the AFTER program [121–123], which agrees

at the level of 4-5 mm with our MLS estimate.

4.5.3.2 Change detection precision

The precision of the change detection results is determined by checking the internal

consistency of the estimates. Minimal co-seismic offset was estimated by modeling vine

rows as planar primitives. The consistency of the planar deviations can be estimated by

checking the coherence of the off-fault distributed deformation pattern. Given that the vine

rows cross the fault trace at a similar angle, co-seismic deformation from each vine row

should show similar patterns distributed off fault forming a coherent deformation pattern

across all vine rows. Figure 4.13 shows the minimal co-seismic offset averaged over 1300

vine rows. The error bars represent the variation of the displacement magnitude within
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Figure 4.13 Planar residual estimate of minimal co-seismic offset averaged over 1300 vine
rows. Error bar indicates local displacement variation within 10 meter bins of
off-fault distance.

10 meter windows. The overall scale of the error bar is relatively uniform and slightly

decreases off the fault center which indicates a consistent pattern exists across all vine rows

and complex deformation patterns exist near the fault trace. The error bars vary in size from

2 to 5 cm across the region. Note that variation of this pattern across different vine rows

could also be due to partial occlusions in the lidar point clouds. The uneven vegetation

growth along each vine row may bias the planar primitives and the occlusions of a lidar

scan may result in incomplete planar primitives extracted from point clouds. Therefore,

further field reconnaissance measurements would be helpful to determine probable sources

of this variation and better quantify the accuracy of the co-seismic offsets from MLS.

The uncertainties in the estimated post-seismic surface displacements are evaluated by

checking the consistency of observations located off the fault trace. Given the assumption

that displacements further from the trace should be smoother and more locally coherent,

the variation of the displacement detected in the far-field can serve as a good estimate of

consistency. Referring to Figure 4.9 e and f and Table 4.2, detected displacements for areas

69



5 and 6, with vine row posts on only one side of the fault, show a standard deviation of about

7 mm. Given that the methodology is consistent for all posts, we expect a similar level of

precision (subcentimeter) for changes detected using cylinder primitives. The other cases

(area 1-4) have larger displacement variation due to more complex deformation patterns

captured near field, but still only show 10 to 15 mm of variation.

co-seismic and post-seismic surface displacement detection results using planar and

cylindrical primitives show internal consistency. Their off-fault displacement distribution

also indicates a consistent ground deformation zone. Although the observed minimal co-

seismic offset has a larger magnitude in comparison with post-seismic displacements ob-

served between 7 and 34 days after the earthquake, they both show a maximum displace-

ment approximately 25 m off the estimated fault trace (Figure 4.13 and Figure 4.11 a).

These coherent detection results confirm the consistency of the deformation estimates after

the earthquake.

4.6 Conclusion and future work

In this paper, we developed a method of using automatically extracted geometric prim-

itives to detect changes in the near field of an earthquake. Geometric primitives are shown

to be an efficient representation of MLS point clouds for subtle change detection. A change

detection workflow was developed relying on PointNet, RANSAC, and least squares cylin-

der fitting for geometric primitives modeling.

The methodology described successfully recovers the dextral deformation field of the

2014 Mw 6.0 South Napa earthquake. 25 cm co-seismic offsets and 3-4 cm post-seismic

displacements are revealed with decimeter and centimeter level precision respectively over

a study site three kilometers long. The fault trace is revealed using planar primitives, and

local shear patterns are found from the post-seismic displacement distribution detected

using the cylindrical primitives. Dextral deformation distributions versus off-fault distances
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are summarized and off-fault deformation is detected. Results are validated comparing to

field and alignment array observations, which show decimeter level agreement with field

observations of co-seismic offset, and sub-centimeter level agreement with post-seismic

displacement at an alignment array station.

The proposed primitive-based change detection strategy can be generalized as a frame-

work for geological change detection. A project on aseismic fault creep detection using

persistent urban geodeteic markers is in progress. For future work, we plan to augment our

change detection strategy using more generic geometric primitives and consider the addi-

tion of other high definition surveying observations into the methodological framework.
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Chapter 5

Monitoring aseismic fault creep using persistent urban geodetic

markers generated from mobile laser scanning

This chapter is a modified version of the following peer reviewed journal paper:

Xinxiang Zhu, Craig L Glennie, Benjamin A Brooks, and Todd L Ericksen. Moni-

toring aseismic fault creep using persistent urban geodetic markers generated from

mobile laser scanning. ISPRS Open Journal of Photogrammetry and Remote Sensing,

2:100009, 2021.

5.1 Introduction

Monitoring of aseismic fault creep is important for seismic hazard assessment. Mea-

surements of fault creep displacements can be used to infer locked sections of a fault system

which is thought to correspond to the moment magnitude of a seismic event [32, 59]. Given

the slow-moving characteristics of creep events, surface fault creep monitoring requires the

detection of small deformations of the ground surface. Measurements such as creepmeters

and static GPS observations over time are commonly used as they can resolve centimeter-

level creep rates over temporally spaced observations [124]. However, the spatial coverage

of these measurements is limited due to the sparse observation network, and the result-

ing inadequate number of geodetic observations preclude the use of geomechanical models

to accurately infer subsurface fault slip and deformation near the Earth’s surface (e.g. at

infrastructure depths) [5, 6]. Mechanically-based modeling of fault creep requires dense

near-field observations of surface displacements with broad spatial coverage and high ac-

curacy.

New high-definition photogrammetric and remote sensing surveying techniques like

light detection and ranging (lidar), interferometric synthetic aperture radar (InSAR) and un-

inhabited aerial vehicle synthetic aperture radar (UAVSAR) have recently made it possible
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to estimate densely distributed ground displacements for the detection of fault dynamics.

However, with increased resolution comes complex and irregular formats and measure-

ments with varying accuracy that bring new challenges for change detection, especially

in the near field. As a common method of measuring far-field fault displacement, InSAR

provides displacement observations with millimeter to centimeter-level accuracy in the far

field of the fault (> 1 km distance) [40, 41, 44, 45, 101, 125]. Phase interferometry is

highly efficient for observing temporally spaced estimates of deformation in the phase do-

main, and thus changes can be detected at the millimeter level. However, interferograms

tend to decorrelate with spatial change larger than the carrier wavelength and are therefore

vulnerable to large displacements and complex textures (e.g. vegetation) found within the

near field. This makes InSAR change detection reliable only in the far field [13, 40, 44].

Compared with InSAR, lidar has observational flexibility in the near field even in ur-

ban or vegetated areas [13, 46]. Many applications use the iterative closest point method

(ICP) and its variants as change detection strategies to reveal fault-related ground displace-

ments [43, 47, 48, 104]. However, ICP is incapable of resolving gradual centimeter-level

changes [12] and suffers from higher estimate uncertainties near the fault trace due to the

assumption of localized rigid movement [48]. These methods cannot be used for estimat-

ing fault creep, unless the time horizon between the temporal datasets is large enough to

overcome the decimeter-level noise (e.g. Scott et al. [47]).

There is a paucity of techniques that can provide distributed high accuracy near-field

observations over shorter time scales. At the Hayward fault, for example, the slowly creep-

ing characteristics of the fault (a few millimeters per year [124]) have been recorded by

alinement array stations and reported annually for decades, but it has not been captured with

high spatial resolution. For InSAR, the complex displacement leads to decorrelation that

limits the ability to estimate temporally spaced deformation in the phase domain. For lidar,

even with high point density, the irregular format of point clouds makes it hard to identify
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and associate corresponding points that provide consistent estimates of displacement at the

point cloud level. Unlike persistent scatterers within an interferogram [126, 127], point

cloud based change detection has the flexibility of sensing near-field deformation but the

method does not ensure a stable tracking of corresponding features between epochs, and as

a result, the application suffers from a matching uncertainty in addition to the errors in the

point observations. Therefore, it would be advantageous to develop new methodology for

point clouds which include the identification and tracking of geometric features analogous

to InSAR persistent scatterers such that reliable geodetic markers can be identified from

point clouds and used for change detection in the near field.

In this paper, we propose a change detection strategy using mobile laser scanning

(MLS) point clouds that takes advantage of both the steady and gradual movement pat-

terns of the fault creep and the presence of geodetic markers in an urban environment. The

method is able to detect distributed fault creep in the near field within approximately 300 m

of the fault trace. Fault creep is detected with meter-level resolution and sub-centimeter

level accuracy. The proposed method consists of two major parts: (1) a random sam-

ple consensus (RANSAC)-based corresponding plane detector, and (2) a combined least

squares displacement estimator. The proposed RANSAC-based corresponding plane de-

tector is designed to seek corresponding planar primitives as stable geodetic markers from

repeated and temporally spaced MLS scans such that the point clouds representing the

same planar objects are segmented together in each epoch of the MLS scan. The nature of

the slowly creeping deformation is leveraged for the detector to assign robust correspon-

dence of planar primitives in each MLS dataset. The method is designed to compensate for

the incomplete geometrical representation of point clouds due to scan occlusions [97], and

multiple model fitting problems [128] within point cloud-based change detection.

A combined least squares-based displacement estimator is implemented using the tem-

porally spaced groups of corresponding planar primitives. The adjustment is inspired by
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the airborne laser scanning (ALS) bore-sight self-calibration model proposed by Skaloud

and Lichti [129]. Our previous study [130] shows that geometric primitive-based change

detection using MLS data has the ability to capture centimeter-scale deformation in the

fault near field. This work highlights the potential and advantages of augmenting MLS

point clouds as geometric primitives for accurate change detection. Point clouds modeled

as primitives provide a localization accuracy that is better than the individual lidar point

noise [130]. A similar combined least squares adjustment was also implemented by Kusari

et al. [49] where they showed the method works on large blocks of lidar data. However,

the method they proposed is not flexible and robust enough to recover subtle deformation

at a resolution finer than the block scale; this makes it insensitive to near-field nonlinear

shear displacement patterns (e.g. Chinnery [131]). In this paper, the use of planar prim-

itives (as geodetic markers) captured from temporally spaced MLS surveys is presented

to estimate high accuracy and resolution near-field deformation. Compared with previous

work, rather than estimating primitive geometry and ground change separately, the pro-

posed least squares adjustment combines the estimates of displacements with the estimates

of primitive geometry, leveraging the additional geometric constraints for estimation of the

displacements. The method is able to accurately capture centimeter-level ground deforma-

tion and simultaneously estimate primitive geometry thanks to the high degrees of freedom

created using planar primitives. The methods are tested on MLS data collected along a 2

km segment of the Hayward fault in 2015 and 2017. The accuracy of the results are vali-

dated by the collocated alinement array measurements and fault creep patterns are revealed

as displacement fields in the near field of the fault.

The rest of this paper is organized as follows: first the MLS surveys conducted at

the Hayward fault are described; then the two-module change detection method is intro-

duced and how the method takes advantage of the characteristics of slow-moving fault
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creep is demonstrated. Change detection results are then shown and validated with theodo-

lite surveys on collocated alinement arrays. The strength of the regression solutions is then

discussed followed by assessments of the change detection strategy.

Figure 5.1 Maps of the study area. The white polygon outlines the MLS survey extents.
The Hayward fault trace is highlighted by the red line and the green dots indi-
cates the alinement stations.

5.2 MLS data collection and the Hayward fault

The Hayward fault is known for its active aseismic surface creep and long-timescale

geodetic records. Long-term creep rates have been recorded using theodolite surveys since

2001 by the USGS in collaboration with the Geosciences department at SFSU [10]. Ac-

cording to their report [124], steady creep rates have been recorded within the MLS sur-

veyed area (Figure 5.1). The creep rate at alinement array station HCAM located at Camel-

lia Drive has averaged ∼7 mm per year over the past 10 years. Similar creep rates have
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been recorded at adjacent stations HPMD, HSGR, HONO and HPIN (380 m, 720 m, 980

m and 1000 m from HCAM respectively). Although HPIN and HONO are located outside

the survey area, they provide a reliable bound of the creep rates for the MLS survey area.

These alinement array measurements outline a steady and gradual dextral slip pattern for

the monitored fault creep. Figure 5.2 shows accumulated creep observed since 2010 as

dextral displacement at these alinement array stations.

Figure 5.2 Accumulated displacement at alinement array stations since 2010.

The MLS surveys were conducted in July of 2015 and again in June of 2017 near

Fremont, CA, along a 2 km segment of the Hayward fault. The survey area is shown in

Figure 5.1. Two RIEGL VZ-1000 scanners mounted on a pickup truck were used to collect

the MLS data with a point density of approximately 300 points/m2 at a distance of 20 m

from the scanner. Multiple Global Navigation Satellite System (GNSS) base stations were

used for data acquisition and all GNSS, Inertial Navigation System (INS) and laser scan-

ning data was time-tagged and recorded for post-mission analysis with the same survey

platform described in Brooks et al. [6]. GNSS/INS data was post processed using Grafnav

software in tightly coupled mode. The survey area was primarily devoid of significant vege-

tation and therefore there was minimal loss of GNSS lock and a comparison of independent
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forward and reverse GNSS solutions agreed at the centimeter level. Each roadway in the

survey area was driven multiple times to minimize occlusions, enable precise boresighting

of the laser scanners and provide an internal consistency check for the MLS point clouds.

The boresighting was undertaken using a methodology similar to that presented in Skaloud

and Lichti [129]. Planar residuals from the boresighting process were examined to ensure

that there were no systematic errors present in the MLS trajectory – in general the RMSE

for all planes after boresight adjustment were less than 10 mm. Finally, after boresight ad-

justment, the areas of overlap in the MLS point cloud were examined to identify any areas

with remaining systematic errors by examining vertical profile differences, as the vertical

is the weakest component of a GNSS/INS solution. Figure 3 shows a representative profile

(10 cm wide by 90 m) along a flat road approximately 10 m from the scanner. Variations in

the point cloud profile show an RMSE of the point cloud (including multiple passes) of less

than 10 mm. The careful post-processing and analysis of both the 2015 and 2017 datasets

allow us to confidently conclude that the relative noise levels of each of the point clouds

are below the expected magnitude of the displacement signal due to fault creep.

5.3 Methodology

The proposed change detection is executed in two steps. First, a RANSAC-like scheme

is developed to find corresponding planar primitives pre- and post-deformation. Second,

a combined least squares displacement estimator is used to calculate fault creep displace-

ments constrained by the geometry of the corresponding planar primitives. Details of each

process are elaborated below.

5.3.1 Corr-planar primitives detection

Herein, a planar primitive pre-deformation and its counterpart post-deformation are

referred to as the reference and secondary corresponding planar primitives or corr-planar

primitives. To find as many corr-planar primitives as possible from repeated MLS observa-

tions, we modified the classic RANSAC algorithm [110, 132] that is widely used to extract
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planar primitives from point clouds. The classic RANSAC detection is improved to run in

"parallel" on two or more point clouds collected at the same location with a slightly relaxed

consensus threshold for the secondary dataset to compensate for the dislocation induced by

motion, in this case, the fault creep. As a result of the creep, a dislocated post-deformation

plane is expected to be in a vicinity of the original pre-deformation plane, where the differ-

ence between the two is bounded by a relaxed local creep rate estimated from the alinement

arrays.

Generally, RANSAC detection of plane features requires four steps: (1) randomly

sampling a minimum number of points required to determine the plane, (2) solving for

plane parameters given the point samples, (3) calculating the number of inliers for the

solved plane with an artificial threshold, and (4) determining if the number of inliers is

large enough to justify an update for the plane estimate. To detect corr-planar primitives,

the proposed method follows the same steps (1) and (2) performed on the reference point

clouds. The improvement lies in the third step where inliers for both the reference and sec-

ondary datasets are calculated with a slightly relaxed threshold for the secondary datasets;

the plane parameters are only updated when better consensus sets are found in both the

reference and secondary sets.

For the modified RANSAC plane detection, both point-to-plane distance and angular

deviation to the estimated planes are used as thresholds to calculate the number of inliers.

Point-to-plane distances are straightforward to compute, where the normal of each point

is estimated by eigendecomposition of its 8-nearest neighbor points as described in the

point data abstraction library (PDAL Butler et al. [133]). For the reference set, point-

to-plane distances closer than 3 cm with normal deviations smaller than 7◦ are counted as

inliers; for secondary sets, point-to-plane distances closer than 4 cm with normal deviations

smaller than 10◦ are counted as inliers. These thresholds were calculated by considering

the beamwidth of the laser footprint [134] and the precision of the plane observations. The
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Figure 5.3 Vertical profile of the point cloud (10 cm by 90 m) along a roadway. Elevation
variation (1σ ) is plotted as a solid line using a 5 m moving window.

Figure 5.4 Illustration of MLS point cloud noise and selection of RANSAC threshold (dis-
placements are not drawn proportionally in this schematic plot).

VZ-1000 scanner has a beam divergence of 0.3 mrad (i.e. laser footprint has a diameter

of 3 cm at 100 m), and the precision of the lidar observed planar surfaces are estimated
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from the ground profile shown in Figure 5.3. As shown in Figure 5.4, the threshold for a

plane |BC| is bounded by the laser point noise estimates of 3 cm for a close range scan (in

general < 10 m); distance threshold |CD| is bounded by the creep displacement observed

at the alinement array stations, estimated as 1 cm. The normal vector angular threshold

(θ1,θ2) is bounded by the smallest plane to be considered such that plane size |AB| larger

than ( |BC|
tanθ1

, |BD|
tanθ2

) can be detected by the RANSAC detector.

In addition to the RANSAC detector, a sequential searching strategy is also imple-

mented such that the detector is embedded in a moving window looping multiple times

through the point clouds. This sequential RANSAC is necessary because multiple planes

can be present within a search window, and as a result, a single point may be detected as

an inlier on multiple planes. This problem is known as multiple models geometric fitting

in computer vision [128].

For each round of RANSAC detection, a subsample of reference dataset query points

for the search window is selected where the minimal query point spacing is set to be 0.5 m.

The window size is chosen to be 20 m (diameter) which is slightly larger than the biggest

planar surface detected within the surveyed neighborhood. As the moving window passes

over the dataset, at every query position, the largest corr-planar primitives are detected

using the corr-planar RANSAC detector while the affiliation of a point (which plane it

belongs to), can be reassigned such that the detection is independent of the query sequence.

After looping over all query points, point clouds belonging to the largest planes detected

at all query locations are removed and a new round of detection is started to identify and

remove point clouds for the second-largest corr-planar primitives. The iterations terminate

when there are no corr-planar primitives detected.

A flow chart of the modified RANSAC process can be found in Figure 5.5. In this

generalized RANSAC detection, the consensus set of a plane consists of all points that

are detected as inliers; dually, the preference set of a point consists of all planes that this
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Figure 5.5 Flow chart of the RANSAC corr-plane detection.

point potentially belongs to. The reassignment ensures that the point is assigned to the

largest consensus set detected within a single round such that large planar objects like

walls and roofs will not be broken into patches due to the moving window search; multiple

rounds of detection ensure that multiple corr-planes can be captured as long as they are

significant enough to contain a minimum amount of points. For this study the minimum

point threshold is set to 150 points. The detector captures approximately 60% of the corr-

planar primitives within the first iteration using about 40% of the overall processing time

and completes detection in an average of 8 iterations.
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Figure 5.6 A sample corr-planar RANSAC detection showing MLS point clouds of a house
captured in 2015 (left) and 2017 (right).

Figure 5.6 demonstrates the detection results of the sequential corr-plane detection.

Points are color coded by index of the corr-planar primitives. Grey points indicate unclassi-

fied points which represent either inconsistent objects detected due to MLS scan occlusions

or planar primitives that are too small (under 150 pts) to be identified. The method robustly

detects corr-planar features. The RANSAC scheme overcomes the incomplete represen-

tation of planar geometry in point clouds due to scanning occlusions. In addition, planar

primitives are only extracted when counterpart planes exist in the paired dataset.

5.3.2 Combined least squares adjustment

Given corr-planar primitives extracted from the MLS data, creep deformation can be

estimated by re-aligning the corresponding planes using a least squares framework. For

fault creep, the deformation is detected as a relative displacement, i.e. how one side of the

fault has moved relative to the other side; therefore, precise absolute georeferencing of the

two datasets is unnecessary as long as a relative post-registration is performed.

The temporal displacements are estimated based on a least squares adjustment of

rigid body transformations conditioned on the planar shape of the corresponding primi-

tives, which is similar to the boresight self-calibration model presented in [129]. This least

83



squares adjustment estimates the rigid transformation parameters and the plane parameters

simultaneously, which is why it is referred to as a combined least squares adjustment. A

description of the methods is given below.

For any detected corr-planes, given reference point clouds and transformed secondary

point clouds, the geometry of the corr-planes are estimated as

f (lll,nnn,xxx) =<


nx

ny

nz

 ·


X

Y

Z

>= 0, (5.1)

where < · > represents the dot product of two vectors, and [X ,Y,Z] are the coordinates

of either the reference or transformed secondary point cloud. Note that both datasets are

pre-processed with a constant translation such that the reference point cloud centroid is at

the origin.

For secondary point clouds, the rigid transformation assuming small angles (< 1◦) is

defined as 
X

Y

Z

=


1 −α β

α 1 −γ

−β γ 1




Xs + tx

Ys + ty

Zs + tz

 . (5.2)

Corr-planes are constrained by geometry

g(nnn) = nx
2 +ny

2 +nz
2−1 = 0. (5.3)

In the above equations

• The observations are lll = [lrlrlr;lslsls]

– reference point clouds lrlrlr = [Xr,Yr,Zr]
T
obs.
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– secondary point clouds lslsls = [Xs,Ys,Zs]
T
obs.

• The unknowns are nnn and xxx

– normal directions of corr-planes nnn = (nx,ny,nz)

– secondary points rigid transformation parameters (3 translations and 3 rota-

tions) xxx = (tx, ty, tz,α,β ,γ)

Given only a single observed plane, the adjustment defined above will be ill-posed

because a planar surface is only sensitive to displacement along its normal. To regularize

the regression, a group of planes (lilili where i represents plane indices) with varying normal

vectors are selected within a query window so that they share a single rigid transformation

xxx in the least squares adjustment. One can visualize this process as the adjustment being

implemented on not a single pair of corr-planes but an ensemble consisting of several pairs

such that a shared transformation can be estimated and constrained by the geometry of each

corr-planar primitive. As long as the augmented planes are not parallel, the geometry of

the ensemble is unique enough to ensure a robust regression. By choosing planes randomly

within a search radius, the solution’s geometry is unique enough to reliably estimate dis-

placement in any direction. The number of planes used for each rigid transformation and

the search radius of the query window are empirical parameters that must be chosen based

on the density of planar surfaces and their variations in geometry; both of these will be

dataset specific. Metrics for selecting the search radius and the number of ensemble planes

are discussed in Section 5.3.3.

A combined adjustment (Gauss-Helmert) model [135] is used to estimate the solu-

tions. Linearization of Equation 5.1 and constraint 5.3 takes the form

A1δ̂1 +A2δ̂2 +Bv̂+w = 0 (5.4)
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andGδ̂2 +wc = vc, (5.5)

where A1 = ∂ f
∂xxx and A2 = ∂ f

∂nnn are the partial derivative of function f with respect to the

unknown transformation and plane parameters, B = ∂ f
∂lll is the partial derivative of function

f with respect to the observations (laser points), v are the residuals, and w is the misclosure

vector, i.e. the value of function f estimated with the estimated parameters and observa-

tions. G = ∂g
∂nnn is the partial derivative of the constraint g with respect to the unknowns,

vc is the constraint residual vector and wc is the misclosure vector of the constraints. The

adjustment iteratively improves the estimated parameters by the corrections represented by

each δ̂ , which are the correction vectors for the transformation (1) and plane parameters

(2).

Using Lagrange multipliers (λ and µ), Equation 5.4 can be solved with the constraints

provided by Equation 5.5. The Lagrange function takes the form

φ = v̂tPv̂+ v̂c
tPcv̂c

+2λ
t(A1δ̂1 +A2δ̂2 +Bv̂+w)

+2µ
t(Gδ̂2 +wc− vc).

(5.6)

Here, Pand Pc are the corresponding weight matrices, where the diagonal terms are the

inverse variance of the observations and constraints, respectively.

Setting the derivatives of the Lagrange function (Equation 5.6) equal to zero yields the

normal equations given as

AT
1 (BP−1BT )−1A1 AT

1 (BP−1BT )−1A2

AT
2 (BP−1BT )−1A1 AT

2 (BP−1BT )−1A2 +GT PcG


δ̂1

δ̂2


+

 AT
1 (BP−1BT )−1w

AT
2 (BP−1BT )−1w+GT Pcwc

=

0

0

 .

(5.7)
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The regression results using Equation 5.7 lead to simultaneous estimates of displace-

ment (creep) together with corr-planar geometry (planar normals).

5.3.3 Distribution of corr-planar primitives and strength of least squares so-

lution

Given that displacement is estimated based on the combination of a group of corr-

planes within a defined search window, it is meaningful to explore the impact of the en-

semble geometry on the regression results. As mentioned previously, a single pair of corr-

planes can only be used to detect a displacement in the direction of the plane normal; to

capture displacements in all directions a number of closely located corr-planes must be ag-

gregated such that various normal directions are combined. For this aggregation process,

the two hyper-parameters to consider, namely the number of corr-planes and the search ra-

dius, are actually correlated as they both reflect a general distribution of corr-planes found

within the MLS data. An ideal aggregation should take in as many corr-planes as possible

to ensure robust solution geometry but within an area as small as possible to have optimal

detection resolution. To optimize aggregation geometry while obtaining the highest reso-

lution, an independent measure of the strength of the least squares solution could be con-

sidered. Herein we use an examination of the covariance matrix, similar to the positional

dilution of precision (PDOP) metric used in satellite navigation and geomatics engineer-

ing [136, 137] to examine the relative geometric strength of the estimated translation.

To calculate the geometric strength of the translation (GSTR), the trace of the unscaled

covariance matrix Cnnn of the translation parameters is used given as

Cnnn = (AT A)−1 (5.8)

andGST R = tr(Cnnn), (5.9)

where A is the Jacobian matrix of Equation 5.1 with respect to estimated translation [tx, ty, tz]T .
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GSTR represents the relative strength of the aggregated corr-planes’ geometry and is equiv-

alent to PDOP from GNSS processing that evaluates receiver-satellite geometric strength.

A larger GSTR corresponds to larger regression uncertainties due to poor geometry (i.e. not

a good distribution of planar normals). For example, closely spaced parallel walls and/or

roofs could result in large GSTR values indicating weak regression geometry.

Figure 5.7 Geometric strength of the translation (GSTR) versus the number of corr-planes.
Error bars show the variation of the distribution calculated over the entire MLS
surveyed area.

Figure 5.7 illustrates the distribution of GSTR versus the number of corr-planes for a

selection of the Hayward fault MLS data. In this figure, the curve flattens beyond 10 planes

as GSTR falls under 10. A conservative minimum of 12 planes is chosen for the proposed

combined least squares adjustment. The associated GSTR value (GSTR ≈ 2) is used to

filter out regression results with weak geometry.

5.4 Results and interpretations

5.4.1 Detected fault creep displacement fields

Figure 5.8 shows the fault creep displacement field calculated from MLS point clouds

acquired in 2015 and 2017. The head of the pin-shaped vector represents where the dis-

placement is detected, and the length and orientation of the pin represent the offset and

direction of displacement. Away from the fault, dextral motions are oriented parallel to
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Figure 5.8 Detected fault creep displacement field. The field identified fault trace is plotted
as the dark red line. Red and blue vectors indicate displacement regression
segmented by GSTR (see Section 5.3.3).

the fault trace. The average displacement is 1.78±0.8 cm which reflects an average creep

magnitude, regardless of orientation, over the entire survey area. However, the amount and

direction of the creep displacements vary and show spatial correlation with distance to the

fault trace. Note that in the figure we have highlighted those solutions with a GSTR > 2 in

red. It is quite clear that the solutions with higher GSTR values contain some outliers as

evidenced by their anomalous orientations.

The fault trace presented in Figure 5.8 and in subsequent plots is interpolated based

on the survey of alinement arrays as documented by McFarland et al. [124] and Galehouse
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et al. [10]. According to the alinement array surveys, road and curb cracks are used as

evidence of the fault location. A connection of these documented cracks over the region is

then used as an estimate of the local fault trace. In this study, local crack measurements at

alinement array stations HPIN, HCAM, HPMD, HSGR and HONO are considered as they

span the MLS survey area, and the fault trace is estimated as a non-parametric linear local

regression [138] of the alinement array estimated fault locations. Compared with other

records, e.g. Quaternary faults [139], this fault trace estimate has better spatial resolution

and therefore enhances examination of off-fault creep displacement distributions.

Figure 5.9 Fault parallel creep displacement field. Basemap from NAIP Digital Georecti-
fied Image courtesy of the U.S. Geological Survey [20].
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5.4.2 Distributions of off-fault creep displacements

Using the displacement field and the fault trace estimate, displacements parallel and

perpendicular to the fault can be calculated by projecting the displacement vectors along

and across the nearest fault trace direction. Figure 5.9 shows the spatial distribution of

the fault parallel creep displacement. Dots show centroids of search window locations for

creep colored by the amount of fault parallel displacement. The dark red line indicates

the fault trace estimated from the alinement array survey. The amount of displacement

varies gradually even near the fault trace. This is consistent with the gradual and steady

fault creep displacement characteristics reported by field measurements such as McFarland

et al. [124].

Figure 5.10 Distribution of fault parallel (a) and fault perpendicular (b) creep components
versus off-fault distance. Points are color coded by GSTR values to indicate
robustness of regression geometry.

Given that the centimeter-level creep displacements along the fault show little vari-

ation, it is beneficial to examine displacement profiles across the fault to highlight any

off-fault displacement patterns such as fault asymmetry and nonlinear displacements. Fig-

ure 5.10 shows stacked displacement profiles over the entire MLS surveyed area. Trend
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lines represent a local average of displacements with error bars indicating 50 m binned

mean and variance of displacement. These profiles highlight the off-fault variation of fault

creep displacements and curvature of the displacement profile that can potentially assist

with inferring fault slip at depth [6]. In Figure 5.10 (a), the fault parallel displacement pro-

file shows curvature within 150 m off-fault and reflects the nonlinear variations of displace-

ment detected in the near field. In the far field, beyond 150 m off-fault, displacements are

more uniform, and the overall off-fault dextral displacement is calculated as 2.5± 1.5 cm

(1σ ). In Figure 5.10 (b) minor fault perpendicular creep is present in the far field with

a magnitude of −0.5± 1.3 cm (1σ ). The scattered displacement records are color coded

by GSTR, with inliers colored in blue. The blue dots are clustered around the trend with

the remaining colored dots spread out with a larger variance within the change detection

results. This clustering suggests that GSTR is a good indicator of the strength of the least

squares solution and can be used as a filter for robust creep displacement estimates. Only

the filtered data (blue dots) contribute to the displacement trend line and error bars shown

in both figures; they are computed by binning displacement estimates in 50 m wide bins.

One has to be cautious when interpreting the results in Figure 5.9 and Figure 5.10

because projection accuracy is highly correlated to the definition of the fault trace, which is

interpolated based on the field survey of alinement arrays. Although consistent cracks on

roads and curbs should be treated as promising evidence of the fault trace, there are limited

observations of the ground rupture. Fault slip at depth does not necessarily migrate to the

ground surface and deterioration and thermal changes may also lead to scattered cracks that

are not necessarily along the strike. Therefore, the fault trace in between surface observa-

tions can only be estimated by interpolation and regression. As shown by the distribution

in Figure 5.9 and the trend in Figure 5.10, the ’offset’ and the ’plateau’ are not perfectly

centered on the assumed fault trace (where off-fault distance equals zero). This is also con-

firmed by some sections of the displacement field in Figure 5.8 where the transition zones
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for the displacement arrows are not centered at the fault trace. Given the discrepancies be-

tween these displacement fields and the interpolated fault trace, a more accurate fault trace

definition would most likely result in a better estimation of true off-fault creep deformation.

Figure 5.11 Off-fault fault parallel displacement profiles stacked along the fault strike.
Each profile represents a 50 m binned average of the displacements at vari-
ous off-fault distances.

The profiles in Figure 5.10 enable investigations of fault displacement in the off-fault

principle direction; however, the along fault variation of displacements are not evident

because the profiles are stacked. Off-fault profiles can be generated at different locations

along the fault such that along-fault variations in creep rates can be revealed. Referring to

the north end of the MLS survey area as the starting point of the fault trace, along-fault

distances are measured and a cascade of off-fault displacement profiles are calculated by

sliding a 100 m search window along the fault trace. Figure 5.11 shows each profile as a

local regression [138] of the detected displacements within a window 100 m along and 400
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m across the fault. The span of the regression is set at 10% which is equivalent to a 50

m moving average along the displacement profile. The cascade of profiles are generated

by sliding a 100 m search window along the fault trace with an increment of 5 m, and

displacements profiles are colored by the amount of fault parallel creep. In this figure, a

minor reduction of fault parallel displacements can be found from North to South; this is

consistent with the regional trend detected by the alinement arrays (Figure 5.3) that spans

the area surrounding the MLS survey.

5.4.3 Validation of the MLS estimates of creep

The Hayward fault is well known for the comprehensive alinement array stations

maintained by McFarland et al. [124]. Details of how the alinement array data are collected

and processed can be found at the Galehouse et al. [10]. The alinement arrays are surveyed

with a theodolite such that any fault parallel movement greater than 1-2 mm can be con-

fidently detected. Here, we use the theodolite surveys of the alinement station HCAM

to validate our creep estimates. The location of HCAM can be found in Figure 5.1. Al-

though the fault trace is determined by multiple alinement array stations, stations other than

HCAM are not compared because they are not covered by persistent MLS observations.

As shown in Figure 5.12, the fault crossing at HCAM is marked as a circle and the as-

sociated survey monuments IS and ES are marked as triangles. The alinement array surveys

measure the angular changes of permanent survey monuments located at an alinement sta-

tion. Dextral fault-parallel creep displacements are then derived from the angular changes.

At station HCAM, relative fault parallel displacements are reported at survey monuments

IS and ES located 44 m off-fault, and the fault trace is interpolated from adjacent aline-

ment array stations, shown as the dark red line. The equivalent MLS measurement is the

relative fault parallel displacements detected around the survey monuments. Displacement

vectors detected within 20 m of the survey monuments IS and ES are outlined and colored

(red-east, yellow-west). Figure 5.12 displays 20 m wide displacement fields along the line
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Figure 5.12 Displacement field across the fault at alinement station HCAM. Basemap from
NAIP Digital Georectified Image courtesy of the U.S. Geological Survey [20].

between survey monuments. The corresponding displacement estimates are highlighted

with circles and average displacements along the fault are calculated and compared with

the theodolite estimates.

The validation results are shown in Figure 5.13. In (a), the displacement vectors and

the locations of alinement stations are re-plotted with the fault trace centered at the origin

and y-axis along the fault trace, i.e. centered at the fault trace and rotated by the strike

direction. Corresponding displacement vectors for survey monuments IS and ES are cir-

cled. Labels for HCAM, IS and ES are the same as Figure 5.12. The off-fault distributions

of fault parallel and fault perpendicular displacements are shown in (b) and (c) and the
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Figure 5.13 (a) Detected displacement fields viewed from an off-fault perspective. (b) Pro-
files of the fault parallel displacement overlaid with coincident alinement array
measurements. (c) Profile of the fault perpendicular displacement.

coincident alignment array measurements are overlaid on (b) where the Y-offset of sur-

vey monuments represents the dextral displacements detected by the alinement array over

the same approximate time period. Displacement trends are estimated using a robust lo-

cal linear regression [138]. Relative dextral displacement is estimated from displacement

fields detected 20 m from the survey monuments IS and ES where averaged displacement

projections along the fault trace are calculated. At station HCAM, the MLS estimate is

1.1± 0.7 cm (1σ ) relative dextral displacement from survey monuments IS to ES from

July 2015 to June 2017 while the alinement array survey reports 1.5± 0.7 cm displace-

ment from Oct. 2015 to Oct. 2017. Note that the 4 mm difference between MLS and the

alinement array estimates is within the measurement uncertainties of both methods. The

difference may be caused by the slightly different observation periods for each. As shown

in the long term records for HCAM and adjacent stations (Figure 5.2), the creep rate along

the Hayward fault is not constant and can vary by several millimeter per year.

It also appears, based on the profiles in Figure 5.13 that the HCAM alinement array
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stations are within the fault zone of deformation and therefore may not completely capture

the off-fault creep deformation. A localized rotation of the MLS displacement vectors

can be found between -10 m and 50 m off-fault. The orientation of the vectors is almost

perpendicular to the fault trace. The rotation is also captured in the fault perpendicular

displacement profile in Figure 5.13 (c). A second profile minima is observed between 130

m to 170 m off-fault from a similar rotational pattern. This second local minimum suggests

that the alinement array monument IS is located within the deformation zone while the ES-

IS baseline does not span the entire creeping zone. To confirm that these detected rotational

patterns are not a consequence of the smoothing induced by the moving window employed,

a synthetic test was conducted, with details presented in Section 5.4.4.

5.4.4 Detection of synthetic creep

To better understand the uncertainties of the proposed change detection strategy, a

synthetic test was undertaken with a synthesized fault creep. In the synthetic configuration,

reference and secondary datasets were generated by randomly drawing two point clouds

from the 2015 MLS data, and adding a 4 cm rigid dextral displacement with dislocation

at the fault trace to one of the point clouds. This offset matches the scale of the expected

far-field displacement. The displacement configuration also ensures an upper bound of the

fault creep as the near-field displacement accommodates all the far-field fault slip instantly

at the fault trace.

Figure 5.14 and 5.15, show example profiles near HCAM with the 4 cm synthetic

dislocation. The synthetic results show a 0.2 cm variation represented by the thickness

of the displacement profile as shown in (b) and (c). A smoothing effect induced by the

moving window can be found ±10 m off-fault, shown as the grey rectangle in (b), where

the simulated stair-like displacement is detected as a linear transition off-fault. No bias in

the direction of the detected displacements are shown in Figure 5.16. Actual displacement

directions are plotted as the red line representing the average strike of the fault trace. No
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Figure 5.14 Synthetic displacement field at alinement station HCAM. Basemap from NAIP
Digital Georectified Image courtesy of the U.S. Geological Survey [20].

bias from these directions as the bins are centered on the red line. The angular variation of

the vectors is only 10◦ (1σ ).

The synthetic results show that the selection window for the planes has only a minimal

smoothing effect on the estimate of displacement as it crosses the simulated fault location.

The window size does not seem to affect the estimated displacement direction significantly.

It is, therefore, highly unlikely that the transition width displayed in Figure 5.13, which

appears to be at least 50 m wide with a noticeable systematic rotation pattern, is caused by

the size of the selection window.
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Figure 5.15 (a) Detected displacement vectors viewed from the off-fault perspective (cen-
tered at the fault trace and rotated by the strike direction). (b) Profile of fault
parallel displacement. (c) Profile of fault perpendicular displacement.

Figure 5.16 Angular histogram of the detected displacement vector orientation.

99



5.5 Discussion

5.5.1 Generality of the proposed change detection strategy

The structure of the proposed two-step strategy leads to a general framework for

change detection not limited by the type of fault, the deformation rate or the primitive

geometry. The method detects changes in 3D; vertical changes can also be estimated for a

non strike-slip fault. In the first step, implementation of the RANSAC corr-planar detec-

tor leverages the slow deformation characteristics of the fault creep where the secondary

point clouds are expected to be nearly adjacent to the reference point clouds. The method

would still be feasible without the assumption of slow deformation as alternatively, a coarse

alignment (like ICP) could first be applied either globally or locally. The RANSAC detec-

tor could then be implemented with the consensus threshold adjusted accordingly based

on the estimated accuracy of the ICP solution. The selection of geodetic marker type can

also be adapted to other geometric primitive besides planar surfaces. The ’parallel’ con-

sensus threshold and the sequential RANSAC strategy can be applied to other types of

corresponding geometric primitives such as concentric cylinders and spheres.

In the second step, the combined least squares adjustment framework can also be

augmented to incorporate different types of primitives. Equation 5.1 can be generalized to

combined primitives of various types conditioned by their own geometry as shown in Equa-

tion 5.3, and the estimate on the rigid transformation remains as shown in Equation 5.2. By

using a wider variety of geometric primitives, the geometry of the geodetic markers will

be more distinctive and should improve the regression geometry GSTR and accuracy. The

smoothing effect induced by the moving window search would also be suppressed as a

smaller search window can be used with a wider selection of candidate primitive types.

This type of generalized geometric primitive framework is already planned to augment the

approach presented.
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The proposed two-module strategy can be extended to estimate change for faulting

outside of urban neighborhoods. The detection using corr-planar primitives is practical

and feasible as planar surfaces are abundant in urban areas. However, the environment

demonstrated in this project is relatively simple as repeated houses in the same neighbor-

hood contribute most of the planar features for change detection. As planar surfaces can be

extracted from buildings or other types of constructions at various sizes with different scan

uncertainties, static thresholds implemented by this project may not be optimized for dif-

ferent anthropogenic environments. Besides scan uncertainties, construction materials on

facades and roofs of a building may also introduce additional roughness or curvature that

needs to be considered for the RANSAC corr-planar detection. Further parameter tuning

and adjustment is necessary to implement this method in different environments. Gen-

eralizing the method to be scene invariant will require the examination of more datasets

collected in differing environments.

The dense measurements of fault creep clearly highlight the benefit of MLS high-

resolution change detection. The mobile platform provides a side-looking scan that enables

better point-cloud definition of vertical features which is ideal for measuring horizontal de-

formation. Other techniques, such as structure from motion digital imaging could also

potentially be used to provide the input point clouds for change detection (e.g. Ekhtari and

Glennie [12]). If the images were acquired from airborne platforms (e.g. UAS platform)

then they may provide more uniform coverage as their acquisition is not limited to the road-

ways, although potential occlusions by vegetation may limit their use in some areas. There

may also be some issues because the structure from motion/multiview stereo photogram-

metry (SfM-SVS) process tends to round sharp edges [140] which may deform the planar

surfaces being used for estimating deformation.
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5.6 Conclusion and future work

Herein, an MLS-based change detection framework to monitor the slow deformation

of aseismic fault creep along a segment of the Hayward fault has been described. The

fault deformation was elucidated as displacement vectors with meter-level resolution and

sub-centimeter accuracy. The detected displacement vectors show nonlinear deformation

patterns in the near field and 2.5± 1.5 cm dextral displacement in the far field (> 150 m

off-fault). Rotational patterns are detected within the nonlinear deformation zone close to

the fault. The magnitude of creep displacement estimated was validated using a collocated

alinement array station with millimeter-level agreement. The detected displacement fields

can be used to elucidate the complex physics of faulting near the Earth’s surface and the

nonlinear deformation pattern and the scale of off-fault displacement can be used as a

reference to set up future geodetic and geophysical networks for monitoring fault dynamics.

The two-step change detection strategy was shown to be practical and feasible. The

RANSAC-based corresponding planes detector seeks corresponding temporally spaced

geodetic markers by leveraging the slow deformation characteristics of fault creep, and

the combined least squares displacement estimator is used to quantify both the relative

fault creep displacement and the regression of the primitive geometry simultaneously.

The change detection method was assessed from the perspective of the reliability of

the geodetic markers, the smoothing effect of the moving window detection, and the poten-

tial generalization of the framework. GSTR was shown to be a practical metric to quantify

the robustness of the regression geometry. A conservative test using a synthetic fault dis-

placement shows approximately 2 mm detection uncertainties for dextral slip, 10◦ angular

uncertainties in displacement orientation, and ±10 m off-fault smoothing caused by the

size of the planar selection window.
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For future work, we plan to generalize the choice of geodetic markers such that non-

planar primitives can also be used to track deformation. We also plan to use multiple

temporally spaced MLS surveys in a simultaneous adjustment network to further improve

the accuracy and reliability of the creep estimates.
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Chapter 6

Multi-temporal change detection for lidar time series analysis

6.1 Introduction

Change detection is the process of identifying differences in the state of an object by

observing it at different times [51]. With new sensors and observation methods available,

it is necessary to develop corresponding change detection algorithms that better fit both

the data and applications. From site-specific sparse geodetic measurements acquired from,

for example, GNSS and theodolite, to distributed photogrammetric and remote sensing

mapping like aerial imagery, lidar and radar, the spatial coverage and resolution of geodetic

measurements have increased rapidly, and the associated change detection results have

evolved from site-specific sparse differencing to the 2D and 3D mapping of deformation

fields. Such improvement boosts applications that use distributed geodetic measurements

to infer deformation patterns and displacement profiles which reflects the spatial variation

of the physical deformation source. Among new high-resolution observations, lidar data

provide robust measurements of the ground surface, flexible spatial coverage and detection

resolution compared with aerial imagery and InSAR for the task of earthquake fault creep

detection (for example Nevitt et al. [5], Brooks et al. [6], Nissen et al. [13], Zhu et al. [141]).

In recent years, light detection and ranging (lidar) has joined the family of sensors

used for deformation detection where improved spatial resolution and more accurate range

measurements are available. The increased resolution and accuracy come with an irregular

and complex format within the lidar point cloud which promotes the development of new

methods for processing the data. Compared with the regular grid format used for image

change detection, new methods for combining and regularizing point clouds are needed.

Meanwhile, as lidar gains in popularity, data collection methodology is more mature and
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standardized where revisited and repeated lidar surveys are feasible for deformation mon-

itoring. As repeated surveys accumulate, there is a lack of point cloud time series change

detection methods where consistent change can be estimated over time.

Strategies for time series analysis are commonly found in satellite optical imagery and

radar data processing where stable features observed from repeated orbits such as cross-

correlated pixels in the optical imagery [142–145] and persistent scatters in persistent scat-

ter interferometry [126, 127, 146] are tracked for change detection over time. Similar to

these methods, the idea of lidar time-series analysis should also leverage corresponding

features represented in temporally spaced point clouds. Some of the initial applications in

the literature employed a hybrid method using lidar and imagery data where a single epoch

of lidar observations is used to enhance the extraction of the persistent features from an im-

agery time series. Applications are commonly found in change detection of forest canopy

where lidar data is leveraged for detecting canopy height and supporting the satellite im-

agery analysis of canopy coverage change (e.g. Ahmed et al. [147], Bolton et al. [148]).

A few applications directly work on lidar point clouds for coastal change detection where

cohesive elevation change over time is tracked to detect the elevation difference between

lidar DEM epochs (e.g. Anders et al. [149, 150]). These applications have achieved better

change detection results with the help of lidar and they have inspired us to explore methods

of lidar time series analysis with a more generic formulation where primary persistent point

cloud features can be tracked for 3D change detection.

In our previous work [141], we have used corresponding planar surfaces as persis-

tent geodetic markers for urban change detection. In this work, we will show an extension

of that framework and expand the change detection to multi-temporal lidar observations.

The proposed method leverages persistent planar surfaces that are commonly found in lidar

point clouds and uses multi-temporal corresponding planar surfaces to estimate the defor-

mation time series with additional constraints on the internal temporal consistency. We
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provide a case study for fault creep ground displacements and provide validations with re-

dundant independent geodetic measurements. The precision of the detection is estimated

from synthetic displacements on real MLS point clouds and compared with state-of-the-art

change detection algorithms. The proposed methodogy provides a generic change detec-

tion framework for lidar time series analysis that leverages both geometric and temporal

constraints simultaneously in a single optimized least squares adjustment.

6.2 Data

Mobile laser scanning (MLS) data were collected in July of 2015, June of 2017, and

August of 2018 along a 2 km segment of the Hayward fault near Fremont, California. The

MLS surveys were conducted at a local neighborhood crossed by the Hayward fault trace.

The point clouds are acquired in a typical urban neighborhood with single-family houses

are scanned from the local roadway. The MLS survey area is shown in Figure 6.1, and

the collocated alinement array and creepmeter measurements are shown in the subplot and

used as validation for the MLS measurements. Discussion of the Hayward fault tectonics

can be found in Savage and Lisowski [151] and Lienkaemper et al. [152].

6.2.1 Historical geodetic observations

Monitoring of aseismic fault slip on the central San Andreas fault system can be traced

back to 1956 [153]. As one of the main faults of the system, the Hayward fault was iden-

tified in 1960 [154] and fault creep was documented by geodetic observations using aline-

ment arrays, trilateration networks, and creepmeters [155–158]. The segment of the Hay-

ward fault in Fremont, California, used in this study, has been monitored by creepmeters

since 1993 [158, 159] and alinement arrays as early as 1979 with extended site observa-

tions after the 1989 Loma Prieta earthquake [10, 160]. As part of an earthquake cycle,

temporal anomalies of creep rate observed from alinement arrays are used to infer potential

precursory seismic activity [161–163], and spatial variations of surface creep can be used

to infer the depth of shallow faults [5, 6, 59, 151, 164]. Starting in 2013, mobile lidar data
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Figure 6.1 MLS survey area. (a) Study area and locations of collocated alinement array
and creepmeter. (b) Ten years of alinement array and creepmeter measurements
of fault parallel ground displacements.

were collected straddling the fault trace. To better understand shallow fault behavior and

examine shallow fault processes, repeated multi-temporal lidar surveys were conducted to

monitor the evolution of nonlinear ground displacement in the near field of the fault creep.

This work examines three years (2015, 2017, and 2018) of MLS observations collected

from this survey which were chosen for their consistent spatial coverage.

Spatially distributed geodetic observations are preferable to resolve high resolution,

non-linear ground displacement in the near field. Displacement fields play an important

role in shallow slip modeling as dense measurements of ground displacement can be used

to infer the depth of the fault. Temporally distributed repeated high-resolution scan can be

used to monitor accumulated ground deformation and anomalies within the displacement
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pattern to assess potential seismic hazards [32].

6.2.2 Data preprocessing

Before change detection, point clouds require preprocessing including pre-alignment

and point feature generation. To isolate nonlinear deformation in the near field, correspond-

ing point clouds need to be aligned in the far field where uniform displacement is expected.

Our previous works [130, 141] suggest that ,for the Hayward fault, far-field displacement

more than 150 m from the fault trace is stable and uniform. Therefore, we have run the pro-

posed change detection method at these locations, and the estimated displacement is used

to pre-align the point clouds. This pre-alignment removes any possible datum or reference

frame offsets, and because fault creep results in a relative displacement, the pre-alignment

does not affect the overall estimates of creep. The precision of such an alignment is vali-

dated by a synthetic test as shown in Section 6.5.1.

Preprocessing also includes calculation of point normal and local curvature at a point

using its closest neighbors. These point features are computed using the Point Data Ab-

straction Library [133] where the normal and curvature are calculated using eigenvalue de-

composition of the 8-closest neighbors. The ground surface is removed from the raw MLS

point cloud to isolate houses and other anthropogenic features for further analysis. Because

Hayward fault is a right-lateral strike-slip fault, we expect the motion to be predominately

horizontal. Therefore, the ground plane, which mainly constrains vertical movement, is

removed after the pre-alignment. If significant vertical motion was expected, the ground

points could be included in the subsequent processing.

6.3 Methods

Generally, change detection for a lidar time series requires tracking the locations of

stable point cloud features that persist over repeated MLS surveys. Given a steadily chang-

ing environment, i.e. the survey area evolves slowly over time, or survey frequency is very
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high, it is reasonable to assume closely located objects are moving at a constant rate. There-

fore, a rigid body transformation is expected from successive observations acquired at the

same location. Given this assumption, the goal of change detection can be broken into: (1)

tracking the rigid body transformation of common features that are extracted from a pair of

MLS surveys, (2) adding additional constraints on the spatial and temporal consistency of

the bi-temporal change given multi-temporal observations (i.e. more than two surveys).

Zhu et al. [141] proposed a framework for bi-temporal change detection where two

years of MLS data are processed for ground displacement of fault creep that deforms at

a rate of several mm per year. The method resolves distributed ground displacement as

rigid body transformations estimated at corresponding features extracted from MLS point

clouds. To expand this bi-temporal framework into a multi-temporal change detection for

lidar time-series analyses, additional constraints are appended to the original framework

to ensure the temporal and spatial consistency of the detected change. In the following

sections, we will first introduce methodology to extract corresponding features across the

lidar time series, then elaborate how these features are used for multi-temporal time series

change detection at a single query location. The final formulation presented expands the

detection algorithm using flexible query locations with an adaptive search window size.

6.3.1 Corresponding planar primitive detection

Planar surfaces are commonly found in an urban environment. As a primary ele-

ment of architecture, planar surfaces can be easily captured by a lidar scan and extracted

from point clouds. Well-constructed planar surfaces such as building walls and roofs pre-

serve their shape during mild geological deformation like fault creep or land subsidence,

therefore, they are ideal geodetic markers to track ground displacement. Planar surfaces

extracted and modeled from point clouds are called planar primitives given their primary

planar geometry; consistent planar primitives observed at different epochs can be used to

resolve temporal change.
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In a lidar time series, persistent planar surfaces can be captured multiple times to pro-

duce a series of corresponding planar primitives. Here, a RANSAC-schemed plane detector

is used with point-to-plane distances and normal deviations as the consensus threshold for

search. Corresponding planar primitives are extracted using the detector with a relaxed

threshold adapted for the entire time series. As a starting point, the absolute value of the

threshold can be estimated by referring to historical measurements of the creep rate from

collocated geodetic observations as shown in Figure 6.1. For lidar observation collected

in 2015, 2017, and 2018 the point-to-plane distance and normal deviation thresholds are

set to be 30 cm and 10◦ respectively for the initial rough search for corresponding planar

surfaces.

As the observations extend to multiple epochs in the lidar time series, temporal de-

formation and occlusions can exist within the corresponding planar primitives. Temporal

deformation reflects the accumulated displacement over time such that a more relaxed con-

sensus threshold has to be used. As a result, outliers and false-positive point samples could

be captured. Occlusions happen when temporary obstacles shadow the laser scanner, for

example cars, humans, etc, causing inconsistency of the detected planar surfaces. Oc-

clusions can leave voids in the point clouds, and their patterns are unique because they

are determined by both the laser field of view and the obstacle location. To compensate

for temporal deformation and occlusions, a secondary RANSAC detector is introduced to

refine the detection of planar surfaces. Pseudocode for detecting a corresponding planar

primitive is shown in Algorithm 1.

While the first RANSAC detector runs on the combined multi-temporal point clouds,

the second RANSAC detector detaches from the time series and runs on individual epochs.

With the detector only running on one epoch at a time, the consensus threshold is inde-

pendent of temporal dislocation in the time series and is designed to refine the search for

individual planes. The consensus point-to-plane distance and angular thresholds are set as
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Algorithm 1 Corresponding planar primitive detector
Input:

• Point clouds P = {pc1, pc2, . . . , pcn} as point cloud acquired from epoch i
i is index of epoch, i = 1,2, . . . ,n
n is the index of the last acquisition
pci = {points : attribute as [X, Y, Z, normal direction, curvature]}

• Query location Q = {q1,q2, ...}
• RANSAC threshold:

th1 = (point to plane distance 1, angular deviation 1)
• Secondary RANSAC threshold:

th2 = (point to plane distance 2, angular deviation 2)
Initialize:

• Nearest neighbor points: → K = {k1,k2, . . . ,kn}
• Consensus set: →C = {c1,c2, . . . ,cn}
• Plane point cloud: → Plane = {pl1, pl2, . . . , pln}

for every query location q do
find K in P at the location q for all epochs
RANSAC on K with th1, consensus sets→C for all epochs
for every epoch i do

retrieve nearby points ki at the centroid of ci for this epoch
Secondary RANSAC on ki with th2, consensus sets→ planei for this epoch

end for
end for
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5 cm and 8◦ for the fine search of planar surfaces. In addition, the second detector window

is re-centered at the centroid of the detected plane patch to mitigate the effect of occlusions.

Given the relocation of the search, the second RANSAC allows planar points outside the

initial search window to be retrieved such that the detection of a plane is independent of its

counterparts observed from other epochs.

The aforementioned two-step RANSAC detection is executed multiple times at a sin-

gle query location. As each set of corresponding planar points is extracted and removed, the

detection is iterated to retrieve other sets until no sets of planes with the minimal amount

of 100 points remain. The implementation of the second RANSAC detection in each iter-

ation increases the confidence of removing points with a refined consensus threshold such

that more robust results can be achieved to detect multiple planes at a single query loca-

tion. Figure 6.2 shows detected corresponding planar primitives where the point clouds are

colored by the number of total points associated with the primitive. A majority of planar

primitives are detected from building walls, roofs, and garage doors as shown in (b).
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Figure 6.2 Corresponding plane detection shown at one of the observation epochs. (a) Corresponding planes detected in the entire MLS
survey area shown from a perspective view. (b) Orthographic view of a zoomed in area. Figure prepared with CloudCompare
[21].
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6.3.2 Multi-temporal change detection

Given a group of coincident corresponding planar primitives, the displacement from

one epoch to another can be estimated from a bi-temporal rigid body change detection

as shown in [130, 141]. The detection is estimated using closely located planar primi-

tives such that all planar surfaces extracted from a defined local neighborhood move with

a shared displacement. The augmented least squares adjustment jointly estimates the dis-

placement vector simultaneously with the geometry of each planar primitive. This com-

bined least square adjustment leverages the redundant representation of a planar surface

from point clouds and the redundant representation of the ground displacement estimated

from a collection of closely located planes. Therefore, the change detection can achieve

better accuracy than using individual laser point measurements (e.g. initial method used in

ICP Besl and McKay [90], Arun et al. [165]) which enable a sensitive yet robust detection.

Figure 6.3 Lidar time series represented as a bi-temporal change detection loop. For this
project, epoch 1-3 corresponds to MLS data collected in 2015, 2017 and 2018.

The extension of bi-temporal change detection requires reformulating the least squares

adjustment for multiple epochs or multi-temporal change detection. Given a lidar time

series, a closed-loop of detections can be formed where adjacent temporal point clouds
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are connected by individual bi-temporal change detections, and the first and last epoch

are connected with a detection estimating the overall temporal displacement as shown in

Figure 6.3. Similar to the detected unwrapping error used in InSAR time-series analyses

(e.g. Shanker and Zebker [166], Doin et al. [167]), the lidar time-series displacement error

is the Euclidean norm of the misclosure of the displacement series, and the angular error

is the angular deviation of the plane norms estimated at each corresponding plane. These

displacement and angular misclosures provide additional constraints to the least squares

adjustment which enhances the temporal and spatial consistency within the detection series.

Let i represent the epoch index and i = 1,2, ..,m corresponds to the first to last tem-

poral observation, and let j represent the index of the planar primitive and j = 1,2, ...,k

corresponds to the planar surface index, then the least squares regression for epoch i can be

formed as

epochi


fpre = (Xi, jXi, jXi, j−Xi, jXi, jXi, j) ·ni, jni, jni, j = 0

fpost = (RiRiRi(Xi+1, jXi+1, jXi+1, j−Xi, jXi, jXi, j)+TiTiTi) ·ni, jni, jni, j = 0
, (6.1)

where Xi, jXi, jXi, j are the point clouds [X ,Y,Z]T collected at epoch i for primitive j that has a

plane normal ni, jni, jni, j = [nx,ny,nz]
T
i, j. RiRiRi andTiTiTi represent the rigid body rotation and translation

components that are the detected displacements from epoch i to epoch i+1. Note that for

the last epoch, m+1 is designed to wrap back to the first measurement such that m+1 is

set as epoch 1. For the time series, the observation equation 6.1 is subject to constraints

∀(i, j)


g = ‖ni, jni, jni, j‖−1+∑

m−2
i=1 det(ni, jni, jni, j,ni+1, jni+1, jni+1, j,ni+2, jni+2, jni+2, j) = 0

h = ‖∑
m
i=1TiTiTi‖= 0

, (6.2)

where g is the geometric constraints on the estimated planar surfaces. The regression esti-

mates plane normals as a unit vector such that ‖ni, jni, jni, j‖= 1. The angular error is represented

by the volume of a pyramid with the plane normal observed from different epochs located

115



on its edges. Given slow-changing displacement, a planar normal shouldn’t change sig-

nificantly over time, such that the pyramid volume ∑
m−2
i=1 det(ni, jni, jni, j,ni+1, jni+1, jni+1, j,ni+2, jni+2, jni+2, j) should be

minimized. Finally, h is the displacement error where the misclosure of the sum of the

displacement should be zero, as constrained by its Euclidean norm ‖∑
m
i=1TiTiTi‖= 0.

The complete solution to the system can be found using a Gauss-Helmert model [135].

A step-by-step solution of a similar bi-temporal framework can be found in Zhu et al. [141].

The overall normal equation described by Equations 6.1 and 6.2 for the combined least

squares adjustment can be found in Appendix A.

6.3.3 Change detection with flexible query point and adaptive search window

Multi-temporal change detection requires j closely located corresponding planar prim-

itives to estimate a displacement vectors at any query location. Rather than estimate the

regression at the location of any plane, we generalize the detection to an arbitrary query

grid that spans the entire MLS survey area. Although searching on a regular grid is an

arbitrary design, the regularized detection results are beneficial for further geological and

geomechanical interpretations.

At any query location, the quality of the regression used in the change detection is

determined by the geometrical distribution of the planar normals. Because a single plane is

only sensitive to displacement along its normal direction, a collection of planes with diverse

normal directions has better regression geometry and results in more robust displacement

estimates. To quantify the robustness of the regression geometry, an independent measure-

ment of the geometric strength of the translation (GSTR) is proposed by Zhu et al. [141].

The rule of thumb is to choose a number of closely located planes that result in a GSTR

under 2 for robust regression geometry in a bi-temporal detection.

Given the regularized query grid and the criteria for choosing a robust selection of

planes, an adaptive search window size is selected as the smallest window at any query
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location that satisfies the GSTR constraint. A maximum search window size is predefined

as 50 m to provide a lower bound on change detection resolution. To ensure that the selected

planes are evenly distributed within each window, three out of four grid quadrants are

required to be occupied as the detection is estimated roughly at the centroid of every set of

planar primitives.

6.4 Results

The change detection results from the lidar time series are a series of ground displace-

ment fields calculated from connected epochs of MLS observations (Figure 6.3). In this

case, three displacement vectors are estimated to resolve ground displacement from 2015-

2017, 2017-2018 and 2018-2015. The displacement field can be represented as a quiver

plot, where vectors of the displacement are plotted at the corresponding query grid. The

displacement field can be further interpreted by decomposing the displacement vector into

fault parallel and fault perpendicular displacement with respect to the nearest observed fault

trace. This off-fault displacement format is used by other geodetic observations like aline-

ment arrays and creepmeters, and the off-fault displacement profile can be used to infer

further properties of fault mechanics, therefore, a transformation to this format is necessary

for data validation and further analyses.

6.4.1 Detected ground displacement fields

Fault creep is detected as the displacement fields shown in Figure 6.4. The dextral dis-

placement pattern can be more easily identified if the accumulated displacement between

two epochs is large (i.e. if the temporal spacing is larger). Each displacement vector repre-

sents the local change observed by a set of close-by planar primitives extracted from lidar

point clouds, and the estimated change results from predominantly physical ground motion

plus errors, which are examined in the following section.
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Figure 6.4 Displacement fields from the lidar time series. Each epoch represents a bi-temporal change cycle, and the displacement
in epoch 3 is reversed showing changes from 2015 to 2018. Blue arrows indicate the locations and magnitudes of the
displacement vectors. The red line indicates the local fault trace interpolated from field observation.
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6.4.2 Detected off-fault displacement

The off-fault displacement distribution displaced in Figure 6.5 represents the varia-

tion in the two orthogonal components of the displacement vectors projected onto the local

fault trace for the entire study area. The trace is interpolated by field observations [10] and

manually confirmed via a RTK survey. The off-fault displacement profiles in (a) show the

variation of ground displacement versus off-fault distance, and shading indicates standard

deviation of the change within 50 m. Relative displacement profiles since 2015 (epoch 1

and 3) are shown in (b). Collocated and nearby alinement array stations (HPIN, HCAM.

HPMD and HSGR) and creepmeters (CFW1) observations, with locations shown in Fig-

ure 6.1, are plotted as squares for epoch 1 and triangles for epoch 3 at the fault right.

Observations are normalized by off-fault displacements observed at −100± 50 m on the

left fault plane for a relative comparison.

6.4.3 Dependencies of the estimates

The quality of the least squares adjustment can be assessed by checking the correla-

tion between the estimated unknowns. Decorrelation between the two groups of unknowns,

namely the deformation unknowns and the planar unknowns, is a good indication of robust

regression. For fault creep, it may be unnecessary to regress for angular change in the rigid

body transformation. This is because minor local rotation is not expected at the scale of

a plane, or in other words, ground surface fault creep is unlikely to generate a high strain

to induce local rotation of a single house. Figure 6.6 shows that high correlation exists

between the regressed angular change and the plane normal estimates when both displace-

ment and rotation are estimated. The unknown de f . in (a) consists of three-axis translation

and three small angle rotations. Circled area highlights a high correlation between the rota-

tion angles and planar normals where darker color indicates higher correlation. Therefore,

we chose to not estimate the angular change and focus on estimating translation only.
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Figure 6.5 Off-fault displacement profile for the lidar time series. Change detected in the
third epoch (2018-2015) is reversed for consistency. (a) Fault parallel displace-
ment versus off-fault distance. (b) Relative displacement profiles since 2015.

Without the estimation of angular change, the correlation matrix is block-diagonal and

dominated by minor correlation between the displacement unknowns and the plane normal

unknowns subject to the constraints given in Equation 6.2.

6.5 Validation of the change detection results

6.5.1 Precision of the change detection

To quantify the precision of our method, we use synthesized displaced point clouds

with the change detection framework. The test data are segmented from an area of 600

by 300 meters. Synthesized displacements were applied to randomly selected subsets of

the test dataset to represent post-deformed point clouds. The random subset mimics the
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Figure 6.6 Significance of estimating angular change by comparing the correlation between
the estimated unknowns. (a) Correlation of unknowns with angular change. (b)
Correlation of unknowns without angular change, only translation is estimated.

irregular format of a point cloud with fuzzy correspondence between the reference and sec-

ondary points. The test showcases a theoretical estimate of precision given that occlusions

and variations between independent scans are not simulated.

Thirty random displacements series were synthesized from normal distributions of

1.5± 1 cm and 0.75± 1 cm respectively, representing a comparable amount of displace-

ments to the first and second epochs of fault creep as observed by creepmeter measure-

ments. The third/last epoch compensates for the accumulated displacements of the entire

time series. The direction of the displacement is randomly generated with a uniform distri-

bution from 0◦ to 360◦. Vertical displacements were generated from a normal distributions

of 0± 1 cm. The validation uses residuals of the recovered displacement as its metric,

and the results are compared with the state-of-the-art Iterative Closest Point (ICP) point-to-

point and point-to-plane registration algorithms [90, 93, 165, 168] which has been shown
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to give only cm-dm level accuracy in fault displacement detection [12].

Table 6.1 Comparison of three change detection methods: ICP-point to point, ICP-point to
plane, and our method.

Method Average over all epochs (standard deviation in brackets)
Unit(mm) dX dY dZ
ICP-p2p -3.74 (107.74) 3.73 (95.85) 2.89 (29.39)
ICP-p2pl -0.24 (107.06) 0.57 (97.24) 0.93 (49.77)

Ours -0.01 (0.65) -0.00 (0.69) -0.00 (1.06)

Table 6.1 displays the precision results. The table shows no bias in the planar change

detection estimates as the mean of the residuals of the recovered displacement is close to

zero. Our method performs better than both ICP methods with smaller bias and variation

in the recovered residuals. The benefit of modeling point clouds as geometric primitives

is validated here as the modeling process generates more stable correspondence between

coincident features within a bi-temporal change detection; this is even true in the presence

of occlusions.

The consistency of the time series detection can be quantified by calculating the mis-

closure of the displacement loop as shown in Figure 6.3. The misclosure quantifies the

consistency of the change detection such that the change detected from every epoch con-

verges and is equal to the overall displacement detected using the first and last observation,

i.e. ∑
m
i=1dispidispidispi = 0. As shown in Table 6.2, our method clearly performs better than ICP, and

clearly shows the benefit of the additional geometric and temporal constraints described by

equation 6.2. Our method not only gives a consistent estimate of the displacement time

series, but the variation of the estimates over time is significantly smaller than the two ICP

results.

The above evaluation provides an estimate of the precision of the change detection

under theoretical conditions because the data is ’perfect’ without any occlusions. In re-

ality, repeated MLS scans are full of mismatches due to variations within the scan. As
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Table 6.2 Misclosure of the displacement time series.

Method Displacement misclosure (standard deviation in brackets)
Unit(mm) dX dY dZ
ICP-p2p -11.36 (14.21) 10.93 (12.72) 7.47 (21.52)
ICP-p2pl -0.81 (2.28) 1.64 (2.38) -4.19 (70.71)

Ours -0.02 (0.06) -0.00 (0.12) 0.01 (0.21)

more stable feature correspondence can be associated by modeling point clouds as primi-

tives, our method provides even better results compared with ICP with the presence of scan

occlusions.

6.5.2 Accuracy assessment - validation with other geodetic measurements and

the effect of data pre-alignment

The accuracy of change detection is dependent upon the quality of the data pre-

alignment during pre-processing. Misaligned data can impose a constant displacement bias

on the final results which is at the scale of the uncertainties in the pre-alignment registra-

tion. Displacements smaller than this bias could therefore be masked. An example of such

a scenario is shown in the second epoch of the detected displacement series in Figure 6.4

(b). Despite using either ICP or primitive-based pre-alignment methods, the dextral pattern

in the second epoch is not clear, the results are dominated by a trend of misalignment that

has a size comparable to the real displacement. In reality, according to creepmeter mea-

surements (Figure 6.1), the real dextral displacement is about 0.75 cm at 30 m off-fault for

this epoch; this is impossible to resolve given that the pre-alignment error is also at the cm

level.

The existence of pre-alignment errors makes it hard to resolve absolute changes at

levels better than the uncertainties of registration. However, it is still possible to observe

relative off-fault displacement by examing the aligned displacement profile. Figure 6.5 (b)

shows the off-fault displacement profile and measurements of collocated alinement array

stations and a nearby creepmeter where the off-fault displacement is calculated relative
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to a stable location −100± 50 m on the left side of the fault. This location is manually

chosen such that alinement array stations and creepmeter observations are centered at zero

for displacements observed in the first epoch (2015-2017). The profile validates the MLS

measurements because the nearby geodetic observations agree with measurements from the

displacement profile at the level of uncertainty of the alinement array observations.

Table 6.3 Validations of off-fault displacements detected from MLS versus alinement ar-
ray observations at station HCAM (measurement uncertainty (1σ ) is reported in
brackets).

Obs. time Displacement (mm)

HCAM
10/05/15-10/29/17 15.0 (0.7)
10/29/17-10/28/18 6.8 (0.5)
10/05/15-10/28/18 21.8 (0.9)

MLS
07/01/15-06/01/17 15.0 (5.2)
06/01/17-08/01/18 7.7 (8.7)
07/01/15-08/01/18 21.1 (9.7)

To validate the detected off-fault displacement, observations at alinement array sta-

tion HCAM is compared against MLS estimates. The alinement array has a baseline of

88.35 m. Collocated MLS observations within a search window of 20m2 are compared

with alinement array observations collected from 2015 to 2018. The comparison shown in

Table 6.3 indicates a good agreement between the two observations.

The rest of the alinement array stations (HPIN, HPMD and HSGR) are either not lo-

cated within the MLS survey area or do not have full MLS data coverage. To compare

with them, the search window has to be extended along the fault such that all MLS mea-

surements along the fault within a 25 m search window are compared. Alinement array

stations HPIN, HPMD and HSGR have a baseline length of 97.65, 156.91 and 129.54 m

respectively. Despite the larger detection variance due to the extended search window, the

comparison results indicate a positive correlation between alinement array measurements

and MLS observations, as shown in Table 6.4.
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Table 6.4 Validations of off-fault displacements detected from MLS versus alinement array
observations at station HPIN, HPMD and HSGR (measurement uncertainty (1σ )
is reported in brackets).

Obs. time Displacement (mm)

HPIN
09/26/15-10/28/17 11.8 (0.6)
10/28/17-10/21/18 11.6 (0.7)
09/26/15-10/21/18 23.4 (0.9)

MLS
07/01/15-06/01/17 10.9 (12.2)
06/01/17-08/01/18 11.3 (11.5)
07/01/15-08/01/18 20.3 (13.6)

HPMD
10/05/15-10/29/17 12.2 (0.4)
10/29/17-10/28/18 4.7 (0.4)
10/05/15-10/28/18 16.9 (0.6)

MLS
07/01/15-06/01/17 14.4 (13.8)
06/01/17-08/01/18 9.3 (12.7)
07/01/15-08/01/18 19.4 (16.2)

HSGR
10/05/15-10/29/17 18.4 (0.7)
10/29/17-10/21/18 4.9 (0.5)
10/05/15-10/21/18 23.3 (0.9)

MLS
07/01/15-06/01/17 13.7 (11.6)
06/01/17-08/01/18 10.5 (11.6)
07/01/15-08/01/18 21.2 (15.2)

6.6 Conclusions

As lidar gains in popularity and repeated lidar collections becomes more feasible, the

framework we have proposed fills the void for change detection for lidar time series. The

proposed framework leverages persistent planar primitives extracted from multi-temporal

point clouds using our corresponding primitive detector. Beyond a chain of bi-temporal

least squares regressions for change detection, the proposed multi-temporal framework is

constrained with additional displacement and geometric constraints to ensure temporal and

spatial consistency within the lidar time series. Compared with state-of-the-art ICP change

detection, the proposed method outperforms both point-to-point and point-to-plane ICP

in the synthetic tests of bi-temporal change by an order of magnitude. In addition, our

method shows consistent detection results as displacement misclosure minimizes to zero
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for the processed time series. The proposed method can also be used to finely register

multiple point clouds at the same time. The correlation between the adjusted parameters

was discussed to choose the proper solution set for the unknowns by examining parameter

correlation. The method was tested using synthetic displacements on real datasets, and the

performance is validated in a case study of fault creep time-series detection for a 2 km

segment of the Hayward fault. Compared with collocated alinement array measurements,

the detection results agree with alinement array time series at the sub-centimeter level.

Results show 15± 5.2mm, 7.7± 8.7mm and 21.1± 9.7mm fault parallel displacements

detected at 44 m from the fault trace for periods from 2015-2017, 2017-2018 and 2015-

2018 respectively. For future work, we plan to extend the type of primitives modeled

beyond planes such that other stable features can be extracted and tracked for change, and

incorporate estimates of unknowns beyond ground displacement.
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Chapter 7

Conclusions and recommended future research directions

This dissertation described a change detection framework using MLS observations to

resolve distributed ground displacement in the near field with high accuracy. Using the ge-

ometric primitives modeled from MLS point clouds, change detection revealed non-linear

ground displacement in the near field at an unprecedented resolution. To summarize, we

conclude our findings and recommend future research directions from three perspectives:

(1) MLS point cloud manipulation and geometric primitives modeling, (2) regression anal-

ysis of the change detection, and (3) applications of displacement detection in the near field

for earthquake fault.

7.1 Point cloud manipulation and geometric primitives modeling

Change detection requires tracking the location of corresponding features from re-

peated MLS observations. Therefore, an essential step is to process the point cloud and

convert its irregular representation into features that can be temporally tracked. We have

shown that geometric primitives provide a robust representation of locations for tracking

temporally spaced primitives. We have implemented a deep learning method for cylindrical

point cloud segmentation using PointNet (Chapter 4). Over 1300 vine rows and 2600 an-

chor posts were extracted from MLS scans of a Napa vineyard for change detection of co-

and post-seismic displacements. We have built methods for a customized random sample

consensus (RANSAC) for planar points extraction. The proposed sequential corr-planar

RANSAC is capable of detecting multiple primitives at a single query location (Chapter 5),

and a two-step variant is capable of compensating for temporal variations of MLS obser-

vations collected from multiple epochs (Chapter 6). Around 2000 coincide planar surfaces

are extracted from MLS scan of a 1km2 urban neighborhood for change detection of fault

creep. Future research is recommended to examine using other types of primitives and a
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better assessment of primitive correspondence via approaches like deep learning and other

non-primitive point cloud descriptors.

7.2 Regression framework used in the change detection

To quantify displacements, the regression framework is the core of change detec-

tion. We have described an intrinsic least squares solution for single cylindrical primitives

(Chapter 4), a combined least squares solution for augmented planar primitives (Chapter 5),

and a multi-temporal combined least squares solution for a time series of augmented pla-

nar primitives (Chapter 6). These regression frameworks are hierarchical, as the regression

for a single primitive lays the foundation for primitive modeling, the combined regression

enables simultaneous modeling and change detection, and finally, the multi-temporal re-

gression combines multiple regressions with additional constraints on both temporal and

spatial consistency. The evolution of the regression framework denotes the geometry of

MLS point clouds being represented at various feature levels such that the change can be

resolved in its non-linear form and estimated for its variation over time. The nonlinear

least squares framework leaves a general formula for change detection applications with

geometric point cloud constraints. We have proposed an independent measurement of the

strength of the least squares solution called geometric strength of the translation (GSTR)

to optimize aggregation geometry while obtaining the highest spatial resolution for change

detection. The experiment shows that GST R ≈ 2 for a twelve-plane solution best fits the

change detection for MLS data collected for the Hayward fault (Chapter 5 and 6). Future

work is recommended to investigate using other types of conditions and constraints that

better suit the physical process of the change. The general formula for regression con-

strained by point cloud geometry can be used for applications beyond change detection,

for example updating hi-resolution lidar maps and the localization and calibration of lidar

sensors in a dynamic surveying environment.
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7.3 Applications of displacement detection in the near field

We have provided three case studies for fault displacement estimation in the near field

using the proposed change detection framework. Previous geodetic observations and as-

sociated change detection methods that have been used to observe ground displacements

are compared in a literature review (Chapter 1- 3). It has been shown that lidar has the

benefit of providing high-resolution and robust estimation of ground displacements com-

pared with other geodetic measurements. We have shown the motivation for creating a

change detection framework to processing lidar point clouds collected in the near field of

a fault. Our case studies cover full fault cycles during the co-seismic, post-seismic, and

inter-seismic periods. The proposed method has the flexibility to detect change at vari-

ous spatial ranges. The change detection results revealed decimeter-level co-seismic and

centimeter-level post-seismic fault displacement for the 2014 Mw 6.0 South Napa Earth-

quake (Chapter 4). The fault trace was detected from dextral co-seismic displacement and

off-fault displacement profiles were detected which highlight nonlinear displacement in the

near field. Centimeter-level fault creep displacements were detected along a 2 km segment

of the Hayward fault (Chapter 5). A series of off-fault displacement profiles were detected

along the fault trace direction and throughout the entire survey area. Multi-temporal MLS

time series were studied for the Hayward fault creep from MLS data collected in 2015,

2017 and 2018 (Chapter 6). The high definition change detection results reveal fields of

displacement and recover nonlinear deformation patterns in the near field; these have not

been observed to date by other geodetic measurements.

We have evaluated the performance of MLS observations for change detection using

synthetic displacement tests and validation datasets collected by other geodetic measure-

ments. With validation and synthetic tests, we have shown the precision of the detection

and analyzed the potential of smoothing effects due to moving window detection (Chap-

ter 5). We have also provided a strategy to detect change on an arbitrary query grid with
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an adaptive search window (Chapter 6) which benefits later analyses of fault dynamics.

The improved framework enables multiple coincident MLS observations to be processed

as a time series of displacements. Using synthetic (Chapter 3) and real (Chapter 6) MLS

datasets, we have compared our change detection framework with the state-of-the-art Itera-

tive Closest Point (ICP) methods using simulated displacements. The results show that our

method performs better than ICP point-to-point and point-to-plane variants and provides

better change detection precision in experiments of recovering simulated displacements by

an order of magnitude. The proposed change detection framework also provides temporal

consistency in the multi-temporal change detection experiment which is not found in ICP

bi-temporal results.

Results from the change detection revealed 25 cm accumulated co-seismic and early

post-seismic offsets from MLS observation collected 7 days after the 2014 Mw 6.0 South

Napa earthquake. Results shows 3-4 cm post-seismic displacement observed between 7

and 34 days after the earthquake and indicates that the off fault displacement reaches its

maximum at approximately 25 m from the estimated fault trace. At the Hayward fault,

1.1±0.7 cm (1σ ) dextral displacement was detected using MLS data collected from July

2015 to June 2017 while the collocated alinement array reports 1.5±0.7 cm displacement

from Oct. 2015 to Oct. 2017. The baseline of the alinement array at station HCAM

is shown to be not long enough to span the entire nonlinear creeping zone by examining

displacement profiles detected from MLS data. This deficiency of the alinement array base-

line indicates an underestimation of the creep displacements monitored at this location and

possibly at other locations using alinement array observations. A time series of ground dis-

placements was estimated using repeated MLS observation for the Hayward fault. Results

show 15± 5.2mm, 7.7± 8.7mm and 21.1± 9.7mm fault parallel displacements detected

at 44 m from the fault trace detected for periods from 2015-2017, 2017-2018 and 2015-

2018 respectively, and the results agree with collocated alinement array observations at the
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sub-centimeter level.

Future interpretation of the change detection results may contribute to the study of the

fault slip reduction and the relationship of ground displacement with fault slip at depth.

Cross validations can be conducted in the far field using measurements from InSAR and

other geodetic measurements. A fusion of observations from multiple geodetic measure-

ments (e.g. InSAR, lidar, GNSS, etc.) is recommended for change detection of fault

displacement in general to optimize the resolution of detection in the near field and the

coverage of detection in the far field.
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kaikōura earthquake) suggest anelastic rupture. Science advances, 5(10):eaax5703,

2019.

[108] P Glira, N Pfeifer, C Briese, and C Ressl. Rigorous strip adjustment of airborne

laserscanning data based on the ICP algorithm. ISPRS Annals of Photogrammetry,

Remote Sensing & Spatial Information Sciences, 2, 2015.

[109] Arpan Kusari, Craig L Glennie, Benjamin A Brooks, and Todd L Ericksen. Pre-

cise registration of laser mapping data by planar feature extraction for deformation

monitoring. PhD thesis, University of Houston, 2015.

[110] Martin A Fischler and Robert C Bolles. Random sample consensus: a paradigm

for model fitting with applications to image analysis and automated cartography.

Communications of the ACM, 24(6):381–395, 1981.

[111] Alexander E Morelan, Charles C Trexler, and Michael E Oskin. Surface-rupture and

146



slip observations on the day of the 24 august 2014 south napa earthquake. Seismo-

logical Research Letters, 86(4):1119–1127, 2015.

[112] Radu Bogdan Rusu, Zoltan Csaba Marton, Nico Blodow, Mihai Dolha, and Michael

Beetz. Towards 3d point cloud based object maps for household environments.

Robotics and Autonomous Systems, 56(11):927–941, 2008.

[113] Charles R Qi, Li Yi, Hao Su, and Leonidas J Guibas. PointNet++: deep hierarchical

feature learning on point sets in a metric space. arXiv preprint arXiv:1706.02413,

2017.

[114] Mohammed Yousefhussien, David J Kelbe, Emmett J Ientilucci, and Carl Salvaggio.

A multi-scale fully convolutional network for semantic labeling of 3D point clouds.

ISPRS journal of photogrammetry and remote sensing, 143:191–204, 2018.

[115] Takayuki Shinohara, Haoyi Xiu, and Masashi Matsuoka. FWNet: semantic seg-

mentation for full-waveform lidar data using deep learning. Sensors, 20(12):3568,

2020.

[116] Congcong Wen, Xiang Li, Xiaojing Yao, Ling Peng, and Tianhe Chi. Airborne

lidar point cloud classification with global-local graph attention convolution neural

network. ISPRS Journal of Photogrammetry and Remote Sensing, 173:181–194,

2021.

[117] Gene H Golub and Charles F Van Loan. Matrix computations, volume 3. JHU press,

2012.

[118] Gareth James, Daniela Witten, Trevor Hastie, and Robert Tibshirani. An introduction

to statistical learning, volume 112. Springer, 2013.

[119] Thomas M Brocher, Annemarie S Baltay, Jeanne L Hardebeck, Fred F Pollitz, Jes-

sica R Murray, Andrea L Llenos, David P Schwartz, James Luke Blair, Daniel J

147



Ponti, James J Lienkaemper, Victoria E Langenheim, Timothy E Dawson, Ken-

neth W Hudnut, David R Shelly, Douglas S Dreger, John Boatwright, Brad T Aa-

gaard, David J Wald, Richard M Allen, William D Barnhart, Keith L Knudsen, Ben-

jamin A Brooks, and Katherine M Scharer. The m w 6.0 24 august 2014 south napa

earthquake. Seismological Research Letters, 86(2A):309–326, 2015.

[120] Daniel J Ponti, Carla M Rosa, and James Luke Blair. The mw 6.0 south napa earth-

quake of august 24, 2014—observations of surface faulting and ground deformation,

with recommendations for improving post-earthquake field investigations. Technical

report, US Geological Survey, 2019.

[121] Karin E Budding, John Boatwright, RV Sharp, and JL Saxton. Compilation and anal-

ysis of displacement measurements obtained on the superstition hills fault zone and

nearby faults in imperial valley, california, following the earthquakes of november

24, 1987. Technical report, US Geological Survey„ 1989.

[122] Robert V Sharp and John L Saxton. Three-dimensional records of surface dis-

placement on the superstition hills fault zone associated with the earthquakes of 24

november 1987. Bulletin of the Seismological Society of America, 79(2):376–389,

1989.

[123] John Boatwright, Karin E Budding, and Robert V Sharp. Inverting measurements

of surface slip on the superstition hills fault. Bulletin of the Seismological society of

America, 79(2):411–423, 1989.

[124] Forrest S McFarland, James J Lienkaemper, and S John Caskey. Data from theodo-

lite measurements of creep rates on san francisco bay region faults, california (ver-

sion 1.2, march 2019). 2019.

[125] Antonio Pepe and Fabiana Calò. A review of interferometric synthetic aperture

148



radar (insar) multi-track approaches for the retrieval of earth’s surface displacements.

Applied Sciences, 7(12):1264, 2017.

[126] Andrew Hooper, Howard Zebker, Paul Segall, and Bert Kampes. A new method for

measuring deformation on volcanoes and other natural terrains using insar persistent

scatterers. Geophysical research letters, 31(23), 2004.

[127] Michele Crosetto, Oriol Monserrat, María Cuevas-González, Núria Devanthéry, and

Bruno Crippa. Persistent scatterer interferometry: A review. ISPRS Journal of

Photogrammetry and Remote Sensing, 115:78–89, 2016.

[128] Luca Magri and Andrea Fusiello. Multiple model fitting as a set coverage problem.

In Proceedings of the IEEE conference on computer vision and pattern recognition,

pages 3318–3326, 2016.

[129] Jan Skaloud and Derek Lichti. Rigorous approach to bore-sight self-calibration in

airborne laser scanning. ISPRS journal of photogrammetry and remote sensing, 61

(1):47–59, 2006.

[130] Xinxiang Zhu, Craig L Glennie, and Benjamin A Brooks. Automated near-field

deformation detection from mobile laser scanning for the 2014 Mw 6.0 South Napa

earthquake. Journal of Applied Geodesy, 16(1):65–79, 2022.

[131] MA Chinnery. The deformation of the ground around surface faults. Bulletin of the

Seismological Society of America, 51(3):355–372, 1961.

[132] Ruwen Schnabel, Roland Wahl, and Reinhard Klein. Efficient ransac for point-

cloud shape detection. In Computer graphics forum, volume 26, pages 214–226.

Wiley Online Library, 2007.

[133] Howard Butler, Bradley Chambers, Preston Hartzell, and Craig Glennie. Pdal: An

149



open source library for the processing and analysis of point clouds. Computers &

Geosciences, 148:104680, 2021.

[134] Craig Glennie. Rigorous 3d error analysis of kinematic scanning lidar systems.

Journal of Applied Geodesy, 1(3):147–157, 2007. doi: doi:10.1515/jag.2007.017.

URL https://doi.org/10.1515/jag.2007.017.

[135] Roy Mullen. Manual of photogrammetry. Asprs Publications, 2004.

[136] Richard B Langley. Dilution of precision. GPS world, 10(5):52–59, 1999.

[137] Rock Santerre, Alain Geiger, and Simon Banville. Geometry of gps dilution of

precision: revisited. GPS Solutions, 21(4):1747–1763, 2017.

[138] William S Cleveland. Robust locally weighted regression and smoothing scatter-

plots. Journal of the American statistical association, 74(368):829–836, 1979.

[139] U.S. Geological Survey and California Geological Survey. Quaternary fault and fold

database for the United States. https://www.usgs.gov/natural-hazards/earthquake-

hazards/faults, accessed: 10/15/2021.

[140] Richard K Slocum and Christopher E Parrish. Simulated imagery rendering work-

flow for UAS-based photogrammetric 3D reconstruction accuracy assessments. Re-

mote Sensing, 9(4):396, 2017.

[141] Xinxiang Zhu, Craig L Glennie, Benjamin A Brooks, and Todd L Ericksen. Mon-

itoring aseismic fault creep using persistent urban geodetic markers generated from

mobile laser scanning. ISPRS Open Journal of Photogrammetry and Remote Sens-

ing, 2:100009, 2021.

[142] Chao Ding, Lu Zhang, Mingsheng Liao, Guangcai Feng, Jie Dong, Meng Ao, and

Yanghai Yu. Quantifying the spatio-temporal patterns of dune migration near minqin

150

https://doi.org/10.1515/jag.2007.017


oasis in northwestern china with time series of landsat-8 and sentinel-2 observations.

Remote Sensing of Environment, 236:111498, 2020.

[143] T Heid and A Kääb. Evaluation of existing image matching methods for deriving

glacier surface displacements globally from optical satellite imagery. Remote Sens-

ing of Environment, 118:339–355, 2012.

[144] Julien Travelletti, Christophe Delacourt, Pascal Allemand, J-P Malet, Jean Schmit-

tbuhl, Renaud Toussaint, and Mickael Bastard. Correlation of multi-temporal

ground-based optical images for landslide monitoring: Application, potential and

limitations. ISPRS Journal of Photogrammetry and Remote Sensing, 70:39–55,

2012.

[145] André Stumpf, Jean-Philippe Malet, and Christophe Delacourt. Correlation of satel-

lite image time-series for the detection and monitoring of slow-moving landslides.

Remote sensing of environment, 189:40–55, 2017.

[146] Ning Cao, Hyongki Lee, and Hahn Chul Jung. A phase-decomposition-based psinsar

processing method. IEEE Transactions on Geoscience and Remote Sensing, 54(2):

1074–1090, 2015.

[147] Oumer S Ahmed, Steven E Franklin, Michael A Wulder, and Joanne C White. Char-

acterizing stand-level forest canopy cover and height using Landsat time series, sam-

ples of airborne lidar, and the Random Forest algorithm. ISPRS Journal of Pho-

togrammetry and Remote Sensing, 101:89–101, 2015.

[148] Douglas K Bolton, Nicholas C Coops, and Michael A Wulder. Characterizing resid-

ual structure and forest recovery following high-severity fire in the western boreal

of Canada using Landsat time-series and airborne lidar data. Remote Sensing of

Environment, 163:48–60, 2015.

151



[149] Katharina Anders, Lukas Winiwarter, Roderik Lindenbergh, Jack G Williams,

Sander E Vos, and Bernhard Höfle. 4D objects-by-change: spatiotemporal seg-

mentation of geomorphic surface change from lidar time series. ISPRS Journal of

Photogrammetry and Remote Sensing, 159:352–363, 2020.

[150] Katharina Anders, Lukas Winiwarter, Hubert Mara, Roderik Lindenbergh, Sander E

Vos, and Bernhard Höfle. Fully automatic spatiotemporal segmentation of 3D lidar

time series for the extraction of natural surface changes. ISPRS Journal of Pho-

togrammetry and Remote Sensing, 173:297–308, 2021.

[151] JC Savage and M Lisowski. Inferred depth of creep on the Hayward fault, central

California. Journal of Geophysical Research: Solid Earth, 98(B1):787–793, 1993.

[152] James J Lienkaemper, Jon S Galehouse, and Robert W Simpson. Creep response of

the hayward fault to stress changes caused by the loma prieta earthquake. Science,

276(5321):2014–2016, 1997.

[153] Karl V Steinbrugge, Edwin G Zacher, Don Tocher, CA Whitten, and CN Claire.

Creep on the San Andreas fault. Bulletin of the Seismological Society of America,

50(3):389–415, 1960.

[154] Lloyd S Cluff and Karl V Steinbrugge. Hayward fault slippage in the Irvington-Niles

districts of Fremont, California. Bulletin of the Seismological Society of America,

56(2):257–279, 1966.

[155] RO Burford and PW Harsh. Slip on the San Andreas fault in central California from

alinement array surveys. Bulletin of the Seismological Society of America, 70(4):

1233–1261, 1980.

[156] Michael Lisowski and WH Prescott. Short-range distance measurements along the

152



San Andreas fault system in central California, 1975 to 1979. Bulletin of the Seis-

mological Society of America, 71(5):1607–1624, 1981.

[157] Sandra S Schulz, Gerald M Mavko, Robert O Burford, and William D Stuart. Long-

term fault creep observations in central California. Journal of Geophysical Research:

Solid Earth, 87(B8):6977–6982, 1982.

[158] Sandra S Schulz. Catalog of creepmeter measurements in California from 1966

through 1988. Technical report, Dept. of the Interior, US Geological Survey„ 1989.

[159] Surface creep on California faults homepage. http://cires1.colorado.edu/ bil-

ham/creepmeter.file/creepmeters.htm, accessed: 03/18/2022.

[160] Jon S Galehouse. Effect of the Loma Prieta earthquake on surface slip along the

Calaveras fault in the Hollister area. Geophysical Research Letters, 17(8):1219–

1222, 1990.

[161] CR Allen and SW Smith. Pre-earthquake and post-earthquake surficial displace-

ments, 1966.

[162] Robert D Brown and JG Vedder. Surface tectonic fractures along the San Andreas

fault, the Parkfield-Cholame California earthquakes of June-August 1966. US Geol.

Surv. Prof. Pap, 579:2–23, 1967.

[163] William H Bakun and Allan G Lindh. The Parkfield, California, earthquake predic-

tion experiment. Science, 229(4714):619–624, 1985.

[164] RW Simpson, JJ Lienkaemper, and JS Galehouse. Variations in creep rate along the

Hayward Fault, California, interpreted as changes in depth of creep. Geophysical

Research Letters, 28(11):2269–2272, 2001.

[165] K Somani Arun, Thomas S Huang, and Steven D Blostein. Least-squares fitting of

153



two 3-d point sets. IEEE Transactions on pattern analysis and machine intelligence,

(5):698–700, 1987.

[166] A Piyush Shanker and Howard Zebker. Edgelist phase unwrapping algorithm for

time series insar analysis. JOSA A, 27(3):605–612, 2010.

[167] Marie-Pierre Doin, S Guillaso, R Jolivet, C Lasserre, F Lodge, Gabriel Ducret, and

Raphael Grandin. Presentation of the small baseline nsbas processing chain on a case

example: The etna deformation monitoring from 2003 to 2010 using envisat data.

In Proceedings of the Fringe symposium, pages 3434–3437. ESA SP-697, Frascati,

Italy, 2011.

[168] Lukas Winiwarter, Katharina Anders, and Bernhard Höfle. M3c2-ep: Pushing the

limits of 3d topographic point cloud change detection by error propagation. ISPRS

Journal of Photogrammetry and Remote Sensing, 178:240–258, 2021.

154



Appendix A

Normal equations of the combined least squares adjustment for

change detection of a lidar time series

The normal equation is formed as:

AT
1 (BP−1BT )−1A1 +HT PhH AT

1 (BP−1BT )−1A2

AT
2 (BP−1BT )−1A1 AT

2 (BP−1BT )−1A2 +GT PgG


δ̂1

δ̂2


+

AT
1 (BP−1BT )−1w+HT Phwh

AT
2 (BP−1BT )−1w+GT Pgwg

=

0

0


(A.1)

where A1 = ∂ f
∂xxx and A2 = ∂ f

∂nnn are the partial derivative of function f with respect to the

unknown transformation (translation and rotation parameters) and plane parameters (the

plane normal), B= ∂ f
∂lll is the partial derivative of function f with respect to the observations

(laser points), v are the residuals, and w is the misclosure vector, i.e. the value of function

f estimated with the estimated parameters and observations. G = ∂g
∂nnn and H = ∂h

∂TTT are the

partial derivative of the constraints g and h with respect to the unknowns, vg and vh are the

constraint residual vectors and wg and wh are the misclosure vectors of the constraints.

The weights for the observations and constrains are assumed to be diagonal given as

P = diag( 1
σ2

X
, 1

σ2
Y
, 1

σ2
Z
), Pg = diag( 1

σ2
g1
, 1

σ2
g2
, ..., 1

σ2
g j
), and Ph = (diag( t1

σh1
)2,( t2

σh2
)2, ...,( ti

σhi
)2)

with i, j being the indexes of the measurement epoch and primitive. All adjustment matri-

ces, including A1,A2,and B, have a block diagonal shape where the bi-temporal regression

reside in every block.
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