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Abstract 

The electron energy distribution function (EEDF) plays an essential role in non-

equilibrium low-temperature plasmas. The EEDF governs the rate of electron-impact 

reactions and determines the plasma gas composition, which in turn, determines the 

fluxes of radicals, ions, and photons striking the substrate. As such, control of the EEDF 

is of paramount importance for both fundamental plasma studies and practical 

applications.  

A novel dual plasma source was developed to control the EEDF in a main 

inductively coupled plasma (ICP) separated by a grid from a tandem auxiliary ICP.  The 

auxiliary ICP was continuously powered while the main ICP power was pulsed.  

Langmuir probe measurement of the EEDFs during the afterglow of the main ICP, 

suggested that transport of hot electrons from the auxiliary plasma kept the tail of the 

EEDF and bulk electron temperature elevated. Results from a computer simulation of the 

trends in the evolution of the EEDFs agreed with experimental measurements.  

For certain operating conditions, plasma ignition delays were observed in the 

main ICP. Power to the Faraday-shielded main ICP was pulsed with a frequency of 1 kHz, 

while the (also Faraday shielded) auxiliary ICP was operated in continuous wave (cw) 

mode. In chlorine plasmas, ignition delay was observed for duty cycles greater than 60% 

and, in contrast to expectation, the delay was longer with increasing duty cycle up to 

~99.5%. The ignition delay could be varied by changing the auxiliary and/or main ICP 

power. Langmuir probe measurements provided the temporal evolution of electron 

temperature, and electron and positive ion densities. These measurements revealed that 
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the plasma that was ignited shortly after the decaying positive ion density (n+) in the 

afterglow of the main ICP, reached the density (n+,aux) prevailing when only the auxiliary 

ICP was powered. At that time, the production rate of electrons dominated their loss in 

the main ICP due to hot electron injection from the auxiliary ICP. As a result, ne 

increased rapidly and the plasma was ignited.  Plasma ignition delay occurred when the 

afterglow of the pulsed plasma was not long enough for the ion density to reach n+,aux 

during the afterglow. Besides Cl2, plasma ignition delays were also observed in other 

electronegative gases (SF6, CF4/O2 and O2) but not in an electropositive gas (Ar). 
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CHAPTER 1 

INTRODUCTION 

 Etching technologies in semiconductor industry  1.1

Etching is a crucial process in semiconductor device manufacturing. It is used to 

remove unwanted material from the substrate surface [1-3]. There are three kinds of 

etching applications in microfabrication: patterned etching, unpatterned etching, and 

wafer cleaning. Patterned etching is used to remove material from selected areas on the 

wafer that are not protected by photoresist or a more durable mask (hard mask such as 

silicon nitride, silicon oxide, metals, etc.). Unpatterned etching can completely (such as 

photoresist, some oxides, and some nitrides) or partially (for example, spacer etching) 

remove a layer whose purpose is done. Etching can also be used for wafer cleaning. It can 

remove contaminants and residues from previous processing. Two kinds of etching 

technologies are employed in the semiconductor industry: wet etching and plasma (dry) 

etching. In this section, a brief discussion of plasma etching will be presented. 

1.1.1 Plasma etching  

Due to its unique properties, plasma is often thought of as the fourth state of 

matter, and in fact is more than 100 times more abundant in the universe than all the solid, 

liquid and gas combined [4]. It is defined as a collection of charged particles, neutrals, 

photons and electromagnetic fields that exhibit collective behavior. Plasma, which was 



2 
 

then called “radiant matter,” was first discovered near the electrode in a Crookes tube by 

Sir William Crookes in 1879 [5]. British physicist Sir Joseph John Thomson 

systematically studied the nature of such “radiant matter” in 1897 and identified it as 

charged particles [6]. Irving Langmuir coined the term “plasma” to describe such 

partially ionized gas in 1928 [7, 8]. 

Plasma etching, which is also called dry etching, has been used for pattern 

transfer in the microelectronics industry for nearly 50 years. During plasma etching, a 

substrate with a patterned mask is immersed in a plasma of an appropriate gas mixture. 

Radicals and ions from the plasma remove material from the parts of the wafer that are 

exposed to plasma, leaving materials in the regions that are covered by the mask. The 

volatile etching products are pumped out of the reactor chamber. Plasma etching has 

replaced wet etching for most if not all the pattern transfer steps in the semiconductor 

manufacturing industry. The most important reason for using plasma etching for pattern 

transfer is that plasma etching can be directional or anisotropic, which is critical for 

achieving high-resolution pattern transfer [1, 9]. Another reason is that plasma etching 

can remove some materials which could not be easily removed by wet etching. For 

instance, etching of silicon nitride (Si3N4) cannot be easily accomplished by wet etching, 

but can be easily achieved in CF4/O2 plasma at a high etching rate without photoresist 

mask lift-off issues [10]. Adoption of plasma etching was also driven by the demand for 

reducing chemical waste produced by wet etching [11, 12]. 
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 Critical roles of electron and ion energy distribution in plasma etching 1.2

Over last 40 years, driven by Moore’s law, the feature size of the semiconductor 

devices has shrunk by nearly two orders of magnitude, from 1.0 μm in the 1980s to 14 

nm in 2016. According to the International Technology Roadmap for Semiconductors 

(ITRS), the next technology node will be 10 nm, followed by 7 nm and 5 nm (Figure 1.1) 

[13]. In the meantime, advanced chip architectures, such as FinFETs, 3D NAND and 

through-silicon vias (TSV), are being introduced to overcome scaling issues. The 

shrinking feature sizes and emerging advanced architectures pose new challenges for 

plasma etching [14]. These challenges include reducing plasma-induced damage (PID), 

achieving high uniformity with high throughput, etc. To address these challenges, precise 

control of the electron energy distribution function (EEDF), and the ion energy 

distribution (IED) on the substrate is of utmost importance. 

 

Figure 1.1 Scaling trend of the gate length of high-performance logic transistors [13]. 
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The electron energy distribution function (EEDF) is central to any low-

temperature plasma. It governs most of the reactions in plasma processing and determines 

the gas composition in the plasma, which in turn determines the fluxes of radicals, ions, 

and photons striking the substrate [15, 16]. As the feature size of semiconductor devices 

keeps shrinking, controlling the electron energy distribution function (EEDF) becomes 

increasingly critical to achieve desired etching outcomes such as selectivity and 

anisotropy, with less damage and more precise critical dimension control [16]. For 

example, Sugai et al. reported that by tailoring the shape of the EEDF, certain F/CFx (x=1, 

2 or 3) radical concentration ratios can be achieved, leading to high selectivity of etching 

Si over SiO2 and Si3N4, or vice versa [17]. 

It is well known that energetic ion bombardment plays a critical role in ion 

assisted etching [1]. To achieve superior etching characteristics, the ion energy 

distribution (IED) must be precisely controlled to allow selective and anisotropic etching 

without damaging the mask or the underlying substrate. For example, Wendt et al. 

experimentally demonstrated that by applying tailored bias waveforms on the substrate 

during etching of SiO2 and Si using fluorocarbon plasmas, narrow IEDs can be achieved 

on the substrate [18-20]. The peak of the IED can be precisely controlled to be above the 

threshold of ion assisted etching of SiO2, but below the threshold of ion assisted etching 

of Si, leading to very high selectivity of SiO2 over Si. Their experimental results were 

captured by Kushner et al. using a “Hybrid Plasma Equipment Model” (HPEM) [21]. In 

particular, for the purpose of achieving atomic layer etching which is believed to be an 

enabling technique for advanced etch applications, nearly monoenergetic IED is desired 

to obtain extreme etching selectivity of top modified layer over the underlying layer [22]. 
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In summary, as the technology node advances to sub-10 nm, controlling the 

EEDF and IED is becoming increasingly more critical for plasma etching. Many studies 

have been published on controlling the EEDF and IED to achieve superior etching 

characteristics. Details are discussed in the literature review in Chapter 2.  

 Pulsed plasmas  1.3

Pulsed plasma was first investigated in the late 1980s. It offers additional ‘‘knobs’’ 

to control plasma parameters as well as plasma chemistries, thereby achieving fine 

etching characteristics (selectivity, uniformity, anisotropy etc.) [23-37]. It is believed to 

be a promising candidate to address the challenges of plasma etching such as plasma 

induced damage (PID) and uniformity [38-40]. In pulsed plasmas, the power delivered to 

the plasma is modulated in time. Figure 1.2 shows a typical case, [38] with 𝜏𝜏𝑂𝑂𝑂𝑂  and 𝜏𝜏𝑂𝑂𝑂𝑂𝑂𝑂 

as the durations of the power ON and OFF fraction of the cycle, respectively. The total 

duration of one pulse cycle is 𝜏𝜏𝑃𝑃 = 𝜏𝜏𝑂𝑂𝑂𝑂 + 𝜏𝜏𝑂𝑂𝑂𝑂𝑂𝑂 . Pulsed plasma offers two new parameters 

which are critical for the optimization of plasma processing: pulse frequency, 𝑓𝑓𝑃𝑃 = 1/𝜏𝜏𝑃𝑃, 

and duty cycle, 𝐷𝐷 = 𝜏𝜏𝑂𝑂𝑁𝑁/𝜏𝜏𝑃𝑃, i.e., the fraction of active glow of one pulse cycle. 
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Figure 1.2 Schematic of pulsed plasma [38]. 

 

There are four common configurations of pulsed plasmas being employed for 

plasma etching, as shown in Figure 1.3: (a) source pulsing only with no bias (Figure 

1.3(a)), (b) source pulsing with cw bias (Figure 1.3(b)), (c) pulsed bias with continuous 

wave (cw) source power (Figure 1.3(c)), (d) synchronized pulsed bias with pulsed source 

power (Figure 1.3(d)). The plasma source is usually powered with frequency from RF to 

microwave. The bias can be applied to the substrate or an external electrode that makes 

contact with plasma, and is usually RF or DC. In the configuration of synchronized 

pulsed bias with source pulsing, both plasma power and bias power are pulsed. But the 

duty cycle and pulse frequency can be different and usually there is a phase shift between 

bias power and source power.  
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Figure 1.3 Schematics of four kinds of pulsed plasma [38].  

 

By tuning the operating parameters such as pulse frequency and duty cycle, 

plasma proprieties such as Te, ne, IED and EEDF can be manipulated, which gives more 

flexibility in plasma processing [16, 41]. Recently, nearly monoenergetic IEDs by 

applying synchronized DC bias on a boundary electrode in the afterglow of a pulsed 

plasma have been obtained [1, 42-45]. Details of the dynamics and applications of pulsed 

plasmas will be discussed in Chapter 2. 

 Objective of this research 1.4

The major objective of this research was to control the electron energy 

distribution function (EEDF) in practical electronegative gas plasmas. For this purpose, 

we developed a novel dual plasma source consisting of a Faraday-shielded main ICP in 
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tandem with a Faraday-shielded auxiliary ICP. Operating one of the ICPs in pulsed 

plasma mode offered better flexibility in controlling the EEDF.   

Interestingly, when pulsing the power to the main ICP while operating the 

auxiliary (ICP) in continuous wave mode, an unexpected delay in plasma ignition was 

observed under certain operating conditions. Langmuir probe measurements were 

conducted to understand the physics behind such ignition delay, and a mechanism was 

proposed. 
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CHAPTER 2 

LITERATURE REVIEW 

 Control of electron energy distribution function (EEDF) 2.1

Numerous methods have been suggested to control or manipulate the EEDF or 

electron temperature (Te) [46]. Some of these methods include varying the plasma 

operating parameters (e.g., frequency, power) [47, 48], pulsed plasma excitation [49-51], 

and the use of an external applied axial magnetic field to control Te in an inductively 

coupled plasma (ICP) [51]. Magnetic field effects were discussed in a review paper by 

Godyak [52].  

Samukawa et al. [53-56] studied the effect of driving frequency on the EEDF by 

comparing EEDFs in ICP (13.56 MHz) and UHF (500 MHz) chlorine plasmas with 

different pressures (3.5 mTorr and 10 mTorr) and a power of 1000 W. They measured Te 

by using both Langmuir probe and trace rare gas optical emission spectroscopy (TRG-

OES). The Te obtained from Langmuir probe I-V curve is derived from the slope of the 

linear part of log(I − Isat)–V curve by assuming a Maxwellian EEDF. This Te is not 

contributed by high energy electrons (Te >> Vplasma–Vprobe),  because there are very few of 

them in the EEDF. On the other hand, TRG-OES is more sensitive to electrons with 

energies above 10 eV. Te obtained by TRG-OES is contributed by both low energy and 

high energy electrons (above 10 eV). It should be noted that a Maxwellian EEDF is also 

assumed in the TRG-OES method. By combining the Te obtained by both TRG-OES and 
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Langmuir probe, they derived a qualitative picture of the EEPFs for the ICP (13.56 MHz) 

and UHF (500 MHz) plasmas, as shown in Figure 2.1. 

As seen in Figure 2.1, for UHF (500 MHz) plasma, a Maxwellian Te of 2.4 eV at 

3.5 mTorr and 2.0 eV at 10 mTorr were obtained by the Langmuir probe. Te obtained by 

TRG-OES is higher than that obtained by Langmuir probe (3.3 eV at 3.5 mTorr and 2.5 

eV at 10 mTorr), indicating that a small portion of high energy electrons (above 10 eV) is 

distributed above the Maxwellian distributions. The ICP (13.56 MHz) source, on the 

other hand, has a Maxwellian Te of 5.3 eV(3.5 mTorr) and 3.7 eV (10 mTorr) for the low 

energy electrons (measured with the Langmuir probe). The Maxwellian Te obtained by 

TRG-OES is lower than that obtained by Langmuir probe.(2.8 eV for 3.5 mTorr and 1.7 

eV for 3.5 mTorr), indicating a depletion of high energy electrons(above 10 eV). 

Samukawa et al. concluded that EEPFs in both ICP and UHF plasmas are bi-Maxwellian. 

There is an enhanced high energy tail in the EEDF of UHF plasma, while a suppressed 

high energy electrons tail in the EEDF of ICP. 

The reason for the differences between the EEDFs of the ICP and the UHF 

plasma is because the collision frequency of electrons with energy near 1 eV is about 6.3 

MHz in 10 mTorr Cl2. In UHF plasma, the driving frequency (500 MHz) is much larger 

than 6.3 MHz, slow electrons oscillate for many UHF periods without colliding with 

neutrals and gain energy from UHF fields. The high energy electrons, on the other hand, 

can get the energy from UHF electric field more efficiently because they have a much 

larger collision frequency (~135 MHz for 15 eV electrons in 10 mTorr Cl2), resulting in 

an enhanced high energy tail in EEDF. In ICP source, high energy electrons cannot be 

heated by electric field efficiently because the collision frequency of high energy 
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electrons is much greater than RF driving frequency. High electrons will be lost due to 

inelastic collision and diffusion to the wall, leading to a suppressed high energy tail in 

EEDF. 

 

 

Figure 2.1 A qualitative picture of the EEPFs estimated from a combination of Langmuir probe and trace 
rare gas optical emission spectroscopy (TRG-OES) measurements of electron temperature at (a) 
10 mTorr and (b) 3.5 mTorr for the ICP and UHF plasma [56]. 
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The effect of the pressure on the EEDF was studied by Godyak et al. in argon 

plasmas sustained in a CCP source at 13.56 MHz [57]. They measured the EEDF at the 

center of the CCP with the pressure ranging from 100 mTorr to 1 Torr. The results are 

shown in Figure 2.2. It is observed that at high pressures, the EEDF is Druyvesteyn-like. 

This is because, at higher pressures, the plasma is sustained by collisional heating. As 

pressure decreases, electrons are heated in the sheath region (sheath oscillation heating) 

instead of the bulk plasma, and the shape of the EEDF shifts from Druyvesteyn to bi-

Maxwellian. The reason for the formation of bi-Maxwellian EEDF is well understood. As 

the plasma shifts to sheath heating mode, electrons are heated in the region closed to the 

electrodes where strong RF and DC electric fields exist. Only high energy electrons can 

overcome the DC ambipolar potential barrier in the bulk plasma to arrive at the heating 

zone where they are heated by the strong RF electric field. The high energy electrons 

generated in the heating zone will then diffuse back to the bulk plasma causing excitation 

and ionization of the gas. Low energy electrons produced by such ionization are trapped 

in the bulk plasma by the ambipolar electric field and cannot be heated by the weak 

electric field in the bulk plasma, resulting in a bi-Maxwellian EEDF.  
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Figure 2.2 EEPF evolution with argon pressure in a CCP at 13.56 MHz [57]. 

 

It was suggested that the EEDF can also be controlled by using pulsed plasma. 

Song and Kushner conducted simulations of a dual-frequency CCP source with Ar or 

Ar/CF4/O2 (75/20/5) mixtures [58]. In their studies, the upper electrode was powered by a 

40 MHz RF source operated in pulse mode with an averaged power of 500 W, pulse 

frequency of 50 kHz and duty cycle of 50%. The lower electrode was powered in cw 

mode with 500 W at 10 MHz. The pressure was kept at 40 mTorr with a total flow rate of 

200 sccm. The gap between the parallel plate electrodes was 4 cm.  

Figure 2.3 shows the calculated EEDF at different time during one pulse cycle 

and at three locations in the interelectrode gap: (a) near the higher frequency sheath, (b) 
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in the bulk plasma and (c) near the lower frequency sheath. The comparison of averaged 

EEDFs over one pulse cycle with the EEDFs when both electrodes were powered in cw 

mode is also shown in Figure 2.3. It is seen that the high energy tail of the EEDF can be 

modulated during one pulse cycle. The tail of the EEDF extends to much greater energies   

at the beginning of active glow. This is because, at the beginning of the active glow, the 

electron density is low since most of the electrons were lost during the afterglow of the 

previous pulse cycle. Thus, the power delivered to the plasma is distributed into a small 

number of electrons, creating a spike in the (effective) electron temperature when the 

power is turned ON to begin a new cycle. High electron temperature implies a high 

energy tail of the EEDF. During the afterglow, a depletion of the high energy tail of the 

EEDF was observed because high energy electrons are lost due to inelastic collision and 

diffusion to the wall. They also found that by tuning the duty cycle, the time-averaged 

EEDF can be manipulated. In addition, the EEDFs near the electrodes had more high 

energy electrons than the EEDFs in the middle of the gap, because electrons wee heated 

in the sheath region near the electrodes. 
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Figure 2.3 EEDFs at different times during the pulse cycle, shown in the bottom figure: (a) Near the higher 
frequency sheath, (b) in the bulk plasma and (c) near the lower frequency sheath. Averaged 
EEDF over one pulse period and under CW excitation are shown in the right column [58]. 
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Diomede et al. reported that the EEDF can be manipulated by applying a DC bias 

on the powered electrode in a pulsed CCP source [59]. They simulated the time evolution 

of the EEDF during one pulse cycle. The plasma was pulsed at 10 kHz (100 µs pulse 

period) with a duty cycle of 50%. A DC bias of 50 V was applied to the powered 

electrode in the afterglow at t=70 µs for 15 µs, followed by a DC bias of 300 V till the 

end of the afterglow. The calculated EEDFs are shown in Figure 2.4. Once the 300 V DC 

bias was applied, electrons were heated and the EEDF was shifted from a bi-Maxwellian 

with a cold tail to a bi-Maxwellian with a hot tail. This is because by applying dc bias on 

the electrode, the sheath is expanded and more electrons are heated by the expanded 

sheath, resulting in an increase in the high energy tail of the EEDF.  

 

Figure 2.4 Time evolution of the calculated EEPF at the discharge center. Time t = 0 refers to the start of 
the active glow (plasma ON). A Maxwellian distribution would be a straight line on this plot 
[59]. 
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Donnelly et al. studied the evolution of EEDF in pulsed Cl2 plasma sustained in 

an ICP source with and without cw RF bias applied to the substrate [60]. The plasma was 

pulsed at 10 kHz with a duty cycle of 50% and average power of 300 W. The cw bias 

applied on the substrate was 70 W at a driving frequency of 12.5 MHz. The EEDF at 

different times during the afterglow measured by Langmuir probe are shown in Figure 

2.5. It was found that, without bias, the EEDF exhibited the expected behavior as 

discussed above. In the presence of RF bias, at 70 µs (17 µs into the afterglow), EEDF 

starts to deviate from those with no bias and an enhanced high energy tail starts to emerge. 

That is because plasma transitioned to so-called “reactive ion etching mode,” and are 

sustained solely by the capacitive bias power.  Electrons are heated by oscillating sheath 

near the substrate, resulting in an enhanced high energy tail in EEDF. In the late glow, 

EEPF with bias become a typical bi-Maxwellian with an enhancement of the high-energy 

tail, which is typical in CCPs. 

 

 

Figure 2.5 EEPFs for different times during the afterglow of a 10 mTorr Cl2 plasma. Open symbols denote 
the case with no bias; closed symbols denote the case with RF bias (70 W) on the substrate 
electrode. A Maxwellian distribution would be a straight line on this plot [60]. 
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All of the methods discussed above may be considered “internal control” since the 

plasma is being directly acted upon. External control of the EEDF includes methods of 

control not directly applied to the plasma of interest. External control involves transport 

of species into the plasma. One such external control method for manipulating EEDFs is 

the use of a biased grid separating a plasma region from the ensuing downstream region 

[16, 61], a configuration investigated by Hong et al., as shown in Figure 2.6 [62].  Figure 

2.7 shows EEDFs as a function of bias applied to the grid [62]. It is found that EEDFs are 

Maxwellian when the grid bias ranges between 20 V to -6 V.  As the grid bias decreases 

from 20 V to -6 V, Te decreases from 1.9 eV to 1.3 eV. This is because reduction in the 

grid bias leads to a reduction of low-energy electrons. As the grid bias decreases below -8 

V, the EEDF transforms from Maxwellian to bi-Maxwellian, as the fast electrons are 

cooled down by inelastic collisions [63, 64]. The bulk electron density also decreases 

with decreasing grid bias, due to the reduction of low-energy electrons due to the 

negative grid bias. 

 

Figure 2.6 Experimental setup with the chamber divided by a grid [62]. 
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Figure 2.7 Measured EEDFs as a function of grid bias [62]. 

 

Dudin and Rafalskyi [65] employed a biased grid separating an ICP sustained in 

SF6 from a cold diffuse plasma downstream. They identified the range of grid bias for 

which they could extract a continuous neutralized positive ion-negative ion beam. Sato et 

al. [66] injected electrons in a capacitively coupled plasma (CCP) reactor through a grid 

serving as the grounded electrode, to control the ion energy distribution (IED) incident 

onto the counter (powered) electrode. Uhm et al. [67] proposed a dual ICP system 

consisting of a remote ICP co-axial with a main ICP. By adjusting the value of a series 

variable capacitor at the end of the main ICP coil, they could vary the plasma density and 

Te. It should be noted that there was no grid separating the two plasmas.  

The EEDF can also be manipulated by “Maxwell demons,” as proposed by 

MacKenzie et al. [68] In their experiments, they inserted a tungsten wire in a plasma and 

applied a voltage of 100 V to the wire with respect to the grounded chamber wall. Hot 
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electrons were confined in the plasma while cold electrons were absorbed by the tungsten 

wire, resulting in an increase of the high energy tail of the EEDF and increased Te. 

 Control of the ion energy distribution (IED) 2.2

The ion energy at the surface of the substrate is determined by the sheath voltage 

and collisions between ions and neutrals within the sheath. To achieve superior etching 

characteristics, the ion energy must be precisely controlled to allow selective and 

anisotropic etching without damaging the mask or the underlying substrate. Wendt et al. 

[18-20] and Kushner et al. [21] achieved narrow IDEs by applying tailored bias 

waveforms on the substrate during etching of SiO2 and Si using fluorocarbon plasmas. 

The application of tailored bias voltage waveforms to control the IED has been reviewed 

by Economou [69]. Ion energy can be precisely controlled to be above the threshold of 

ion assisted etching of SiO2, but below the threshold of ion assisted etching of Si, leading 

to a very high selectivity of SiO2 over Si, as shown in Figure 2.8 by Wendt et al. [70] 

Recently, obtaining nearly monoenergetic ion energy distributions for improved control 

of ion-bombardment-stimulated surface processes, especially near an energy threshold for 

such processes has been the subject of many works [16, 42, 71-73]. 
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Figure 2.8 Selectivity of SiO2/Si etching in a CHF3(20 sccm)/H2(5 sccm) plasma for three bias voltage  
wave forms: 5 and 20 MHz sinusoidal, and tailored. The dashed lines indicate the average bias 
voltage corresponding to the etching threshold for SiO2 [70].   

 

 By applying a negative DC bias, the sheath voltage can be increased, causing ion 

energy to be increased [74]. For RF bias, the shape of IED is determined by the 

relationship between ion transit time τion and the period of the RF voltage (the inverse of 

RF frequency (τ = 1/f)) [75-82]. Ion transit time is defined as the time it takes for the ion 

to traverse the sheath (i.e., from the plasma to the surface). At low RF frequency, τion is 

shorter than τ; the ion energy will be determined by the instantaneous sheath voltage at 

the time the ion enters the sheath, leading to a wide bimodal IED. On the other hand, at 

high RF frequency or relatively thick sheath, τion is much longer than τ, and ions 

experience the time-average sheath voltage, yielding a narrow IED. Figure 2.9 shows 

particle in cell (PIC) simulation results of IED for a single sheath in a current-driven 
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helium discharge at frequencies from 1 MHz to 100 MHz [79]. It can be seen that as the 

RF frequency increases, the peak separation of the bimodal IED narrows. 

 

Figure 2.9 Particle in cell (PIC) simulation results showing IEDs of helium ions hitting the target electrode 
of RF discharges driven at frequencies from 1 MHz to 100 MHz [79]. 

 

IED on the substrate can also be modulated by modulating source power with 

constant bias power. By modulating the source power, plasma density is modulated. 

During the active glow, the ion density is high, leading to a larger ion current to the 

substrate compared with that in afterglow. With the same bias power delivered to the 

substrate, higher ion current leads to a lower voltage across the sheath, resulting in lower 

ion energy during the active glow compared with that during the afterglow. Agarwal et al. 

[83] conducted a simulation study of IEDs within a pulse cycle for an Ar/Cl2 ICP pulsed 
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plasma with a peak power of 300 W, pulse frequency of 5 kHz, and duty cycle of 50%, as 

shown in Figure 2.10 (a). The peak bias power is 100 W. They found that the ion energy 

during the active glow peaks at ~100 eV. During the afterglow the ion energy ranges 

from 250 – 350 eV. The simulation results agree well with experimental date obtained by 

Zabeida et al. [84], as shown in Figure 2.10(b). Since the ion energy during the afterglow 

is much larger than that during the active glow, the etching rate during the afterglow can 

be larger than that during the active glow. Agarwal et al. reported that with the same bias 

power, the etching rate in a pulsed plasma with 50% duty cycle is larger than 50% of the 

etching rate obtained in cw plasma under otherwise the same conditions [83]. 

Another approach to controlling the IED is by applying a positive bias on a 

boundary electrode in contact with the plasma [85, 86]. Plasma potential (VP) can be 

shifted by the bias which in turn increases the sheath voltage, leading to an increase in 

ion energy. Economou et al. [87] reported that by applying RF bias on a boundary 

electrode, the plasma potential (VP) can be lifted by more than 100 V, which in turn 

accelerate ions out of plasma, leading to a positive ion flux of 100s of eV. The extracted 

energetic ions are neutralized when passing through a neutralizer grid, yielding a fast 

neutral beam.      
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Figure 2.10 (a) Model predicted pulse-averaged ion energy distributions. (b) Experimentally measured 
average ion energy distribution [83]. 

 

In all approaches discussed above, ion energy distribution is controlled in 

continuous wave plasma. The shape of IED is limited by the spatial variation of the 

plasma potential, which is proportional to the electron temperature, Te [21]. In other 

words, the energy of ion entering the sheath depends on where the ion was born. So even 

if the sheath potential waveform is designed to yield a narrow IED, the spread of the 

resulting IED can be several times Te. To achieve a very narrow IED, extracting ions 

from plasma with very low Te is required. One successful approach is to apply 

synchronized DC bias on a boundary electrode in the afterglow of pulsed plasma to 
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control the instantaneous plasma potential, as proposed by Xu et al.[23]. They obtained a 

narrow IED with a full width at half maximum (FWHM) of less than 3 eV in a pulsed 

capacitively coupled plasma (CCP). The peak energy of the resulting IED was 

approximately equal to the applied DC bias. Nam et al. did a particle in cell (PIC) 

simulation with Monte Carlo collisions using the same conditions as Xu’s experiments. 

They captured Xu’s experimental results, as shown in Figure 2.11 [88]. 

 

 

Figure 2.11 (a) Predicted energy distribution of extracted ions for different DC bias potentials applied 
in the afterglow [42].  (b) Experimental data of for the same conditions as in the 
simulation (FWHM=full width at half maximum) [23]. 
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Shin et al. used Xu’s approach in an inductively coupled plasma (ICP) and 

obtained narrow IED with a FWHM of less than 2 eV [44, 89]. Diomede et al. reported 

results using both Particle-in-Cell (PIC) simulation [59] and an equivalent circuit model 

[90]. Simulation and modeling results matched the experimental data very well. Logue et 

al. [76] performed a computational investigation of Shin’s experiments using the hybrid 

plasma equipment model (HPEM). They also predicted the experimental measurements 

of plasma properties and IEDs. 

It should be noted that in an ICP source, the IED is broadened by capacitive 

coupling from the high-voltage end of the coil, imposing an RF potential on the DC 

plasma potential [77]. The RF voltage can be eliminated with a Faraday shield. 

Especially with electronegative gases, however, it is challenging to ignite pulsed ICPs, 

since the electron density decays rapidly when power is turned OFF, and re-ignition 

requires large electric fields produced by high-voltage capacitive coupling. 

 Dynamics of pulsed plasma 2.3

Many researchers have studied the dynamics of pulsed electropositive plasmas, 

including simulations and experiments [91-97]. For example, Lieberman et al. published 

a computational investigation of pulsed argon plasmas using a spatially averaged (global) 

model [91, 95]. By solving the particle and energy balance equations, they could obtain 

the time evolution of the electron temperature and plasma density within one pulse cycle, 

as shown in Figure 2.12. Lymberopoulos et al. [92] investigate the spatial- and time-

resolved properties of pulsed argon plasma using a one dimensional fluid model. 
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Subramonium and Kushner [93, 94] developed two and three dimensional fluid model to 

understand the dynamics of pulsed argon plasma. Results of all these studies match each 

other very well.  

Figure 2.12 shows the global model results of the time evolution of plasma 

density, electron temperature, and excited atom (4s and 4p) densities with different pulse 

frequency. The time-averaged power is 500 W, and the duty cycle is 25%. It is found that 

with a pulse frequency of 100 kHz (pulsed period of 10 μs), electron temperature 

increases gradually in the active glow, and plasma density is almost constant within one 

pulse cycle. Both electron temperature and plasma density are close to those of cw 

plasma with power of 500 W. This is because the pulse period is too short for plasma 

density and electron temperature to respond to power modulation. As the pulse period 

increases (pulse frequency decreases), both electron temperature and plasma density   

follow the power modulation. 
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Figure 2.12 Time evolution of plasma density, electron temperature, and excited atom (4s and 4p) densities 
for different periods t for a time-average power of 500 W and a duty ratio of 25%: (a) t=10 μs; 
(b) t=100 μs; (c) t=1000 μs [91]. 

 

Hebner and Fleddermann [98] experimentally investigated the time evolution of   

electron density and plasma potential in a pulsed argon plasma, as shown in Figure 2.13. 

In Figure 2.13(a), time-resolved ne is shown as a function of duty cycle. The duty cycle 

was 10, 30, 50, and 70% for a constant peak RF power of 300 W and the pulse frequency 

of 10 kHz. It is found that with low duty cycle (10%), ne cannot reach the steady state at 

the end of active glow. For duty cycle larger than 50%, a plateau of ne can be observed, 

and the value of ne at the plateau is as the same as that of cw plasma with the same power. 

Figure 2.13(b) shows the effect of peak power on ne. The peak power is 165, 190, and 

290 W for a constant duty cycle of 30% and a pulse frequency of 10 kHz. It can be seen 
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that ne. cannot reach the plateau at the end of active glow for all of the three powers. 

That’s because with the duty cycle of 30%, the duration of active glow is too short for the 

plasma to reach the steady state. In figure 2.13(c), the peak power and duty cycle are 

fixed at 300W and 50%, while the pulse frequency is varied from 5 kHz to 20 kHz. The 

electron density can reach the steady state with the pulse frequency of 5 kHz and 10 kHz. 

With the pulse frequency of 20 kHz, electron density cannot reach steady state because 

the active glow period is too short. 

 

Figure 2.13 Time dependent electron density in an argon plasma as a function of (a) duty cycle, (b) peak 
RF power, and (c) pulse repetition frequency. In all cases, the pressure was 20 mTorr [98]. 
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Electronegative gases such as Cl2, SF6 and CF4 are widely used in semiconductor 

industry for plasma etching [73]. The dynamics of pulsed electronegative plasmas are 

much more complicated than that of electropositive plasmas because of the presence of 

negative ions [99, 100]. Ion-ion plasma formation during the afterglow of pulsed 

electronegative plasma has been reported [101-107]. The dynamics of pulsed 

electronegative plasmas including Cl2 [94, 99, 106, 108-116], SF6 [117, 118], O2 [119-

122] and CF4 [115, 123] have been extensively studied by many researchers. 

Midha and Economou reported one dimensional simulation results of pulsed Cl2 

plasma in an ICP source [99]. Figure 2.14 shows the time evolution of the densities of 

different species and electron temperature at the central plane of the reactor. The plasma 

source is pulsed with a period of 100 μs and duty cycle of 50%. The peak power is 320 W 

and the pressure is 20 mTorr. The simulation results match other researchers’ 

experimental results very well [50, 106, 108]. 

In Figure 2.14, during early active glow period (0–15 µs), once the power is 

turned ON, Te increases much more sharply compared with electropositive plasma 

(Figure 2.12(b)). That’s because, in pulsed electronegative plasma, there are very few 

electrons remaining at the beginning of active glow due to the high loss rate of electrons 

by attachment and diffusion to the wall in the afterglow of the previous pulse cycle. On 

the other hand, ion-ion plasma is formed during the afterglow of last pulse period. 

Electrons can diffuse freely in ion-ion plasma according to the equation of the ambipolar 

electron diffusivity Dae in an electronegative plasma given by Ref. [99, 100]: 

                                          𝐷𝐷𝑎𝑎𝑎𝑎 ≈ � 1+2(𝑛𝑛𝑛𝑛/𝑛𝑛𝑒𝑒)
[(𝜇𝜇𝑛𝑛/𝜇𝜇𝑒𝑒)+1]+2(𝑛𝑛𝑛𝑛/𝑛𝑛𝑒𝑒)

� 𝐷𝐷𝑒𝑒,    (2.1) 
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where  𝑛𝑛𝑛𝑛 and 𝑛𝑛𝑒𝑒 are density of negative ions and electrons, respectively. 𝜇𝜇𝑛𝑛 and 𝜇𝜇𝑒𝑒 are 

mobility of positive ions and electrons, respectively. 𝐷𝐷𝑒𝑒 is free electron diffusivity. For 

ion-ion plasma, 𝑛𝑛𝑛𝑛 ≫ 𝑛𝑛𝑒𝑒 and 𝐷𝐷𝑎𝑎𝑎𝑎 ≈ 𝐷𝐷𝑒𝑒 , indicating that electrons diffuse freely, leading 

to a small electron density at the central plane of the reactor. The high Te at the beginning 

of active glow promotes ionization and ne starts to increase. The positive ion density also 

starts to increase by ionization. The sheath starts to form and the negative ions are 

squeezed towards the center of the plasma by the ambipolar field. In the meantime, 

negative ions are lost by detachment, leading to a minimum value of negative ions in the 

early active glow. Although the loss rate of negative ions by detachment is larger than the 

production rate of negative ions by attachment, the negative ion density increases at the 

center of the plasma in the active glow because they are squeezed towards the center of 

the plasma. (Figure 2.15, top) This mechanism have been theoretically studied by 

Kaganovich et al. [124, 125]. 

 During the late active glow (15–50 µs), ne, Te and np reach a quasi-steady state. 

Negative ions are confined in the bulk plasma, forming an electronegative core which is 

surrounded by a region which is dominated by electrons and positive ions, followed by a 

sheath region in which only positive ions and much fewer electrons are present.  

During the early afterglow (50–75 µs), once the power is turned OFF at t = 50 µs, 

Te starts to decay sharply by inelastic collision and ambipolar diffusion to the wall. The 

decay rate of Te slows down once Te is below the inelastic collision threshold. As Te keeps 

decreasing, the plasma sheath starts to collapse, and negative ions start to diffuse freely to 

the wall. (Figure 2.15, bottom) ne also starts to decrease due to attachment and diffusion 

to the wall with a slower decay rate compare to Te. However, negative ions are generated 
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by dissociative attachment at a high reaction rate because dissociative attachment has its 

peak cross-section at low Te, making the plasma more and more electronegative [116]. At 

the end of this period, an ion-ion plasma forms. 

During the late afterglow (75–100 µs), an ion-ion plasma is formed. Electrons are 

no longer trapped in the plasma and are lost to the wall by diffusion. (Figure 2.15, bottom)  

Positive and negative ions become the dominant charged species in the plasma and decay 

slowly by ion–ion recombination and diffusion to the wall. Since electron density is 

extremely low at the end of afterglow, it is very challenging to re-ignite plasma at the 

beginning of the next pulse cycle. 

 

Figure 2.14 Time evolution of species densities and electron temperature predicted by a pulsed plasma 
model in chlorine. Only the major ion Cl2

+ density is shown (Cl+ is not included) [99]. 
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Figure 2.15 Predictions of a model of a pulsed CCP chlorine plasma. (top) Space and time evolution of the 
negative-ion Cl− density during the first 20 µs of the active glow. (bottom) Space and time 
evolution of negative ion and electron densities during the first 20µs of the afterglow [99]. 
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 Applications of pulsed plasma 2.4

By tuning the operating parameters such as pulse frequency and duty cycle, the 

averaged plasma proprieties can be manipulated, which gives more flexibility in plasma 

processing. The potential benefits of pulsed plasma for plasma etching will be discussed 

in this section. 

2.4.1 Control of plasma chemistries  

Samukawa et al. [126-134] studied polycrystalline silicon etching in pulsed 

halogen-containing plasmas. They demonstrated that better uniformity, anisotropy, 

selectivity, lesser damage and more precise critical dimension control could be obtained 

by using pulsed plasma. In particular, pulsed electronegative plasma can also reduce or 

eliminate undesirable etching anomalies (such as notching) caused by differential 

charging in features by injecting negative ions into the feature to neutralize the positive 

charges [127-129, 131, 132, 135-138]. For example, they measured the etching rate of 

polycrystalline Si and SiO2 in a pulsed Cl2 plasma in an electron cyclotron resonance 

(ECR) plasma as a function of pulse width and pulse interval (duration of afterglow) and 

compared them with those obtained in a cw plasma [138]. The pressure is 1 mTorr and 

the peak power is 1 kW. Figure 2.16 shows the etching rate of Si and SiO2 as a function 

of the pulse interval with the duty cycle fixed at 50%. The pulse interval of 0 μs 

corresponds to cw plasma. In this figure, it is found that with pulse interval less than 50 

μs, the etching rate of Si is larger than 50% of that in cw plasma. As the pulse interval 

exceeds 50 μs, the etching rate of Si equals 50% of that in a cw plasma. That’s because 

with pulse interval less than 50 μs, density of ions with energy of more than a few eV 
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does not decay too much during power OFF period, etching of Si can still happen even 

with power turned OFF. When the pulse interval is more than 50 μs, ion density will 

decay to a small value that cannot sustain etching of Si. Since etching of SiO2 requires 

high ion energy and cannot happen during power OFF period, etching rate of SiO2 in 

pulsed plasma is 50% of that in cw plasma and is independent of pulse interval. The 

selectivity of Si over SiO2 can be manipulated by tuning the pulse interval. 

 

Figure 2.16 Variation of poly-Si and SiO2 etching rates with pulse interval for a constant 50% duty cycle 
[138]. 

 

Samukawa et al. measured the dependence of the F/CF2 radical density ratio in 

CHF3, C2F6 and C3F8 gases on the pulse width, as shown in Figure 2.17 [139]. It is found 

that as the pulse width increases with a fixed pulse interval (10 µs), the duration of 

dissociation processes increases, leading to an increased F/CF2 radical density ratio. 

However, the polymer deposition rate in C2F6 and C3F8 plasma is much higher than in 



36 
 

CHF3 plasma, because of the larger amount of CF2 radicals, leading to a higher etching 

selectivity of SiO2 over Si. 

 

Figure 2.17 F/CF2 radical density ratio in pulsed CHF3, C2F6 and C3F8 plasmas as a function of pulse width 
for a constant 10 μs pulse interval [139]. 

 

 
Sugai et al. reported that by changing the duty cycle of pulsed CF4/H2 plasmas, the 

density ratio CFx/F (x=2,3)  can be controlled, which enables control of selectivity of 

etching Si over SiO2, or SiO2 over Si with reasonable etching rate [140]. Figure 2.18 

shows averaged absolute values of CFx densities obtained by mass spectrometry and the 

averaged relative density of F atom by actinometry as a function of active glow duration 

with afterglow fixed at 15 μs. In this figure, it is found that as the duration of active glow 

decreases, the density of all radicals decreases with different time constants. In particular, 
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the F density decreases faster than CF2 and CF3, leading to a larger density ratio of CFx/F 

(x=2,3) with decreasing duration of the power ON time .  

 

Figure 2.18 (a) The absolute CFx density and the relative F density, and (b) the normalized density ratio 
CFx/F as a function of the RF-on time. Toff = ∞ corresponds to the continuous mode. The 
measurements were done at the position 12.5 cm above substrate [140]. 

 

Figure 2.19 (a) shows the etching rate of SiO2 and Si in 50% CF4/50% H2 pulsed 

plasma as a function of the duration of active glow. The duration of afterglow is fixed at 

15 µs.  The pressure is 10 mTorr and the peak power is 0.76 kW. In this figure, etching 

rate of SiO2 and Si increase with increasing power ON period. However, etching rate of 

SiO2 increases much slower than that of Si, resulting in a decreased etching selective of 

SiO2/Si. Figure 2.19 (b) shows the etching rate of SiO2 and Si as a function of the 

duration of afterglow period. The duration of active glow is fixed at 20 µs. It is found that 
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etching rate of SiO2 and Si monotonically decreases with increasing afterglow period. 

The etching rate of SiO2 decreases slower than that of Si, leading to an increased 

selectivity of SiO2/Si. 

 

Figure 2.19 Etch rates of SiO2 and Si and the selectivity as a function of (a) RF-on time for Toff = 15 µs and 
(b) RF-off time for Ton = 20 µs. P = 0.76 kW, 10 mTorr of 50% CF4/50% H2, Vdc=2400 V, 
z=9 cm, and Tw=100 °C [140]. 

 

Pulsed bias with cw source power can be used to reduce plasma-induced damage 

(PID) during plasma etching [100, 108]. In this configuration, ions with high 

energybombard the substrate only when the bias is ON to achieve anisotropic etching. 

Surface damage is reduced because ion bombardment time is reduced compared with 

continuous bias. During bias OFF period, plasma is still ON to produce reactants that re-

saturate the surface. Plasma etching is alternating between anisotropic etching with ion 
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bombardment and surface saturation without ion bombardment, with reduce surface 

damage.  

Pulsed bias is also believed to be a promising method to address aspect ratio 

dependent etching (ARDE). ARDE is due to the fact that the transport mechanisms of 

neutrals and ions inside microfeatures are different. The distribution of incident angles of 

neutrals is isotropic. However, the sidewall of the feature can block the diffusion of 

neutrals due to the so-called “shadowing effect,” leading to a larger flux of neutrals at the 

bottom of the larger feature. Some of the neutrals can reach the bottom of the feature by 

reflecting from the sidewalls without reacting, through a well-known mechanism called 

“Knudsen transport”. The flux of neutrals at the bottom of the feature is limited by such 

Knudsen transport mechanism and shadowing effect, which depends on the aspect ratio 

of the feature. Ion flux, however, is limited by differential charging, which can deflect or 

slow down bombarding ions before they reach the bottom of the feature [141, 142]. It has 

been shown that ARDE can be reduced by controlling ion/neutral ratio [143], which can 

be accomplished by using pulsed bias. 

2.4.2 Extraction of negative ions in pulsed electronegative plasma 

It is desired to extract negative ions out of plasma and onto the wafer to reduce 

charging effect which can cause profile distortion, such as notching, bowing, and micro-

trenching during etching [144-147]. The mechanism of reducing differential charging in 

microfeatures by negative ions is well understood [148, 149]. Positive and negative ions 

have similar mass, so the fluxes of both positive and negative charges arriving at the 

substrate are similar. Differential charging on the sidewall of the trench can thus be 
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reduced. However, with cw bias applied on the substrate to enhance the etching rate, a 

capacitively coupled plasma may be ignited during the afterglow. Electrons are heated by 

such capacitive power and a plasma sheath is formed. Negative ions are confined by the 

plasma sheath and cannot reach the substrate. 

Malyshev and Donnelly [60] investigated the dynamics of pulsed Cl2 plasma in an 

ICP source with continuously RF bias applied on the sample stage. They found that in the 

late afterglow, the RF bias can sustain the plasma by a capacitively coupled discharge. 

Subramonium and Kushner [113, 150] conducted simulations using the same conditions 

and captured the experimental results of Malyshev and Donnelly, as shown in Figure 1.9. 

It is found that during the active glow and early afterglow, the temporal behaviors of ne 

and Te are almost same with and without RF bias applied on the sample stage. At the 

beginning of afterglow, both ne and Te decay quickly once the power is turned OFF. 

Without bias, ne and Te  reach a very small value in the late afterglow. However, in the 

presence of RF bias, Te  turns around after 20 µs into the afterglow and ne decays to a 

value that is higher than that without RF bias. That’s because the power is distributed in a 

small number of electrons, leading to a relatively high Te, and in turn causing the 

production rate of electrons by ionization to exceed the loss rate by attachment and 

diffusion to the wall. In the late afterglow, the plasma is sustained by the RF bias power 

and ne reaches a steady state. They also found that with larger RF bias power, the 

capacitive mode occurs earlier. 

Malyshev and Donnelly concluded that a bias using a high RF frequency would 

sustain a plasma, preventing negative ions from reaching the substrate. In order to allow 

negative ions to reach the substrate, a low RF frequency bias may be used. However, the 
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low RF frequency bias will broaden the ion energy distribution (IED). This  is supported 

by Samukawa’s experiments [151], where the etching rate of polysilicon in Cl2 pulsed 

microwave plasma with continuous RF bias as a function of the RF frequency was 

investigated. It was found that with 600 kHz RF bias, the etching rate was greatly 

enhanced compared to that with no bias applied. However, the etching rate did not 

increase with the application of 2 MHz RF bias. That’s because 2 MHz RF power would 

ignite a plasma, forming a sheath that prevents negative ions from reaching substrate 

surface to reduce charging effect. 

 

Figure 2.20 Temporal dynamics of electron temperature and electron density in (a) absence of bias and (b) 
presence of bias in Cl2 ICP plasma. Sheath heating during the late after-glow leads to a 
capacitive discharge with higher electron temperature [113]. 
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 Kanakasabapathy et al. [152] reported that by applying RF bias in the afterglow 

of a pulsed plasma, positive and negative ions can be extracted out of the plasma and 

onto the substrate. In their experiment, they applied a low frequency RF bias (20 kHz) 

with a peak voltage of 225 V on the substrate in the afterglow of a pulsed Cl2 plasma. 

The plasma was pulsed at 1 kHz with a duty cycle of 50%.  The positive ions (denoted as 

letters in the figure below) are extracted during the cathodic half of the RF cycle and the 

negative ions (denoted as numbers) are extracted during the anodic half, as shown in 

Figure 2.21. 

 

Figure 2.21 Mass spectrometer signals for (a) Cl2
+ and Cl-, and (b) applied bias voltage measured in a 1 

mTorr, 5 sccm Cl2 ICP plasma. The bias operates at an excitation frequency of 20 kHz with a 
peak voltage of 225 V [152]. 
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2.4.3 Atomic layer etching (ALE) 

Pulsed plasmas may find application in atomic layer etching (ALE). Atomic layer 

etching has been studied for more than 25 years. It was first reported by Meguro et al., 

using an electron beam to etch GaAs with Cl2 absorbed on the surface [153]. Maki and 

Ehrlich, used an excimer laser instead of electron beam to etch GaAs with Cl2 gas [154]. 

Sasaue et al. used ion bombardment to remove silicon with F atoms absorbed on the 

surface, but they found that the etching rate per cycle was less than a monolayer [155]. 

Atomic layer etching of silicon with one monolayer etched per cycle was first reported by 

Athavale and Economou. [156] They also studied the mechanism of atomic layer etching 

of silicon using molecular dynamics simulation [157]. According to their study, atomic 

layer etching consists of four consecutive steps, as shown in Figure 2.22: 

(1). A clean single crystal silicon surface is exposed to chlorine gas and forms a 

monolayer of chlorine by chemisorption. It should be noted that the gas is turned ON 

only during this step and that chemisorption is self-limiting. It means that once all 

available surface sites are occupied, chemisorption stops. Only one monolayer of chlorine 

is formed on an intact crystalline silicon surface.  

(2). The reactor chamber is evacuated, so that only the chlorine which is 

chemisorbed on the surface of silicon in step (1) can be involve in subsequent reaction.   

(3). Use Ar+ ion beam to bombard the chlorine modified surface. During this step, 

adsorbed gas react with underlying solid and a monolayer of the solid is removed. This 

step is also expected to be self-limiting. Ar+ bombardment only removes the surface layer 

of silicon which is bonded to the chemisorbed chlorine. Once the top chlorinated layer is 
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removed, ion bombardment does not react or sputter the underlying silicon layer 

(selectivity). This step is best executed with monoenergetic Ar+ ions. 

(4). The etching product during step (3) is pumped out of the chamber, 

completing one cycle of etching. The cycle can be repeated to etch the desired number of 

monolayers. 

 

Figure 2.22 Schematic of the ALET process. The filled circles represent Cl atoms; the open circles 
represent Si atoms, and + represent Ar+ ions [156]. 

 

This approach of atomic layer etching requires very long time for each cycle 

(~150 s) [158]. Even though pulsed gas valves and fast switching mass flow controllers 
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have well developed, the process is still too slow to be widely used in manufacturing 

[159-161]. 

A new method of atomic layer etching was proposed by Economou and Donnelly, 

as shown in Figure 2.23 [100, 108]. The main plasma can be switched between 

continuous wave (cw) mode and pulse mode. The duration of cw and pulse mode is 1 s 

and 0.5 s, respectively (“RF Main” in Figure 2.23). During the pulsed mode, an auxiliary 

source can be employed to help sustaining the plasma (“RF AUX” in Figure 2.23). When 

the main plasma is operated in cw mode with halogen containing gas, a self-limiting 

halogenated layer is formed on the surface without etching since the ion energy is below 

the ionassisted etching threshold. Once the surface of silicon is halogenated, the main 

plasma is switched to pulse mode with synchronous DC (“Pulse DC-1” in Figure 2.23) 

bias or cw DC bias (“Pulse” DC-2 in Figure 2.23) on the top boundary electrode. 

Monoenergetic ions are formed and bombard the halogenated silicon surface, removing 

the layer of halogenated silicon. Since the ion energy is monoenergetic with narrow 

energy spread, ions will only sputter away the halogenated layer without damaging the 

silicon under the top layer. Compared with the traditional atomic layer etching, this 

method can overcome the problems of slow etching cycle time and substrate damage.  
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Figure 2.23 Schematic of the fast ALET process with pulse plasma and pulsed bias [100, 108]. 

 

Atomic layer etching of Si and SiO2 using Cl2/Ar plasma was reported by 

Gottscho et al. They used Lam Research’s commercial etching tool 2300 Kiyo plasma 

etching chamber with a transformer coupled plasma source [162]. By changing bias 

voltage from 0 V to 120 V, they could achieve etching depth per cycle of 5 A to 20 A for 

silicon and 0 A to 2 A for SiO2, as shown in Figure 2.24. They also reported that by using 

atomic layer etching, they can achieve infinite selectivity of single crystal silicon to 

thermal silicon oxide, which cannot be obtained by using continuous plasma, as shown in 

Figure 2.25. 
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Figure 2.24 Etching depth per cycle (EPC) for silicon (open circles) and silicon oxide (solid circles) as a 
function of RF bias [162]. 

 

Figure 2.25 Selectivity of single crystal silicon to thermal silicon oxide as a function of RF bias voltage. 
ALE results (full circles) and continuous process results (open circles) are compared [162]. 

 

Oehrlein et al. [163] reported atomic layer etching of SiO2, with selectivity over 

Si, using fluorocarbon gas [164]. They injected a defined number of C4F8 molecules in a 

steady-state Ar plasma to form a fluorocarbon (FC) layer, and applied synchronized bias 

to enable Ar+ bombardment to induce reaction of SiO2 with the fluorocarbon layer, 
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thereby etching SiO2. Surface characterization was done using XPS and in-situ 

ellipsometry.  

Figure 2.26 shows a typical thickness evolution of the SiO2 layer. Initially, Ar 

plasma is operated in cw mode for 10 seconds. Then C4F8 gas is injected into the steady-

state Ar plasma for 1.5s. Fluorocarbon (FC) layer with a thickness of 5 A is formed on 

the surface of SiO2 during the remaining 8.5 s of Ar plasma. After 10 seconds, a small RF 

self-bias voltage (5, 10, and 15 V) is applied for 35 s, yielding maximum ion energies of 

20, 25, and 30 eV. Ar+ ions bombard the SiO2 surface modified by the fluorocarbon (FC) 

layer, etching the SiO2 film. Physical sputtering of the unmodified SiO2 with such low 

ion energies is negligible. Within one cycle, the etching rate of SiO2 decreased from 1.3 

A/s to 0.2 A/s as the fluorocarbon (FC) layer was removed, as measured by in-situ 

ellipsometry, as shown in Figure 2.27. They also obtained selective etching of SiO2 over 

Si by using C4F8 and CHF3 gas, as shown in Figure 2.28. 

 

Figure 2.26 Example of thickness evolution during eight cycles of a SiO2 ALE process [163]. 

 



49 
 

 

Figure 2.27 Thickness changes of SiO2 during one cycle for two thicknesses of deposited FC layer 
achieved by changing the C4F8 pulse time from (a) 1.5 s to (b) 3 s. The FC pulse is injected at 
the beginning of the deposition step. Bias is applied Eight seconds after the pulse ends [163]. 

 

Figure 2.28 Thickness removal during the cycle as determined by ellipsometry for ALE of Si and SiO2 
using C4F8 and CHF3 at 25 eV ion energy and 40 s etching step length [164]. 
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 Plasma ignition delay 2.5

Ignition delays in pulsed CF4/Ar ICPs in the absence of a Faraday shield have 

been reported by Wang et al. [165], and attributed to a capacitive-to-inductive (E-H) 

mode transition. Tuszewski [166] reported instabilities in low-pressure electronegative 

discharges. Liebermann [167] and Chabert [130, 168] subsequently showed, using a 

global model, that these instabilities were a result of E-H transitions. E-H transition 

instabilities were attributed to differences in the production/loss rate of electrons and 

negative ions, causing the plasma to oscillate between inductive and capacitive discharge 

modes. Electron density builds up rapidly due to ionization and a quasi-equilibrium 

‘inductive’ state (high electron density) of discharge is attained. Negative ion density 

continues to increase at a much slower rate, disturbing the equilibrium. Electrons are then 

lost rapidly due to attachment and the discharge operates in a quasi-equilibrium low 

electron density ‘capacitive’ mode. Negative ions are lost at a much slower rate until the 

inductive mode is re-established [130, 167, 168]. In the present work, the observed 

ignition delay in the tandem plasma system was not caused by an E-H mode transition 

since both plasma sources were equipped with a Faraday shield that precluded the E 

mode of the discharge.  
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CHAPTER 3 

EXPERIMENTAL SETUP 
 

 Plasma source  3.1

Figure 3.1 shows a schematic of the experimental apparatus, consisting of two co-

axial (tandem) inductively coupled plasma (ICP) sources. The main ICP (lower plasma) 

was powered by a 3-turn spiral coil in a 17.8 cm long, 8.6 cm inside diameter water-

cooled Al2O3 tube [24, 89]. The discharge tube was connected to a cubical stainless steel 

chamber through a water-cooled adaptor flange. The 5.08 cm-diameter water-cooled 

stainless steel sample stage had a 2.64 cm-diameter hole in the center, allowing a 

Langmuir probe to pass through. An auxiliary ICP (upper plasma) was ignited by a 11.5-

turn coil in a 33 cm long, 7.94 cm inside diameters water-cooled Al2O3 tube through an 

L-type matching network. The two ICPs were powered individually, each using a 

separate radio frequency (RF) power amplifier (ENI, model A500) driven by a function 

generator (Hewlett-Packard 3325A). Forward and reflected power was monitored by in-

line power meters (Bird, model 43). The main ICP was powered at 13.56 MHz and the 

auxiliary ICP was powered at 13.26 MHz. The 300 kHz difference in frequency between 

the two sources is large enough that noise in the electronics, including the Langmuir 

probe signal, due to RF pickup on wires and ground loops are not a serious problem, yet 

13.26 MHz is close enough to 13.56 MHz that the RF chokes in the Langmuir probe 

(designed for 13.56 MHz) still provide some blockage of any residual small RF currents 

collected at the fundamental and harmonics so that the probe provides reliable results. 
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Nonetheless, there is some added noise when both sources are operated, due to this effect. 

Faraday shields on the outside cylindrical surfaces of the alumina tubes of both ICPs 

minimized capacitive coupling between the coils and the plasmas. The Faraday shields 

were electrically grounded. A biasable “boundary electrode” was placed on the top of the 

upper source with a quartz window 100 mm in diameter. A Kepco bipolar DC power 

supply was used to provide DC bias up to ± 100 V. 

The plasma sources were separated by a 9.53 cm-diameter grounded grid. Three 

different grids were used: Grid A used for Cl2 and Ar plasma was made of woven 

tungsten wire, and was 90% transparent with square holes 2.4 mm on a side. Grid B was 

also made of woven tungsten wire, and was 81% transparent with 230 μm square holes. 

Grid C, used for SF6, CF4/O2 and O2 plasmas, was made of woven stainless steel wire 

(tungsten would be etched in F atom containing plasmas) and was 68.9 % transparent 

with 2.1 mm square holes. This arrangement allowed cross-talk between the two plasmas 

depending on their relative plasma potentials, Vp [169]. The grid also provides additional 

grounded surface in the plasma to help minimize changes in the plasma potential during 

Langmuir probe measurements when large electron currents are drawn.  

Process gas was injected through a hole in the boundary electrode at the upper end 

of the auxiliary ICP and was pumped through the lower end of the main ICP by a 300 l/s 

turbomolecular pump (EBARA ET300WS) backed by a dry pump (Edwards IH80). The 

base pressure was in the low 10-6 Torr range, as measured by an ion gauge (JC Controls 

IG4500). The operating pressure (set by a throttle valve) was monitored by an MKS 629 

(0.1 Torr full scale) capacitance manometer.  
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Figure 3.1 Schematic of the experimental apparatus with dual tandem inductively coupled plasma (ICP) 
sources. The auxiliary (upper) ICP is separated from the main (lower) ICP by a metal grid. 

 

 Operating conditions 3.2

3.2.1 Operating conditions for controlling EEDF in continuous wave Ar plasma 

During the experiments of controlling EEDF in continuous wave Ar plasma, the 

flow rate of Ar gas was 80 standard cm3/min (sccm). The pressure was maintained at 10 

mTorr, 20 mTorr or 40 mTorr by a throttle valve. The boundary electrode was either 

grounded or biased with 90 V DC. Both plasmas were powered in continuous wave mode. 

The main ICP in which the EEPFs were investigated was supplied with 500 W of 13.56 

MHz RF power. The auxiliary ICP was operated with a power of 100 W at 13.26 MHz.  
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3.2.2 Operating conditions for controlling the EEDF in pulsed Ar plasma 

For the study of controlling EEDF in pulsed Ar plasmas, the flow rate of Ar gas 

was 80 sccm.  For a measured pressure of 14 mTorr at the center of the lower plasma, the 

pressure at the center of the upper plasma was estimated to be 16 mTorr.  The 13.56 MHz 

power supplied to the main ICP in which the EEDFs were investigated was pulsed at 10 

kHz (100 µs pulsed period) with a duty cycle of 20% (20 µs power on, 80 µs power off).  

The nominal time-averaged power to the main plasma was 100 W.  The auxiliary plasma 

was operated in a continuous wave (cw) mode with a power of 500 W at 13.26 MHz. The 

sheath thickness near the grid was estimated to be ~200 μm, which is much smaller than 

the holes of the grid A used to separate the two sources.    

3.2.3 Operating conditions for studying ignition delay in pulsed electronegative 

plasmas 

For the studies of ignition delay in pulsed electronegative plasmas, the following 

working gases were employed: 25 sccm, Matheson 99.99% purity Cl2, 25 sccm SF6, 30 

sccm O2, or 30 sccm Matheson 80% CF4/20% O2). The pressure drop between the center 

of the upper source and the center of the lower source was estimated to be ~ 2 mTorr for 

Cl2 gas. The power supplied to the main ICP was pulsed at a frequency of 1 kHz (1000 μs 

pulse period), with variable duty cycle. The auxiliary ICP was powered continuously with 

a given power. Base case conditions (Table 3.1) were: pressure = 5 mTorr, peak power to 

the main ICP = 500 W (13.56 MHz), and continuous wave (cw) power to the auxiliary 

ICP = 500 W (13.26 MHz).   
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Table 3.1 Base case parameters and range investigated 
 
Parameter Base case Range Investigated 
RF frequency of main ICP 13.56 MHz  
RF frequency of auxiliary 
ICP 13.26 MHz  

Pulse frequency of main ICP 1 kHz  
Gas flow rate  25 sccm  
Pressure 5 mTorr 2.5 ~ 20 mTorr 
Duty cycle of pulsed main 
ICP 99 % 20 % ~ 99.9 % 

Peak power of pulsed main 
ICP 500 W 100 W~ 500 W 

CW power of auxiliary ICP 500 W 100 W ~ 500 W 

Metal grid  (A) 
(A) 2.4 mm holes, 90% transparency 
(B) 230 µm holes, 81% transparency 
(C) 2.1 mm holes, 68.9% transparency 

 

 Plasma diagnostics 3.3

3.3.1 Langmuir probe 

Langmuir probes (LP) are widely used to measure plasma parameters such as 

plasma density, electron temperature, plasma potential, and the electron energy 

distribution function (EEDF). A Langmuir probe consists of a bare wire or metal disk, 

which is immersed in the plasma. By ramping a bias voltage on the probe with respect to 

a reference electrode, an I-V curve is collected, which can be used to determine plasma 

parameters. 

A Langmuir probe (Scientific Systems Smartprobe, with modifications to reduce 

the probe size, as discussed in ref. [170]) was used to measure electron and positive ion 

densities (ne and n+), electron temperature (Te) and the electron energy probability 

function (EEPF). The cylindrical tungsten probe tip had a diameter of 0.18 mm and an 
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exposed length of 2 mm for Ar plasmas and 6.5 mm for chlorine plasmas. A reference 

electrode and RF chokes minimized distortion of the I–V characteristic due to any 

residual oscillations of the plasma potential. Fast data acquisition electronics enabled 

averaging of 100s of I-V characteristics (at a given location and for given plasma 

conditions) to reduce noise. Plasma parameters (ne, n+, and Te) were obtained by different 

procedures depending on the plasma electronegativity (α=n-/ne). For a highly 

electronegative plasma (α ≥ 1000) that formed during the afterglow period, the plasma 

parameters were obtained by fitting the I-V curve and its second derivative using the 

procedure outlined by Bredin et al. [171] (see Appendix). 

For plasmas with low electronegativity or electropositive plasma (argon), ne and 

Te were extracted from the EEPF. The EEPF is given by fp(ε) = ε-1/2 f(ε), where f(ε) is 

obtained from the second derivative of the probe electron current Ie [1], written as 

                                            𝑓𝑓(𝜀𝜀) = 2𝑚𝑚𝑒𝑒
𝑒𝑒2𝐴𝐴 �

2𝜀𝜀
𝑚𝑚𝑒𝑒

 𝑑𝑑2𝐼𝐼𝑒𝑒/𝑑𝑑𝑉𝑉2.    (3.1) 

In eq. (3.1),  𝑚𝑚𝑒𝑒 is the electron mass, 𝐴𝐴 is the probe exposed area, and 𝑒𝑒 is the elementary 

charge. Voltage V is the applied probe voltage referenced to the plasma potential at the 

probe location. For a Maxwellian distribution of electron energies, a semi-log plot of fp(ε) 

vs. ε yields a straight line. The electron density (ne), and the average electron energy <ε> 

are calculated by integrating the electron energy distribution function f(ε) as   

           𝑛𝑛𝑒𝑒 = ∫ 𝑓𝑓(𝜀𝜀)𝑑𝑑𝜀𝜀∞
0  and      (3.2) 

         < 𝜀𝜀 > =  1
𝑛𝑛𝑒𝑒
∫ 𝜀𝜀𝜀𝜀(𝜀𝜀)𝑑𝑑𝑑𝑑∞
0 .     (3.3) 
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The effective electron temperature (Te) is computed as 2/3<ε>. The ion density is 

obtained using Laframboise’s orbital motion limited (OML) theory for a collisionless 

sheath [136] : 

                                            𝑛𝑛𝑖𝑖+ = 𝜉𝜉 �𝑟𝑟𝑝𝑝
λ𝑑𝑑

, 𝑉𝑉−𝑉𝑉𝑝𝑝
𝑘𝑘𝑇𝑇𝑒𝑒

� 𝐼𝐼𝑖𝑖
+

𝑒𝑒𝑒𝑒�
2𝜋𝜋𝑀𝑀𝑖𝑖
𝑘𝑘𝑇𝑇𝑒𝑒

 ,     (3.4) 

where 𝜉𝜉 is a correction factor that depends on a dimensionless potential and the ratio of 

cylindrical probe radius to plasma Debye length, I+ is the ion saturation current, and Mi is 

the ion mass.  

To obtain the spatial distribution of plasma properties, the probe was moved in the 

main ICP along the z-axis (Figure 3.1) from 120 mm below the grid (z = 200 mm) to 20 

mm below the grid (z = 300 mm). To obtain time-resolved plasma properties, the probe 

was operated in ‘boxcar’ mode using an external trigger signal. Plasma parameters were 

collected on the discharge axis (r = 0), in the main ICP, 110 mm (z = 210 mm) below the 

grid separating the two sources.   

3.3.2 Optical emission spectroscopy  

Optical emission spectroscopy is one of the basic tools used for plasma 

diagnostics. It can be used to identify and monitor the number density of different 

chemical species in plasma by measuring the intensity of light from the electronic 

transitions of atoms and molecules. It was first used in plasma etching application by 

Harshbarger et al. in 1977 [172]. 
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Optical emission spectroscopy was also used in this work to monitor key plasma 

species. A periscope consisting of two prisms was used to direct the light from the plasma 

to the entrance slit of a monochromator. The slit width was set to 1000 µm, which, with a 

1200 grooves/mm grating, provided a resolution of about 2 nm. Light dispersed by the 

grating was detected by a GaAs photomultiplier tube (RCA C31034). The current output 

of the photomultiplier tube was measured as a voltage across a 3 kΩ load resistor, using 

an oscilloscope. The time constant of the detector circuit was estimated to be ~ 0.3 µs, 

which is much smaller than the observed rise time of the plasma emission signal (10 µs). 

Atomic emission lines of Cl (837.5 nm; 4p 4Do → 4s 4P), O (777.1 nm; 3p 5P → 3s 5So), 

and Ar (750.4 nm, 2p1 Paschen series) were used to monitor the ignition and extinction of 

pulsed chlorine, oxygen, and argon plasmas, respectively. F emission at 685.6 nm (3p 4Do 

→ 3s 4P) was used to monitor fluorine-containing (SF6 and 80% CF4/20% O2) plasmas.  
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CHAPTER 4 

SYNERGISTIC BEHAVIOR OF DUAL TANDEM INDUCTIVELY 

COUPLED PLASMAS OPERATED IN A CONTINUOUS WAVE MODE  

In this chapter, synergistic behavior of the dual tandem ICPs operated in 

continuous wave (cw) mode is discussed. Langmuir probe measurements were carried out 

in the main ICP. Spatial plasma parameters such as plasma potential, plasma density and 

EEPFs in the main ICP were obtained as a function of gas pressure and bias applied to a 

boundary electrode.  

 Spatial distribution of plasma potential (Vp)  4.1

The spatial distribution of plasma potential Vp at 10 mTorr was measured by 

Langmuir probe with only the main ICP on, and both ICPs on, with and without 90 V 

boundary electrode bias, as shown in Figure 4.1. The highest Vp is at the center of the 

main ICP without any applied bias on the boundary electrode. It is seen that Vp is higher 

with both plasmas ON. That’s because the grid opening size (2.4 mm) is much larger than 

the sheath thickness (~300 µm by Child Law). At the center of the grid opening, Vp is 

~16 V (Figure 5.4). The grid then acts as a boundary electrode which is biased with 

positive voltage, shifting the Vp of the main ICP when both plasmas are powered.  When 

a 90 V bias is applied on the boundary electrode, Vp is shifted to a higher value. The 

mechanism of shift in Vp with applied bias on a boundary electrode is well understood 
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[173-175]. Electrons are extracted by the positive bias, resulting in an increase in Vp; thus, 

all but the highest energy electrons will be confined in the plasma. 

200 220 240 260 280 300
0

5

10

15

20

25

30
Main ICP only
Both ICPs on

V p 
(V

)

Z (mm)

(a)

200 220 240 260 280 300
0

20

40

60

80

100

120

140
Main ICP only
Both ICPs on

V p 
(V

)

Z (mm)

(b)

 

 

 
 
Figure 4.1 The plasma potential (Vp) profile along z axis in the main ICP chamber with/without 

90 V boundary electrode bias for main ICP only (500 W) and both ICPs on (auxiliary 
ICP power 100 W) at the pressure of 10 mTorr. (a): 0V bias. (b): 90V bias. 
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 Spatial distribution of plasma density 4.2

Figures 4.2 and 4.3 present space-resolved electron and ion (ne and ni) densities 

along the z axis of the main ICP at 10 mTorr with and without 90 V boundary electrode 

bias, respectively. The highest ne and ni were recorded at z = 240 mm. ni and ne differ by 

less than 20%. The plasma density with only the lower plasma ON is larger than with 

both plasmas ON. This is likely due to the net effect of bidirectional plasma transport 

through the metal grid. With a 90 V boundary electrode bias, ne and ni in the lower 

plasma increase substantially because of the shift in plasma potential, which results in 

better confinement of electrons. Without any boundary electrode bias, the plasma density 

drops when both plasmas are on. With both plasmas on, and with 90 V applied to the 

boundary electrode, ne and ni are higher than the summation of the densities when each of 

the sources is acting alone. That’s probably because, with 90 V bias applied on the top 

boundary electrode, the two plasmas become more isolated because the potential barrier 

between the plasmas is increased. Only electrons with very high energy in the auxiliary 

ICP can overcome the potential barrier and be injected into the main ICP. Such   

electrons cause ionization in the main ICP. The electron generation rate in the main ICP 

exceeds the loss rate by transport from the main ICP to the auxiliary ICP, leading to an 

increase in both electron and ion density in the main ICP. 
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Figure 4.2 The electron density (ne) profile along z axis in the main ICP chamber of argon discharge 
with/without 90 V boundary electrode bias at the pressure of 10 mTorr for main ICP only (500 
W), auxiliary ICP only (100 W) and both ICPs on. (a): 0 V bias. (b): 90 V bias.  
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Figure 4.3 The ion density (ni) profile along z axis in the main ICP chamber of argon discharge 
with/without 90 V boundary electrode bias at the pressure of 10 mTorr for main ICP only 
(500 W), auxiliary ICP only (100 W) and both ICPs on. (a): 0 V bias. (b): 90 V bias. 
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 Spatial distribution of electron temperature (Te)  4.3

The spatial distribution of Te for different pressures (10 mTorr, 20 mTorr or 40 

mTorr) and bias on the boundary electrode (0 V and 90 V) is presented in Figure 4.4. 

Bias on the boundary electrode did not have an effect on electron temperature for only 

the main ICP on, and for both plasmas on. In the middle (z = 240 mm) and top edge (z = 

300 mm) of the main ICP, Te with both ICPs on is the same as that with only the main 

ICP on. However, at the bottom edge of the main ICP (z = 200 mm), Te with both ICPs 

on is higher than that with only the main ICP on. As the pressure increases, the electron 

temperature decreases because the ion losses are reduced at higher pressure and the 

plasma can be self-sustained at lower Te. 

 Spatial distribution of EEPFs  4.4

EEPFs at the center of the lower plasma (z = 250 mm) at 10 mTorr with different 

boundary electrode bias are shown in Figure 4.5. The EEPFs are found to be typical bi-

Maxwellian. Without any bias on the boundary electrode, the low energy electrons are 

depleted. This is likely because low energy electrons in the main ICP are replaced by hot 

electrons injected from the auxiliary ICP. As the boundary electrode bias voltages 

increases, the low energy electron population also increases; with 90 V bias on boundary 

electrode, ultrahigh energy electron flux injected from auxiliary ICP to the main ICP 

prompts ionization process, producing more low energy electrons. A seemingly 

substantial enhancement in the total electron density occurs with increasing bias on 

boundary electrode, which is consistent with the electron density (ne) measurements. 
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Figure 4.4 The Te profile along z axis in the main ICP chamber with different boundary electrode bias and 
pressure for main ICP only and both plasma on. (a): 0V bias, 10 mTorr. (b): 0V bias, 20mTorr. 
(c): 0V bias, 40 mTorr. (d): 90V bias, 10 mTorr. (e): 90V bias, 20mTorr. (f): 90V bias, 40 
mTorr. The main ICP was operated at 500 W and the tandem ICP was operated at 100W. 
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Figure 4.5 EEPFs for main ICP only (500 W) and both plasmas on (Upper ICP power 100 W) with 
different boundary electrode at the position of 250 mm in the main ICP. (a): 0 V bias. (b): 20 V 
bias. (c): 40 V bias. (d): 55 V bias. The pressure is 10 mTorr with argon flow rate of 80 sccm. 
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 Hysteresis  of ion current with bias on boundary electrode  4.5

The evolution of I-V curves close to the grid (z = 300 mm, 20 mm below the grid) 

obtained from Langmuir probe as a function of the bias voltage applied to the boundary 

electrode was studied. I-V curves with different boundary electrode bias are shown in 

Figure 4.6(c). At high bias voltages, two steady states of ion saturation current are 

observed close to the grid, one with ~ 4X higher current than the other. However, the 

electron currents are identical.  

It was found that the ion saturation current exhibits hysteresis. As the bias voltage 

is increased, the ion current increases slowly up to ~95 V. At that voltage a sudden jump 

(by a factor of 3) is observed. As the bias voltage is decreased, the ion current slowly 

decreases down to ~40 V at which point it suddenly drops to the corresponding value 

recorded with ascending bias voltage. Figure 4.6(a) and Figure 4.6(b) show hysteresis 

behavior when only the upper plasma is on, and with both plasmas on, respectively.  

The hysteresis behavior of E mode to H mode transition in ICP has been reported 

by Liebermann et al. [176] They concluded that the hysteresis is because two modes of 

operation can exist in an ICP discharge, namely, a low-density mode knows as the E 

mode and a higher density mode known as the H mode. The transition between these two 

modes exhibits hysteresis. In our case, when boundary electrode bias is zero, only a small 

amount of ions that can overcome the potential barrier at the position of the grid will be 

injected from the auxiliary ICP to the main ICP. As the bias on boundary electrode 

increases, the plasma potential of auxiliary ICP increases and ions are accelerated 

towards the main ICP. When the bias on boundary electrode increase to ~95V, ions are 

extracted out of the auxiliary ICP into the main ICP, leading to a sharp increment in ion 
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current collected by Langmuir probe. In the meantime, high energy ions bombard the grid, 

causing secondary electrons emission form the grid, reducing the potential barrier near 

the grid [177]. As the boundary electrode bias decreases from 95 V, the energy of ions 

that are accelerated towards the main ICP decreases. However, ions can still overcome 

the potential barrier which is reduced by secondary electrons, resulting in a remaining 

large ion current collected by Langmuir probe until the boundary electrode bias decreases 

to ~40 V. 
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Figure 4.6 Ion saturation current as a function of boundary electrode bias for auxiliary ICP only and both 
ICPs on at the position of z=300 mm and I-V curve for both plasma on. (a): Upper ICP only. (b): 
Both ICPs on. (c): I-V curve for both plasmas on with different boundary electrode bias. 



69 
 

CHAPTER 5 

EXTERNAL CONTROL OF THE ELECTRON ENERGY DISTRIBUTION 

USING DUAL TANDEM INDUCTIVELY COUPLED PLASMAS  

In this chapter, an external control method to manipulate the EEPF in a pulsed, 

low pressure ICP plasma sustained in Ar at pressures of 15 mTorr is discussed. The 

reactor consists of two ICP sources in a tandem geometry separated by a grid. One of the 

ICPs is operated in a continuous wave mode while the other is operated in a pulsed 

plasma mode. Langmuir probe measurements were performed along the axis of the 

reactor in the main ICP, 11 cm below the grid. We found that during the afterglow of the 

pulsed plasma, the EEPF in the main ICP could be controlled by hot electron transport 

from the auxiliary ICP [170]. 

 External control of electron temperature Te and electron density ne  5.1

Experimentally measured time-resolved electron temperature Te and electron 

density ne are shown in Figure 5.1(a) and Figure 5.1(b) for only the main (lower) ICP on 

and auxiliary ICP off; and with both ICPs on. The main ICP was turned ON to start the 

active-glow at time t ≈ 0 μs and turned OFF (start of 80 ms of afterglow) at t ≈20 μs.  

During the active-glow, Te rapidly overshoots its steady state value and then reaches a 

quasi-steady state for the duration of the plasma-on period. The overshoot results from 

the need to avalanche the plasma density, and this phenomenon has been previously 

observed experimentally and predicted computationally [50, 178]. ne increases by 3 to 4 
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times from the pre-pulse value, reaching 5.4 ×1011 cm-3 when only the main ICP is on 

and 4×1011 cm-3 when both ICPs are on. When only the main ICP is on, after the power is 

turned OFF (at t ≈ 20 ms), Te decreases, and within 20 μs reaches an almost constant value 

of 0.7 eV for the remainder of the afterglow. When the upper, auxiliary cw ICP is also on, 

after an initial decay to 1.0 eV, Te increases to 1.7 eV at the end of the afterglow. 

 

Figure 5.1 Time-resolved experimentally measured (a) electron temperature (Te) and (b) electron density 
for the pulsed main ICP with and without the cw auxiliary ICP for argon at ≈15 mTorr. (c) 
Predictions of the electron temperature from the model. 



71 
 

 External Control of EEPF  5.2

Experimentally measured and computed time-resolved EEPFs are shown in 

Figure 5.2 for only the main lower (pulsed) ICP being on. EEPFs are shown in Figure 5.3 

for when the auxiliary upper (cw) ICP is also on. EEPFs are shown for t = 18 μs (≈2 ms 

before the end of the active glow), t = 23 μs (≈3μs into the afterglow), t = 51 μs (in the 

middle of the afterglow), and t = 94 μs (late in the afterglow).   

The time-dependent behavior of Te and the EEPF with only the main ICP on is 

well understood [32, 34, 179]. Te increases when applying power, and overshoots the 

quasi-steady value as power is initially delivered to a smaller number of electrons. To 

avalanche the electron density to a higher value during the power pulse, Te must at some 

point exceed the steady-state value. If the power pulse is long enough, Te approaches the 

lower, quasi-steady value. The tail of the EEPF is extended to high energy and the 

electron distribution is fairly Maxwellian during the power on pulse. When the plasma 

power is turned OFF, inelastic collisions and diffusion cooling result in a fast decay of Te, 

first in the tail of the EEPF, where inelastic collisions dominate, and later in the bulk.  

The EEPF microseconds after terminating power is a bi-Maxwellian with the temperature 

of the bulk relatively unchanged from the power on period due to its low rate of power 

loss, while the temperature of the tail rapidly decreases. After about 10 ms into the 

afterglow, Te is too low for electrons to undergo significant inelastic collisions in argon.  

At this point, elastic thermalization collisions and diffusion cooling are the dominant 

cooling mechanisms. The EEPFs at this point appear Maxwellian as the plasma density is 

still high enough for electron-electron collisions to thermalize the distribution. On the 

timescale of the inter-pulse period, the asymptotic value of Te = 0.7 eV is sustained by 
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superelastic heating by quenching of long-lived metastable excited states of argon. For 

example, from calculations of the electron energy distribution by solving Boltzmann’s 

equation, for Te ≈ 0.7 eV, the thermalization (cooling) rate is about 25 eV/s. This cooling 

rate can be balanced by superelastic heating for an excited state density of 1010 cm-3, 

which is commensurate with what is expected (and computed) for these conditions. The 

predictions for Te from the simulations by Kushner et al. using the Hybrid Plasma 

Equipment Model (HPEM), shown in Figure 5.1(c), accurately capture the experimental 

trends.  

 

Figure 5.2 Time-resolved electron energy probability functions (EEPFs) when only the pulsed main ICP is 
on, obtained from the (a) experiment and (b) simulation.  The times of the EEPFs relative to the 
start of the 20 µs power pulse are shown in the lower schematic.   
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Figure 5.3 Time-resolved electron energy probability functions (EEPFs) when the pulsed main ICP and the 
auxiliary ICP are both on, obtained from the (a) experiments and (b) simulations. The times of 
the EEPFs relative to the start of the 20 µs power pulse are shown in the lower schematic.   

 

When the auxiliary (upper) ICP is on there is the possibility to exchange electrons 

between the two plasma sources. Due to the confining plasma potential of each individual 

plasma source, the electrons which escape from one source and transport to the other 

source (auxiliary-to-main or main-to-auxiliary) are from the tail of the EEPF. Only the 

more energetic electrons are able to scale the plasma potential barrier at the boundary of 

one plasma source to transfer to the other plasma source. If the boundary regions on 

either side of the grid are not collisional, then the electron that loses energy scaling the 

potential hill from one source gains back energy being accelerated into the volume of the 
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adjacent source by its plasma potential. This flux of electrons originating from the 

adjacent plasma source is termed the external heating flux. The absolute value of the 

external flux is small since this flux originates in the tail of the EEPF.   

The plasma potential near the axis (passing through the center of the open portion 

of the grid) as computed by the model is shown in Figure 5.4 for the auxiliary ICP being 

on and off. There is no active control of the plasma potential in either of the sources.  

Values are shown at the end of the active-glow power pulse and at the end of the 

afterglow. During the active-glow of the pulse, the plasma potential is predicted to be 3-4 

V higher in the auxiliary ICP. This difference is likely larger in reality as the measured 

(Te ≈ 3.5 eV) in the main ICP is lower than that in the auxiliary ICP (Te ≈ 4.5 eV) by 1 eV.  

High energy electrons that overcome the potential barrier in the auxiliary ICP and, 

passing through the grid, are accelerated into the main ICP. Energetic electrons also 

overcome the potential barrier of the main ICP and are accelerated into the auxiliary ICP.  

The higher plasma potential of the auxiliary ICP compared to the main ICP, leads to a net 

loss of high energy electrons from the lower main ICP to the upper auxiliary ICP. (Note 

that the minimum in plasma potential between the grids presents a relatively low barrier 

compared to the plasma potential barrier in the absence of the adjacent plasma.)  

Although the absolute flux of these electrons is small, they are from the tail of the 

distribution function, which would otherwise be reflected by the plasma potential hill and 

return to produce ionization. The end result is a decrease in ne in the main ICP when both 

ICPs are on, as shown in Figure 5.1, due to the lower potential barrier. Positive ions are 

injected from the auxiliary ICP to the main ICP. In the opposite direction, however, 

positive ions from the main ICP accelerate in the region below the grid, but cannot 
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overcome the larger potential barrier of the auxiliary ICP in the region above the grid. 

 

 

Figure 5.4 Plasma potentials along the axis passing through the central opening of the grid predicted by the 
model at the end of the active-glow and the end of the afterglow. Values are shown with and 
without the cw auxiliary ICP. 

 

Since Te of the auxiliary ICP is higher than that of the main ICP during the 

afterglow, there is a net injection of high energy electrons from the auxiliary ICP to the 

main ICP – the external heating flux. When both ICPs are on, the magnitude of the 

external heating flux entering the main ICP is small compared to the heating by its own 

inductively coupled electric fields. As a result, there is only a nominal effect on the 

shapes of the EEPFs. Experimentally and computationally, the shapes of the EEPFs in the 

main (lower) plasma source when its power is on depends little on whether the auxiliary 

(top) ICP source is on or off. However, during the afterglow of the pulsed main ICP when 

the far more dominating ICP heating source is off, superelastic collisions and the external 
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heating flux are the main source of electron heating. The magnitude of the external 

heating flux remains relatively constant while the electron density and superelastic 

heating source in the main plasma source decrease. By 60-70 µs (40-50 µs into the 

afterglow), the external heating flux produces a net increase in the Te of the main ICP, 

reaching 1.7 eV at the end of the afterglow. The computed values of Te, shown in Figure 

5.1, also reflect the contributions of the external heating flux.  

The consequences of the external heating flux from the auxiliary ICP on the main 

ICP during the afterglow are clearly evident in the EEPFs, shown in Figure 5.3, 

compared to the EEPFs without the auxiliary ICP, shown in Figure 5.2. Note that the 

displayed EEPFs result from collecting pseudo-particles in slices of 1/200th of the pulsed 

period averaged over a volume at the location of the probe of about 0.5 cm in radius and 

height. This time and spatial resolution introduces some noise. The EEPFs during the 

active-glow while the main plasma power is on have the same characteristic shape 

regardless of whether the auxiliary ICP is on or off. However, during the afterglow when 

the auxiliary plasma is on, the tails of the EEPFs of the main plasma are elevated, 

extending to energies of 8-10 eV. In the absence of the auxiliary plasma, the tails of the 

EEPFs late in the afterglow extend to only 2-4 eV. The computed EEFPs show these 

same trends. 
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CHAPTER 6 

IGNITION DELAY OF A PULSED INDUCTIVELY COUPLED PLASMA 

(ICP) IN TANDEM WITH AN AUXILIARY ICP 

As discussed above, Faraday shielded pulsed electronegative plasmas are very 

challenging to re-ignite, especially after a relatively long afterglow phase. The Faraday 

shield prevents capacitive coupling and the long afterglow results in low electron density 

due to dissociative attachment and diffusion to the walls. For example, the electron loss 

rate by dissociative attachment to Cl2 plasma can be estimated by Equation 6.1[180]: 

                                                         𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑒𝑒𝑛𝑛𝐶𝐶𝐶𝐶2,     (6.1) 

where 𝑘𝑘𝑎𝑎𝑎𝑎𝑎𝑎(𝑚𝑚3𝑠𝑠−1) = 3.43 × 10−15𝑇𝑇𝑇𝑇−1.18𝑒𝑒−
3.98
𝑇𝑇𝑇𝑇 + 3.05 × 10−16𝑇𝑇𝑇𝑇−1.33𝑒𝑒−

0.11
𝑇𝑇𝑇𝑇+0.014 

is the rate constant of dissociative attachment, 𝑛𝑛𝑒𝑒  is electron density and 𝑛𝑛𝐶𝐶𝐶𝐶2  is Cl2 

density. The electron loss rate by diffusion to the wall  Γe can be calculated from charge 

conservation at the walls: [116] 

                                                             Γ+ = Γe + Γ−,    (6.2) 

where Γ+ is the flux of positive ions to the wall, Γ− is the flux of negative ions to the wall. 

The flux of negative ions is essentially zero. Neglecting this term yields: 

                 Γe = Γ+ =
ℎ𝐿𝐿,𝐶𝐶𝐶𝐶+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶+𝑢𝑢𝐵𝐵,𝐶𝐶𝐶𝐶+ +

ℎ𝐿𝐿,𝐶𝐶𝐶𝐶2
+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶2

+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶2+𝑢𝑢𝐵𝐵,𝐶𝐶𝐶𝐶2+ ,  (6.3) 
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where 𝑛𝑛𝐶𝐶𝐶𝐶+ is density of 𝐶𝐶𝐶𝐶+  ions and 𝑛𝑛𝐶𝐶𝐶𝐶2+  is density of 𝐶𝐶𝐶𝐶2+  ions. 𝐴𝐴𝐿𝐿 = 𝜋𝜋𝑅𝑅2  and 𝐴𝐴𝑅𝑅 =

2𝜋𝜋𝜋𝜋𝜋𝜋 are the axial and radial wall surface areas, respectively. Wall loss factors hL,j and 

hR,j which represent the ratios of the density of positive ion j (𝐶𝐶𝐶𝐶+,𝐶𝐶𝐶𝐶2+) at the axial and 

circumferential sheath to the averaged positive ion density in the bulk plasma were 

calculated by Lieberman et al. [1, 181, 182] as 

                              hL,j = 𝑛𝑛+𝑠𝑠𝑠𝑠,𝑗𝑗

𝑛𝑛+0,𝑗𝑗
≈

1+2αs
γT

1+αs
0.86 �3.0 + L

2λj
+ �0.86LuB,j

πγTDj
�
2
�
−1/2

and  (6.4) 

                              hR,j = 𝑛𝑛+𝑠𝑠𝑠𝑠,𝑗𝑗

𝑛𝑛+0,𝑗𝑗
≈

1+3αs
γT

1+αs
0.80 �4.0 + R

λj
+ � 0.8RuB,j

2.405J1(2.405)γTDj
�
2
�
−1/2

,  (6.5) 

where 𝑛𝑛+0,𝑗𝑗 is volume averaged density of positive ion j (𝐶𝐶𝐶𝐶+,𝐶𝐶𝐶𝐶2+) in the bulk plasma, 

and 𝑛𝑛+𝑠𝑠𝑠𝑠,𝑗𝑗  and 𝑛𝑛+𝑠𝑠𝑠𝑠,𝑗𝑗 are the densities of positive ion j at the axial and circumferential 

sheath edge, respectively. 𝑢𝑢𝐵𝐵,𝑗𝑗 = � 𝑒𝑒𝑇𝑇𝑒𝑒(1+αs)
𝑚𝑚𝑗𝑗(1+αsγT)

�
1/2

 is Bohm velocity of ion j, αs  is the 

electronegativity at the sheath edge, given by αs = 𝑛𝑛𝐶𝐶𝐶𝐶−,𝑠𝑠/𝑛𝑛𝑒𝑒,𝑠𝑠 where 𝑛𝑛𝐶𝐶𝐶𝐶−,𝑠𝑠 and 𝑛𝑛𝑒𝑒,𝑠𝑠 are 

the negative ion and electron densities at the sheath edge, respectively. αs is calculated by 

Ref. [1]: 

                                                      αb = αsexp �
(1+αs)(γT−1)
2(1+γTαs)

�,    (6.6) 

where αb  is the bulk and γT = 𝑇𝑇𝑒𝑒/𝑇𝑇𝑖𝑖  is the ratio of electron temperature to ion 

temperature. 

As discussed by Liebermann et al., [116] in a typical pulsed Cl2 plasma (10 kHz 

pulse frequency, 50% duty cycle, 5 mTorr, 400 W peak power), Te decays to ~0.1 eV and 
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ne decays to 1×1016m-3 in 30 μs after the power is turned OFF (αb ≈ 12.0, αs ≈ 7.82 and 

γT ≈ 3.84). The electrons loss rate by dissociative attachment is 1.0×1022 m-3s-1. The flux 

of electrons to the wall is 2.0×1019 m-2s-1. By multiplying the volume (0.005 m3) and 

surface area (0.21 m2) of the chamber (radius R = 0.15 m, length L = 0.075 m), the 

number of electrons lost per second by dissociative attachment and diffusion to the wall 

are estimated to be 5.0×1019 and 4.2×1018, respectively. Obviously, the electron loss rate 

by dissociative attachment is much larger (~ 10 times) than the flux of electrons to the 

wall.  

On the other hand, in a pulsed argon plasma, electrons are lost mainly by flux to 

the wall, which can be estimated by [1] 

                                                    Γe = 0.61𝑛𝑛𝑒𝑒( 𝑒𝑒𝑇𝑇𝑒𝑒
𝑀𝑀𝐴𝐴𝐴𝐴

)0.5,     (6.7) 

 where 𝑀𝑀𝐴𝐴𝐴𝐴 is the mass of argon atom. Take plasma parameters at t = 50 µs (30 μs into 

the afterglow) in Figure 5.1 as an example (Te = 0.7 eV, ne = 4.0×1017m-3), the flux of 

electrons to the wall is calculated to be 3.17×1020 m-2s-1. By multiplying the surface area 

(0.06 m2) of the chamber, the number of electrons lost to the wall is 1.9×1019. 

In our case, the flux of electrons to the wall and the electron loss rate by 

dissociative attachment are comparable. Figure 6.1 shows calculated electron loss rate by 

dissociative attachment and flux of electrons to the wall in Cl2 plasmas in one pulse cycle 

with a pulse frequency of 1 kHz and duty cycle of 20 %. The auxiliary ICP power is at 

500 W. The grid opening size is 230 μm. It is assumed that 50% of Cl2 is dissociated at 

the pressure of 5 mTorr. The other parameters such as Te, Ti, ne and 𝑛𝑛+  are from 

Langmuir probe measurement which will be discussed in Figure 6.5. At t = 230 μs, the 
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electrons loss rate by dissociative attachment is 3.8 ×1019 m-3s-1 and the flux of electrons 

to the wall is 1.5 ×1018 m-2s-1 ( αb ≈ 1048 , γT ≈ 1.88, αs ≈ 821)  The number of 

electrons lost per second by dissociative attachment and diffusion to the wall are 

estimated to be 3.9×1016 and 8.85×1016 by multiplying the volume (0.001 m3) and surface 

area (0.06 m2) of the chamber, respectively. Electrons are lost faster by diffusion to the 

wall than by dissociative attachment. This is different from normal pulsed electronegative 

plasma in which electrons loss rate by attachment is much faster than that by diffusion, as 

discussed above. That’s due to the hot electron injected from auxiliary ICP, Te does not 

drop to a very low value, leading to a large value of loss rate by diffusion. Also, pressure 

is quite low (5 mTorr), which yields a high Te. 
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Figure 6.1 Estimated wall flux of electrons and electron loss rate by dissociative attachment as a function 
of time during a pulse.  Base case conditions (Table 3.1), except duty cycle = 20%.  
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In this chapter, we explored the use of an auxiliary ICP operating in tandem with 

a main ICP to sustain pulsed electronegative plasma with long pulse period (1000 µs) in 

the presence of Faraday shield. Although the auxiliary source enabled the prompt ignition 

of pulsed Ar plasmas under all conditions, with electronegative plasmas, a delay in 

plasma ignition, referenced to the time when the main ICP power was turned ON, was 

observed in the main source, under certain operating conditions. Langmuir probe 

measurements provided the temporal evolution of electron temperature, and electron and 

positive ion densities and revealed the physics behind such ignition delay [183]. 

 Ignition delay vs. duty cycle in chlorine plasmas  6.1

Plasma ignition and extinction as a function of time were monitored using the Cl 

λ = 837.5 nm line emission intensity. At the base case conditions (Table 3.1), the 

auxiliary ICP was powered continuously with 500 W and the main ICP was pulsed at 1 

kHz (period = 1000 µs). For the chlorine plasma experiments, the two plasmas were 

separated by the tungsten grids with either 2.4 mm or 230 µm square holes (Grids A and 

B in Table 3.1). The pulsed RF waveform was delivered from the function generator to 

the amplifier at t = 0 µs. The voltage delivered to the coil had a 1/e rise (and fall) time of 

~3 µs. Power remained on for a percent of the pulse period (duty cycle) that was varied 

from 20% to 99.9%. At 20% duty cycle, emission from Cl atoms appears within a few µs 

after the plasma is turned ON (i.e., no significant plasma ignition delay, see Figure 6.2). 

The emission intensity rises rather quickly at first, and continues to increase at a slower 

rate until the power is turned OFF at t=200 µs. At this time emission falls precipitously 
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on the time scale of the decay of Te (several µs, see ref. [106]). Similar behavior was 

observed for duty cycles up to 60% (Figure 6.3).  
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Figure 6.2 Optical emission intensity of the 837.5 nm line (Cl atoms) as a function of time during a pulse 
for different duty cycles. Other conditions were at their base case values (Table 3.1). 

 

For duty cycles greater than 60%, however, a delay in plasma ignition was 

observed, i.e., the emission intensity was at the baseline level for the significant amount 

of time after the power was switched on at t = 0. After this induction period, a rapid rise 

in emission signified plasma re-ignition (Figure 6.2 for duty cycles of 80% and 99%). 

The ignition delay was found to increase almost linearly with duty cycle, for duty cycles 

larger than 70% (Figure 6.3). A maximum ignition delay of ~320 µs is observed for 99% 

duty cycle (plasma on/off time = 990/10 µs). Further increase in duty cycle to 99.5% 

(plasma on/off time = 995/5 µs) resulted in a nearly continuous plasma with no ignition 
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delay. Generally, the ignition delay was found to be nearly independent of pressure in the 

2.5 ~ 20 mTorr range investigated (Figure 6.3).  
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Figure 6.3 Plasma ignition delay vs. duty cycle, for three different pressures and two different grids. Other 
conditions were at their base case values (Table 3.1). 

 

The increase in ignition delay with increasing duty cycle in chlorine ICPs is 

counter-intuitive. One would expect that, as the duty cycle increases, the shorter 

afterglow time (for constant pulse period) would cause the electron density at the end of 

the afterglow to be higher, making it easier to re-ignite the plasma, leading to a shorter 

delay time. For the same operating conditions, no ignition delays are observed in Ar 

plasmas, as shown by the time-resolved optical emission measurements of the Ar λ 

=750.4 nm line in Figure 6.4. 
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Figure 6.4 Optical emission intensity of the 750.4 nm line (Ar atoms) as a function of time during a pulse, 
for different duty cycles at otherwise base case conditions (Table 3.1). 

 

Langmuir probe measurements were performed as a function of time for the same 

conditions and axial location used to collect optical emission. Figure 6.5 shows the 

electron density (ne), positive ion density (n+), positive ion temperature (T+), negative ion 

temperature (T-), and effective electron temperature (Te) for a chlorine plasma, with peak 

main ICP power of 500 W, duty cycle of 20%, and auxiliary ICP cw power of 500 W. 

The dashed horizontal lines represent the electron density (ne,aux), positive ion density 

(n+,aux), and electron temperature (Te,aux) in the main ICP, measured when only the 

auxiliary ICP is powered. For this low duty cycle, upon power turn-on of the main ICP at 

time t=0 μs, the electron density and electron temperature rise quickly (no ignition delay) 

and attain a quasi-steady value of ~ 1011 cm-3 and ~ 4 eV, respectively. At t = 200 μs, 
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when the main ICP power is switched off, electrons are quickly lost due to dissociative 

attachment to Cl2 molecules and diffusion to the walls, as shown in Figure 6.1, causing ne 

to decrease rapidly, falling below ne,aux at ~230 μs. Te initially decays faster than the 

electron density (from its quasi steady-state value of ~4 eV to ~2 eV in about 10 μs after 

power is turned OFF) but, while the electron density keeps decreasing, Te quickly turns 

around and reaches a relatively high value. The turnaround of Te can be explained by the 

power injected into the main ICP from the auxiliary ICP. This power is distributed to a 

small number of electrons and the temperature heats up. This in turn causes ionization 

and the electron density starts increasing at t = 400 ms. The power injected from the 

auxiliary ICP is now distributed to a larger number of electrons, causing a decrease in the 

electron temperature. On the other hand, n+ decays smoothly from the start of the 

afterglow and, at t~400 μs, n+ reaches n+,aux. When n+  reaches n+,aux, ne increases sharply, 

before settling to its quasi-steady value of ne,aux. At the same time Te decreases tending to 

Te,aux. It should be noted that late in a long afterglow of the main ICP, the plasma 

parameters are determined solely by the (cw powered) auxiliary ICP, injecting power into 

the main ICP.  
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Figure 6.5 Plasma parameters as a function of time during a pulse cycle with a duty cycle of 20%. Dashed 
lines correspond to the positive ion density (n+,aux), electron density (ne,aux) and electron 
temperature (Te,aux) when only the auxiliary ICP is on. 

 

The plasma potential of the ion-ion plasma formed in the afterglow was measured 

to be ~ 20V for Paux = 500W. Typically ion-ion plasmas have plasma potential close to 

zero due to: i) extremely low density of electrons and ii) positive and negative ions tend 

to have low similar energies. iii) plasma potential of ion-ion plasma is mainly determined 

by the ion temperature and not the electron temperature (as in conventional plasmas). 

For a typical ion-ion plasma, plasma potential 𝑉𝑉𝑝𝑝 , i.e., the potential of plasma 

with respect to the wall can be calculated by [1, 116, 184] 

                                                       𝑉𝑉𝑝𝑝 = 𝑉𝑉𝐵𝐵 + Φ.       (6.8) 
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𝑉𝑉𝐵𝐵 is the Bohm criterion potential, i.e. the potential of the plasma with respect to the 

sheath edge, given by [184] 

                                                    𝑉𝑉𝐵𝐵 = 1
2

1+𝛼𝛼𝑠𝑠
1+𝛼𝛼𝑠𝑠𝛾𝛾𝑇𝑇

𝑇𝑇𝑒𝑒.      (6.9) 

Φ is the sheath potential, i.e., the potential of the sheath edge with respect to the wall, is 

calculated by the balance of electron flux Γe, negative ion flux Γ− and positive ion flux 

Γ+ at the sheath edge, Γ+ = Γe + Γ− (Equation 6.2), given by 

              Γ+ =
ℎ𝐿𝐿,𝐶𝐶𝐶𝐶+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶+𝑢𝑢𝐵𝐵,𝐶𝐶𝐶𝐶+ +

ℎ𝐿𝐿,𝐶𝐶𝐶𝐶2
+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶2

+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶2+𝑢𝑢𝐵𝐵,𝐶𝐶𝐶𝐶2+,  (6.8) 

Γe = 1
4
�8𝑒𝑒𝑇𝑇𝑒𝑒
𝜋𝜋𝑚𝑚𝑒𝑒

�
1
2 1
1+𝛼𝛼𝑠𝑠

(
ℎ𝐿𝐿,𝐶𝐶𝐶𝐶+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶+ +

ℎ𝐿𝐿,𝐶𝐶𝐶𝐶2
+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶2

+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶2+)exp (− Φ

𝑇𝑇𝑒𝑒
), and (6.10)    

Γ− = 1
4
� 8𝑒𝑒𝑇𝑇𝑖𝑖
𝜋𝜋𝑚𝑚𝐶𝐶𝐶𝐶−

�
1
2 𝛼𝛼𝑠𝑠
1+𝛼𝛼𝑠𝑠

(
ℎ𝐿𝐿,𝐶𝐶𝐶𝐶+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶+ +

ℎ𝐿𝐿,𝐶𝐶𝐶𝐶2
+𝐴𝐴𝐿𝐿+ℎ𝑅𝑅,𝐶𝐶𝐶𝐶2

+𝐴𝐴𝑅𝑅

𝐴𝐴𝐿𝐿+𝐴𝐴𝑅𝑅
𝑛𝑛𝐶𝐶𝐶𝐶2+)exp (− Φ

𝑇𝑇𝑖𝑖
).  (6.11)                       

For a typical ion-ion plasma which was discussed by Libermann er al. [116] (ne = 

1.0×1016m-3, 𝑛𝑛𝐶𝐶𝐶𝐶+  = 4.0×1016m-3, 𝑛𝑛𝐶𝐶𝐶𝐶2+ = 9.0×1016m-3, 𝑛𝑛𝐶𝐶𝐶𝐶−  = 1.2×1017m-3, T+ = T- = 0.026 

eV, Te = 0.1 eV, αb ≈ 12 , γT ≈ 3.84, αs ≈ 7.82), the Bohm criterion potential 𝑉𝑉𝐵𝐵  is 

calculated to be 0.014 V, the sheath potential Φ is calculated to be 0.5 V. The plasma 

potential is calculated to be 0.514 V.  

In our case, take plasma parameters at t = 230 μs in Figure 6.5 (Base case 

conditions (Table 3.1), except duty cycle = 20%.) as an example (ne = 4.96×1013m-3, 𝑛𝑛+ = 

5.2×1016m-3, 𝑛𝑛𝐶𝐶𝐶𝐶−  = 5.2×1016m-3, T+
 ≈ 4.1 eV, T-

 ≈ 3.7 eV, Te = 7.35 eV, αb ≈ 1048, 

γT ≈ 1.88, αs ≈ 821), the Bohm criterion potential 𝑉𝑉𝐵𝐵  is calculated to be 1.95 V, the 

sheath potential Φ is calculated to be 0.35 V, The plasma potential with respect to the 
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wall is calculated to be 2.4 V. The higher Bohm criterion potential (1.95 V) in our case 

compared with that in normal ion-ion plasma (0.014 V) is due to higher Te. In addition, 

the high measured plasma potential in the main ICP (~ 20 V) is due to the auxiliary 

plasma source operating continuously which may be thought of as a biased RF boundary 

electrode, shifting the plasma potential in the main ICP. 

As seen in Figure 6.5, after t = 400 μs, plasma in the main ICP is mainly from the 

diffusion of auxiliary ICP. The “fitting technique” does not work well because the ion 

current of the I-V curve and the electronegativity is too low. We assume the ion 

temperatures remain constant at the value of t = 400 μs till end of afterglow. The other 

plasma parameters (ne, n+, Te) after t = 400 μs are calculated from EEDF and 

Laframboise’s orbital motion limited (OML) theory, as discussed in section 3.3.1.  

It must be noted here that relatively high ion temperatures (up to 1 eV) were 

obtained by fitting the IV curves (see Figure 6.5). That is due to the high electric field 

near the probe tip. The Langmuir probe tip is about 2 cm away from a grounded stage 

(see Figure 3.1). With the measured plasma potential ~20V, the electric field near the 

probe tip is 10 V/cm. Under such high electric fields it is reasonable to expect high ion 

temperatures. The ion temperature in the presence of electric field can be calculated by 

[185-189] 

                                         𝑘𝑘𝐵𝐵𝑇𝑇𝑖𝑖 = 𝑘𝑘𝐵𝐵𝑇𝑇𝑔𝑔 + 𝑚𝑚𝑖𝑖+𝑚𝑚𝑔𝑔

5𝑚𝑚𝑖𝑖+3𝑚𝑚𝑔𝑔
𝑚𝑚𝑔𝑔(𝜇𝜇𝜇𝜇)2,    (6.12) 

where 𝑚𝑚𝑖𝑖 and 𝑚𝑚𝑔𝑔 are mass of ions and neutral molecules, respectively. 𝐸𝐸 is the electric 

field. 𝜇𝜇 is the ionic mobility, which is given by Economou et al. (Table 6.1).  𝑇𝑇𝑔𝑔 is the gas 

temperature which is assumed to be 0.056 eV (650 K). 𝑇𝑇+ and 𝑇𝑇− are calculated to be 1.9 
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eV and 2.1 eV, respectively. These values are larger than measured ion temperature (~ 

1eV). That’s because Equation 6.12 does not take account of collisions of ions. In fact, 

the mean free path of ions 𝜆𝜆𝑖𝑖  is given by [184] 

                                                    1
𝜆𝜆𝑖𝑖

= ∑ 𝑛𝑛𝑗𝑗𝑗𝑗 𝜎𝜎𝑖𝑖𝑖𝑖,    (6.13) 

where 𝑛𝑛𝑗𝑗  is the density of species j and 𝜎𝜎𝑖𝑖𝑖𝑖 is the scattering cross section for the collision 

of the ion with species j which is given by Gudmundsson et al. (Table 6.2) [184] The 

mean free paths of  𝐶𝐶𝐶𝐶+, 𝐶𝐶𝐶𝐶2+  and  𝐶𝐶𝐶𝐶− calculated by Equation 6.13 are 1.06 cm, 0.74 cm 

and 1.06 cm, respectively. Ions will collide with other ions and neutrals and lose energies 

before they are collected by the Langmuir probe, resulting in a reduced Ti from Langmuir 

probe measurement.   

Table 6.1     Ionic mobilities (N is the neutral gas density) [112]. 
 

Name Symbol Value 

𝐶𝐶𝐶𝐶2+ mobility 𝑁𝑁𝜇𝜇𝐶𝐶𝐶𝐶2+ (𝑐𝑐𝑐𝑐−1𝑉𝑉−1𝑠𝑠−1) 5.62×1019 
𝐶𝐶𝐶𝐶+mobility 𝑁𝑁𝜇𝜇𝐶𝐶𝐶𝐶+(𝑐𝑐𝑐𝑐−1𝑉𝑉−1𝑠𝑠−1) 6.48×1019 
𝐶𝐶𝐶𝐶− mobility 𝑁𝑁𝜇𝜇𝐶𝐶𝐶𝐶−(𝑐𝑐𝑐𝑐−1𝑉𝑉−1𝑠𝑠−1) 6.48×1019 

 

Table 6.2     The scattering cross sections for collisions of various chlorine species (10-20 m2) [184]. 
 

 𝐶𝐶𝐶𝐶2+  𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶+ 𝐶𝐶𝐶𝐶2+  𝐶𝐶𝐶𝐶− 
𝐶𝐶𝐶𝐶2+  100 75 150 200 150 
𝐶𝐶𝐶𝐶 75 50 100 150 100 
𝐶𝐶𝐶𝐶+ 150 100 50 75 50 
𝐶𝐶𝐶𝐶2+  200 150 75 100 75 
𝐶𝐶𝐶𝐶− 150 100 50 75 50 
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Figure 6.6 shows ne, n+ and Te for otherwise the same conditions as in Figure 6.5, 

but with a duty cycle of 80%. The electron density decays rapidly immediately after the 

main ICP power is turned-off at t=800 µs. In contrast to Figure 6.5 and consistent with Cl 

atomic emission intensity (Figure 6.1), the plasma continues to decay, even after the 

power is turned back on at t=0 µs, to start the next pulse cycle. Similar to the results in 

Figure 6.5, as soon as ne decreases below ne,aux, the rate of further ne decay slows down. 

At t ~ 120 µs, when n+  reaches n+,aux, ne increases rapidly, and the main ICP re-ignites at 

t=140 µs. The main difference between Figure 6.5 (no plasma ignition delay) and Figure 

6.6 (plasma ignition delay), is that in Figure 6.6 the afterglow is not long enough for the 

decaying ion density to reach n+,aux. Similar behavior was observed when the duty cycle 

was increased to 99% (Figure 6.7). Extinguishing power at t = 990 µs causes ne to decay 

rapidly. This decay continues (even after power is re-initiated at t = 0) up to t ~320 µs, 

when n+ reaches n+,aux. At that time ne increases sharply, and the plasma re-ignites. For a 

duty cycle of 99.7% (not shown), when power to the main ICP was turned 

ON, n+ increased rapidly and reached a quasi-steady value of 2.5 × 1011 cm-3 while ne 

reached a value of ~ 6 x 1010 cm-3. During the ~3 µs afterglow (here the afterglow is not 

clearly defined due to the ramp up and ramp down of voltage on the coil), n+ decreased to 

1.5 × 1011 cm-3, ne decreased to 2 × 1010 cm-3, and the plasma re-ignited without delay 

when the power was turned ON to start the next pulse cycle. 
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Figure 6.6 Plasma parameters as a function of time during a pulse cycle with a duty cycle of 80%. Dashed 
lines correspond to the positive ion density (n+,aux), electron density (ne,aux) and electron 
temperature (Te,aux) when only the auxiliary ICP is on.  
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Figure 6.7 Plasma parameters as a function of time during a pulse cycle with a duty cycle of 99%. Dashed 
lines correspond to the positive ion density (n+,aux), electron density (ne,aux) and electron 
temperature (Te,aux) when only the auxiliary ICP is on. 
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 Ignition delay vs. main and auxiliary ICP power  6.2

Figure 6.8 shows the plasma density and electron temperature obtained in the 

main ICP with an auxiliary source power of 200 W. Other conditions were as in Figure 

6.5. Immediately after the main ICP power is switched off at t=200 µs, ne decays by three 

orders of magnitude in about 30 µs. Further decay of ne is much slower compared to the 

case of 500 W auxiliary ICP power (Figure 6.5). At about t=700 µs (500 µs into the 

afterglow), ne increases and attains a value close to ne,aux. Meanwhile, n+ decays until 

reaching n+,aux. At this point the plasma re-ignites, as described above.   
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Figure 6.8 Plasma parameters as a function of time during a pulse cycle with a duty cycle of 20% and 
auxiliary ICP power of 200 W. Dashed lines correspond to the positive ion density (n+,aux), 
electron density (ne,aux) and electron temperature (Te,aux) when only the auxiliary ICP is on.        

The plasma ignition delay as a function of power to the auxiliary and main ICP is 

shown in Figure 6.9. The duty cycle of the main ICP (with a 1 kHz pulse frequency) was 
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kept constant at 99%, which gave the maximum ignition delay. For a peak power of 500 

W delivered to the main ICP, the time delay decreases from 600 µs to 330 µs (for the 2.4 

mm square grid), when the auxiliary ICP cw power is increased from 100 W to 500 W. 

With 500 W cw power delivered to the auxiliary ICP, the time delay increases from 210 

µs to 300 µs when the time-average power to the pulsed main ICP increases from 250 W 

to 450 W.    
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Figure 6.9 Black squares,: Ignition delay vs. time-average power of main ICP. Red circles,: Ignition delay 
vs. cw power of auxiliary ICP. Other conditions were at the base case values (Table 3.1). Solid 
and open symbols correspond to grid A and grid B, respectively. 

 Effect of grid hole size on ignition delay  6.3

The size of the openings of the grid separating the two plasmas can affect the 

plasma flux injected from the auxiliary to the main ICP. For a sheath thickness greater 
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that the opening size, the two plasmas will be more isolated from one another, while for a 

sheath thickness less than the opening size, plasma will spill through the openings,  and 

the two plasmas will be in better “contact.” The sheath thickness is assumed to be 10 

times of Debye length λD, which is calculated by [190] 

                                                         1
λD

= �( 𝛼𝛼
𝑘𝑘𝑇𝑇𝑛𝑛

+ 1−𝛼𝛼
𝑘𝑘𝑇𝑇𝑒𝑒

) 𝑒𝑒
2𝑝𝑝
𝜖𝜖0

 ,    (6.14) 

where 𝛼𝛼 = 𝑛𝑛/𝑝𝑝 is the ratio of negative ion to positive ion density, and 𝑇𝑇𝑛𝑛 , 𝑇𝑇𝑒𝑒are the 

negative ion and electron temperature, respectively. 𝑇𝑇𝑛𝑛 and Te were obtained from fitting 

the I-V curve measured by Langmuir probe, which is discussed on Appendix A. The 

sheath thickness calculated from Equation 6.9 ranges from 350-700 μm, for power in the 

500W-100W range, at a pressure of 5 mTorr. To explore the effect of grid opening size 

on ignition delay, chlorine plasma experiments were conducted using tungsten grids A 

(2.4 mm square openings) and B (230 µm square openings), as described above. Figure 

6.10 shows that the ignition delay as a function of duty cycle with 500 W auxiliary power 

is slightly longer for the grid with the smaller openings (grid B). The ignition delay 

increases linearly with duty cycle beyond a threshold value, which depends on the power 

applied to the auxiliary ICP.   
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Figure 6.10 Plasma ignition delay vs. duty cycle, with different auxiliary ICP cw powers. Open symbols: 
grid B. Solid symbol: Grid A. Pressure, flow rates, and main ICP peak power were at base 
case values (Table 3.1). 

 

Figure 6.3 shows ignition delays as a function of duty cycle at 3 pressures, for 

grids A and B. At 2.5 mTorr, there is little if any dependence on grid opening size. At 5 

mTorr, slightly shorter delays are found for grid B. At 20 mTorr, grid B produces 

substantially longer delays compared to grid A. The difference in the delay times 

produced by the two grids at 20 mTorr is nearly constant (100 ms), for duty cycles ≥70%. 

Ignition delays as a function of power to the auxiliary and main ICP for grids A and B are 

compared in Figure 6.9. Relatively subtle differences are found with the exception of the 

lowest auxiliary power (100 W) for which grid B produces ~300 ms longer delays in 

plasma ignition. This may be a result of a thicker sheath (~700 μm) at low power, 
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increasing the isolation between the two plasmas and reducing the flux of electrons from 

the auxiliary into the main ICP. 

 Ignition delays in other electronegative gas plasmas  6.4

Plasma ignition delays, measured by optical emission, were also observed in other 

electronegative gases (SF6, O2, or 80%CF4-20%O2). Figure 6.11 shows the ignition delay 

as a function of duty cycle, for pulsed plasmas (1 kHz pulse frequency) in different 

electronegative gases. The main ICP peak power/auxiliary ICP cw power was: SF6 

(400W/110W or 400W/250W), O2 (300W/100W), and 80% CF4/20% O2 (450W/110W). 

Similar to Cl2 plasmas, ignition delays increase as a function of duty cycle above a 

threshold (with O2 being a possible exception).  
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Figure 6.11 Plasma ignition delay vs. duty cycle in different electronegative gases. The main ICP was 
pulsed with a pulse repetition frequency of 1 kHz. Grid C was used and the pressure was 5 
mTorr.  
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The ignition delay as a function of power to the auxiliary and main ICP in SF6 is 

shown in Figure 6.12. Unfortunately, due to experimental constraints, it was not possible 

to operate at the duty cycle and power levels used for Cl2 in Figure 6.9, so a direct 

comparison cannot be made. Nonetheless the trends are similar, in that at constant 

average power to the main ICP, the ignition delay decreases with increasing auxiliary ICP 

power, while the delay increases with increasing main ICP power. The increase in delay 

with main ICP power in SF6, however, is much stronger than that in Cl2. 
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Figure 6.12 Black symbols, left axis: ignition delay vs. time-average power of main ICP in SF6 plasmas. 
Red symbols, right axis: ignition delay vs.  cw power of auxiliary ICP. For all data points, grid 
C was used, and the pressure was 5 mTorr. 
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The ignition delay was also found to decrease with increasing auxiliary ICP 

power in CF4/O2 plasmas (Figure 6.13) and O2 plasmas (Figure 6.14). Contrary to Cl2 and 

SF6, however, the ignition delay decreases (slightly for CF4/O2 and drastically for O2) 

with increasing average power delivered to the main ICP. If the plasma becomes less 

electronegative with increasing power, then the delay will be shortened (note again that 

Ar plasmas exhibit no ignition delay). On the other hand, if the electronegativity 

increases with power because a more attaching product is formed, then the ignition delay 

would be lengthened (see below). The relation between ignition delay and power 

delivered to main ICP in CF4/O2 plasmas and O2 plasmas may be attributed the decreased 

plasma electronegativity to addition of oxygen due to the associative detachment of O-

 with O2 (1Δg) to form ozone [191] . Since the O2 (1Δg) increases with power [192], the 

mechanisms mentioned above contribute substantially to the loss of O- and O2
- which 

decreases plasma electronegativity and hence the delay times decrease with increasing 

main ICP power.  
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Figure 6.13 Black symbols, left axis: Ignition delay vs. time-average power of main ICP in 80%CF4-
20%O2 plasmas. Red symbols, right axis: Ignition delay vs. cw power of auxiliary ICP. For all 
data points, grid C was used, and the pressure was 5 mTorr.    
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Figure 6.14 Black symbols, left axis: Ignition delay vs. time-average power of main ICP in O2 plasmas. 
Red symbols, right axis: Ignition delay vs. cw power of auxiliary ICP. For all data points, grid 
C was used, and the pressure was 5 mTorr.  
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CHAPTER 7 

CONCLUSIONS AND FUTURE WORK  

 Summary and Conclusions  7.1

The electron energy distribution function (EEDF) plays an essential role in non-

equilibrium low- temperature plasmas. The EEDF governs most of the rate of electron-

impact reactions and determines the plasma gas composition, which in turn determines 

the fluxes of radicals, ions, and photons striking the substrate. As such, control of the 

EEDF is of paramount importance for both fundamental plasma studies and practical 

applications.  

A plasma reactor incorporating dual tandem inductively coupled plasma (ICP) 

sources (main and auxiliary source), separated by a grounded grid was used to manipulate 

the EEDF in the afterglow of the main pulsed plasma. By operating the auxiliary source 

on a cw basis, Te during the afterglow of the main plasma source could be increased to a 

value (1.7 eV) above that of the afterglow plasma alone (0.7 eV) but below that of a 

continuous plasma (3.5 eV).  Hot electron transport from the auxiliary plasma to the main 

plasma provided background heating that sustained the tail of the EEPF during the 

afterglow of the pulsed main ICP. As ne decreased during the afterglow, a continuous 

influx of hot electrons produced an increase in Te in the main plasma. This is a 

demonstration of external control of the EEPF. Simulations captured the experimentally 

measured trends in the EEPF and Te, and demonstrated the importance of the small 

external heating flux in determining the properties of the main plasma. 
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While experimenting with the dual tandem ICP source, it was observed that, for a 

certain set of conditions, the plasma ignited with a time delay after the RF power to the 

main ICP was turned ON to start the next cycle. In pulsed chlorine plasmas, ignition 

delay appeared after a threshold value of the duty ratio (60% for the base case 

experimental conditions used) and, contrary to expectation, the ignition delay was longer 

with increasing duty cycle up to ~99.5% with no delay at a duty cycle of ~99.7%. 

Langmuir probe diagnostics were employed to measure the time evolution of 

electron and positive ion densities as well as electron temperature. During the afterglow 

(main power off) of a pulsed chlorine plasma, it was observed that the electron density 

decayed rapidly. At the same time, the positive ion density decayed at a substantially 

slower rate. The time during the afterglow when the positive ion density (n+) in the main 

ICP decayed to the value n+,aux, obtained when only the auxiliary ICP was powered, was 

of critical importance. When n+ reached n+,aux, the electron loss rate was exceeded by the 

electron production rate due to gas ionization promoted by hot electron injection from the 

auxiliary plasma to the main ICP. Thus, ne increased sharply, which also improved the 

inductive power coupling efficiency, igniting the plasma. If the afterglow was long 

enough for the decaying n+ to reach n+,aux during the afterglow, then there was no plasma 

ignition delay. If the afterglow was too short for n+ to reach n+,aux during the afterglow, 

then there was plasma ignition delay. These findings parallel the observations of 

Malyshev and Donnelly (ref.[60]). The auxiliary ICP in the present experiment plays the 

role of an RF biased stage in M&D’s separately powered ICP. The plasma ignition delay 

could be varied by changing the power of the auxiliary source and the main source. At 

higher auxiliary powers (i.e., higher n+,aux), the ignition delay was found to be smaller 
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due to the shorter time required for n+ to decay to n+,aux. At higher main ICP powers (i.e., 

higher n+), the ignition delay was found to increase due to the longer time required for n+ 

to decay to n+,aux.   

Besides chlorine, ignition delays were also observed in other electronegative 

gases such as SF6, 80% CF4-20% O2, and O2. The ignition delay trends as a function of 

duty cycle, auxiliary and main power, were similar to those in chlorine. In 80% CF4-20% 

O2 and O2 plasmas, however, the ignition delay was found to decrease with increasing 

main ICP power. This may be due to the role of O2 (1Δg) in making the plasma less 

electronegative, by providing additional pathways (associative detachment of O
-
  and 

electron detachment from O2
-
) for negative ion loss which cause the ignition delay to 

decrease with increasing main ICP power. No ignition delays were observed in 

electropositive (e.g., argon) plasmas.  

 Recommendations for Future Work  7.2

7.2.1 New experimental dual tandem plasma reactor  

In the current experimental setup, the aspect ratio (height/radius) of both main and 

auxiliary ICP is too large. In each ICP, plasma is generated around the middle of the coil. 

The relatively small cross sectional area of contact and the large separation between the 

two plasmas do not allow efficient interaction of the two ICP sources.  In the proposed 

new experimental setup, the two ICP sources are identical with small aspect ratio, as 

shown in Figure 7.1. In this configuration, the two plasmas will have much more efficient 
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interaction. Also, using two identical ICP sources will make it easier to understand how 

the two plasmas interact with each other. A new experiment is to pulse both ICPs 

synchronously, and vary the phase difference between the two plasmas. That way plasma 

can be injected from the upper to the lower source when the upper ICP is in the 

activeglow phase of the pulse and the lower ICP  is in the afterglow phase of the pulse (or 

vice versa). On the other hand, for electronegative plasmas, enhanced injection flux of 

electrons from the auxiliary cw ICP to the main pulsed ICP is expected to increase the 

production rate of electrons at the beginning of the active glow of the main ICP, reducing 

or even eliminating plasma ignition delay. 

7.2.2 Langmuir probe measurements in the auxiliary ICP 

So far, all Langmuir probe (LP) measurements have been taken in the main ICP. 

We propose to install Langmuir probe in the auxiliary ICP to measure the plasma 

parameters of that source as well. By measuring the plasma parameters at mirror image 

positions in both main and auxiliary ICPs, the direction of plasma transport between the 

two sources can be obtained. Also, we can measure the plasma potential profile in the 

auxiliary ICP. The profile of Figure 5.4 is expected to be obtained. 
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Figure 7.1 Schematic of the new experimental apparatus.  

 
 

7.2.3 Dual biasable grids  

By installing two parallel grids between the auxiliary and the main ICP, we 

should be able to obtain better separation of the two plasmas. Subsequently, we can 

control the species that can diffuse into the main plasma by biasing the grids. For instance, 

by applying appropriate potentials on the grids we can block charged species and allow 

only photons and neutrals to enter the main ICP. By varying the applied bias, we can also 

control the plasma potential close to the grids and therefore control the transport of 

charges between the two plasmas. 
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APPENDICES 

Appendix A: Langmuir probe analysis for electronegative plasmas. 

 Langmuir probe analysis in Cl2 plasmas employed in this work is based on a 

“fitting technique” which is proposed by Bredin et al. [193, 194] They used an analytical 

model to fit the I-V curves obtained by Langmuir probe, as well as their second 

derivatives above and below the plasma potential to obtain the temperatures and densities 

of the electrons and the positive and negative ions. 

 The total current collected by Langmuir probe is given by 

                                           𝐼𝐼(𝑉𝑉) = 𝐼𝐼𝑒𝑒(𝑉𝑉) + 𝐼𝐼+(𝑉𝑉) + 𝐼𝐼−(𝑉𝑉),    (A.1) 

where Ie(V), I+(V), I-(V) is electron current, positive ion current and negative ion current, 

respectively. The currents depend on the probe voltage V and the expressions are 

different when the probe voltage is higher or lower than the plasma potential Vp. 

 For a probe voltage below Vp, electrons and negative ions are repelled by the 

probe. It is assumed that electron current Ie(V) and negative current I-(V) follow 

Boltzmann relations 

                                              𝐼𝐼𝑒𝑒(𝑉𝑉) = 𝑒𝑒𝑒𝑒𝑛𝑛𝑒𝑒𝜐𝜐�𝑒𝑒
4

𝑒𝑒𝑒𝑒𝑒𝑒 �𝑉𝑉𝑝𝑝−𝑉𝑉
𝑇𝑇𝑒𝑒
� and     (A.2) 

                                              𝐼𝐼−(𝑉𝑉) = 𝐼𝐼−�𝑉𝑉𝑝𝑝�𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑉𝑉𝑝𝑝−𝑉𝑉
𝑇𝑇−

�,     (A.3) 

where e is the elementary charge, 𝐴𝐴 = 2𝜋𝜋𝜋𝜋𝜋𝜋 + 2𝜋𝜋𝑎𝑎2 is the area of probe surface, with  α 

the probe radius and l the probe length, 𝜐̅𝜐𝑒𝑒 = �8𝑒𝑒𝑇𝑇𝑒𝑒/𝜋𝜋𝑚𝑚𝑒𝑒 is thermal velocity of electrons 

and 𝐼𝐼−�𝑉𝑉𝑝𝑝� is the negative ion current at the plasma potential given by Equation A.10. 
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The positive ions are attracted by the probe and the positive ion current is assumed to be 

same as that at the sheath edge, by charge conservation: 

                                              𝐼𝐼+(𝑉𝑉) = −ℎ𝑟𝑟𝑛𝑛+𝑒𝑒𝑢𝑢𝐵𝐵+∗ 𝑆𝑆𝑠𝑠ℎ(𝑉𝑉),    (A.4) 

where ℎ𝑟𝑟 is the ratio of the positive ion density at the sheath edge to the positive ion 

density in bulk plasma. It was calculated by Lieberman et al. [1, 181, 182] as 

                                 hr ≈
1+3αs

γ

1+αs
0.80 �4.0 + r

λ
+ � 0.8r𝑢𝑢𝐵𝐵+

∗

2.405J1(2.405)γD
�
2
�
−12

,  (A.5)                                             

where D = eTi λ/m𝑣𝑣 is the diffusion coefficient. λ is the ion-neutral collision mean free 

path. 𝑣𝑣 is the ion mean thermal velocity. 𝑆𝑆𝑠𝑠ℎ is the probe effective collection area: 

                                           𝑆𝑆𝑠𝑠ℎ = 2𝜋𝜋𝜋𝜋𝑟𝑟𝑠𝑠ℎ(𝑉𝑉) + 2𝜋𝜋𝑟𝑟𝑠𝑠ℎ2(𝑉𝑉).     (A.6) 

This area is different from the probe sheath because it is assumed that all the positive ions 

that reach the sheath will be collected by the probe. 𝑟𝑟𝑠𝑠ℎ(𝑉𝑉) = 𝑠𝑠 + 𝑎𝑎  where s is the 

thickness of the sheath which can be calculated by a Child Law. Details of calculation of 

sheath thickness by Child Law will be discussed in Appendix B. 𝑢𝑢𝐵𝐵+∗  is the modified 

Bohm speed by considering effect of negative ions for positive ions at the sheath edge. 

                                                  𝑢𝑢𝐵𝐵+∗ = �𝑒𝑒𝑇𝑇𝑒𝑒
𝑚𝑚+

� 1+𝛼𝛼𝑠𝑠
1+𝛾𝛾𝛼𝛼𝑠𝑠

 ,      (A.7) 

where αs = 𝑛𝑛𝐶𝐶𝐶𝐶−,𝑠𝑠/𝑛𝑛𝑒𝑒,𝑠𝑠 where 𝑛𝑛𝐶𝐶𝐶𝐶−,𝑠𝑠 and 𝑛𝑛𝑒𝑒,𝑠𝑠 are the negative ion and electron densities at 

the sheath edge, respectively. αs is calculated by [1] 

                                                αb = αsexp �(1+αs)(γ−1)
2(1+γαs)

�,      (A.8)                                                                                                           
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where αb is the bulk electronegativity and γ = 𝑇𝑇𝑒𝑒/𝑇𝑇𝑖𝑖 is the ratio of electron temperature 

to ion temperature. 

For a probe voltage above Vp, electrons and negative ions are attracted to the probe, while 

positive ions are repelled from the probe. The electron current is calculated by (give ref): 

                    𝐼𝐼𝑒𝑒(𝑉𝑉) = 𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝜐̅𝜐𝑒𝑒�
(𝑉𝑉−𝑉𝑉𝑝𝑝)/𝑇𝑇𝑒𝑒

𝜋𝜋
+ 𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒

𝜐𝜐�𝑒𝑒
2
𝑒𝑒𝑒𝑒𝑒𝑒 �𝑉𝑉−𝑉𝑉𝑝𝑝

𝑇𝑇𝑒𝑒
� 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(�

𝑉𝑉−𝑉𝑉𝑝𝑝
𝑇𝑇𝑒𝑒

). (A.9) 

The negative ion current is assumed to follow a Bohm relation and can be written as:[195] 

                                               𝐼𝐼−(𝑉𝑉) = −ℎ𝑟𝑟𝑛𝑛−𝑒𝑒𝑢𝑢𝐵𝐵−∗ 𝑆𝑆𝑠𝑠ℎ(𝑉𝑉),    (A.10) 

where 𝑢𝑢𝐵𝐵−∗ = �𝑒𝑒𝑇𝑇+/𝑚𝑚−, and 𝑆𝑆𝑠𝑠ℎ(𝑉𝑉) remains the effective collection area for negative 

ions, which can be calculated by using Child Law but with the negative ion mass and 

temperature. 

The positive ions are repelled from the probe and are assumed to follow a Boltzmann 

relation: 

                                                  𝐼𝐼+(𝑉𝑉) = 𝐼𝐼+�𝑉𝑉𝑝𝑝�𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑉𝑉−𝑉𝑉𝑝𝑝
𝑇𝑇+

�,     (A.11) 

where  𝐼𝐼+�Vp� is the current at the plasma potential given by Equation A.4. 

This model allow us to calculate the theoretical I-V curve for given plamsa 

parameters such as ne, n+, n-, Te, T+, T-. On the other hand, By fitting the I-V curve and its 

second derivative, we can obtain these plasma parameters. 

Figure A.1 shows an example of the fit for both the I-V characteristic and the 

second derivative. The I-V curve was obtained by Langmuir probe in the afterglow of 
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pulsed Cl2 plasma. (t=260 μs in Figure 6.5) It can be seen that the measured curves and 

the corresponding fitted curve matches each other very well.  
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Figure A.1 Measured and fitted: (a) I-V characteristic, (b) its second derivative. 
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Appendix B: Child Law sheath model. 

The sheath thickness as a function of voltage on the probe is calculated by a Child 

Law model in cylindrical coordinates [1, 193, 194]. The sheath edge is assumed to be 

located where then densities of ions  n𝑠𝑠 = ℎ𝑟𝑟 n0 , where  n𝑠𝑠  is the ions density at the 

sheath edge, ℎ𝑟𝑟 is the edge to center density ratio, and  n0 is the density in bulk plasma. 

At this location, ions have Bohm velocity  𝑢𝑢(𝑆𝑆𝑠𝑠ℎ) = 𝑢𝑢𝐵𝐵+∗ ,  

The ion energy conservation gives: 

                                                 1
2
𝑚𝑚+𝑢𝑢2(𝑟𝑟) = −𝑒𝑒Φ(𝑟𝑟) and     (A.12)          

                                                 𝐽𝐽0 = ℎ𝑟𝑟𝑛𝑛𝑛𝑛𝑢𝑢𝐵𝐵+∗ = 𝑒𝑒𝑒𝑒(𝑟𝑟)𝑢𝑢(𝑟𝑟),      (A.13) 

where  𝐽𝐽0 is the ion current at sheath edge. 

Solving for  𝑛𝑛(𝑟𝑟), we can get 

                                                  𝑛𝑛(𝑟𝑟) = 𝐽𝐽0
𝑒𝑒

(−2𝑒𝑒Φ(𝑟𝑟)
𝑚𝑚+

)−1/2,       (A.14) 

By using 𝐸𝐸 = −𝑑𝑑Φ/dr and Gauss’s Law yields: 

                              d
2Φ
𝑑𝑑r2

= 𝑒𝑒𝑒𝑒(𝑟𝑟)
𝜀𝜀0

− 1
𝑟𝑟
𝑑𝑑Φ
dr

.       (A.15) 

By using ion current continuity in the sheath, 𝑟𝑟𝑟𝑟(𝑟𝑟) = 𝑅𝑅𝐽𝐽0, and 𝐽𝐽0 = ℎ𝑟𝑟𝑛𝑛𝑛𝑛𝑢𝑢𝐵𝐵+∗ , Equation 

A.15 can be written as 

                            d
2Φ
𝑑𝑑r2

= 𝑅𝑅𝐽𝐽0
𝑟𝑟𝑟𝑟0𝑢𝑢(𝑟𝑟)

− 1
𝑟𝑟
𝑑𝑑Φ
dr

.      (A.16) 

The boundary conditions are 

                                               𝑑𝑑Φ
dr

= −𝐸𝐸 =  0 at r = 𝑆𝑆𝑠𝑠ℎ and      (A.17) 

                                                    Φ = 0 at r = 𝑆𝑆𝑠𝑠ℎ.       (A.18) 

The numerical integration of Equation A.16 gives 𝑆𝑆𝑠𝑠ℎ(𝑉𝑉). 
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