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Abstract 

Computational design of heterogeneous catalysts requires a detailed understanding 

of reaction mechanisms and the identification of active sites. Over the last decades, 

density functional theory (DFT) has evolved as the standard tool for investigating 

catalytic reactions, because it can make ab initio predictions of surface properties, 

allowing for the estimation of thermodynamic and kinetic parameters of elementary 

reaction steps. In this dissertation, DFT calculations were performed to elucidate the 

mechanism of C-H bond activation thermodynamically stable hydrocarbons such as 

methane and ethane, the primary components of abundant natural gas. 

First, methane conversion to methanol assisted by pre-adsorbed CO3 and O on both 

Ni(111) and NiO(100) surfaces were studied. The direct formation of methanol, either 

activated by CO3 or O on Ni(111) has high activation barriers and thus, is not likely to 

proceed. Conversely, a direct pathway to methanol was discovered on the NiO(100) 

surface, which involves an oxygen adatom and mimics the radical rebound mechanisms 

previously reported for various single site catalysts. Despite the transient formation of 

a methyl radical, this pathway is energetically preferred over other mechanisms 

involving the highly activated C-O bond formation step between adsorbed CH3 and OH 

intermediates. 

Relevant to the electro-oxidation of methane, we then investigated the sensitivity of 

the methane-to-methanol reaction on NiO(100) to the presence of (oscillating) electric 

fields. Our DFT results show that positive and negative electric fields favor different 

elementary steps in the reaction cycle, indicating that the overall reaction can be 

accelerated with a dynamically applied, oscillating potential. 
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The oxygen adatom site on NiO(100) also plays a critical role as active site for the 

first C-H bond activation step in the oxidative dehydrogenation (ODH) of ethane. This 

conclusion is supported CO2 adsorption experiments, FTIR spectroscopy, and reactivity 

measurements contributed by our experimental collaborators. These experiments 

showed that CO2 can be used as probe molecule to titrate two distinct active oxygen 

sites, and DFT calculations suggest that nearby Ni vacancies are required. These sites 

were identified by matching the calculated CO2 vibrational fingerprints and the 

experimental FTIR spectra of CO2 adsorption. Combining the experimental results of 

the ODH reaction and the calculated reaction enthalpy, we were able to propose a 

reaction cycle involving two active oxygen sites near Ni vacancies with different 

activity: the more active non-stoichiometric oxygen adatoms are readily passivated by 

CO2, whereas the less reactive lattice oxygen persists in the presence of CO2 at reaction 

temperature. These outcomes provide fundamental insight into the role of non-

stoichiometric oxygen in metal oxides and help guide the future design of catalysts with 

tailored surface oxygen population for ODH reactions. 

Overall, this dissertation demonstrates the power of ab initio simulations in assisting 

the interpretation of experimental observations. This concept can be extended to other 

non-catalytic systems, such as providing an explanation for the reported odd-even effect 

in the experimentally measured wettability of organic self-assembled monolayers 

(SAMs). Here, our ab initio molecular dynamics (AIMD) simulations provided insight 

into dipole moments at the SAMs-liquid interface that can be tailored by different tail 

groups and number of CH2 units in the carbon chain. Other than aiding the interpretation 

of experiments, we have also discovered novel mechanisms and used DFT to predict 
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how oscillating electric fields may be leveraged to accelerate methane electro-oxidation 

to methanol. 
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Chapter 1. Introduction 

1.1. Catalysis 

According to the definition of International Union of Pure and Applied Chemistry 

(IUPAC) Gold Book, a catalyst is a substance that increases the rate of a reaction 

without modifying the overall standard Gibbs energy change in the reaction. In other 

words, the catalyst is both a reactant and product of the reaction. Catalysis can be 

classified as homogeneous catalysis, in which only one phase is involved, 

heterogeneous catalysis, in which the reaction occurs at or near an interface between 

phases, and enzymes, the catalysts of nature. A catalyst increases the reaction rate by 

decreasing the energy of the transition state or enabling a reaction pathway that has a 

lower activation barrier (Figure 1-1). Well-developed catalysts have been applied in 

industry over decades and result in a great socio-economic impact by lowering the cost 

for chemical productions and reducing the energy input to industrial processes. One of 

the best-known and commercialized catalytic processes is the Haber-Bosch process that 

converts nitrogen and hydrogen to ammonia using iron catalyst. Ammonia fertilizer is 

essential for increasing the crop yields and thus, the Haber-Bosch process is considered 

to be one of the most important technologies in the 20th century. 
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Figure 1-1. General principles of catalysis 

Improvement of catalytic performance has been widely investigated to increase 

product selectivity and yield, and to reduce the energy cost by moderating operating 

conditions and lowering the pressure and temperature requirement of catalytic processes. 

This is normally done by modifying the catalyst topologies and introducing sites that 

are more active for the reaction. Density functional theory (DFT) can be applied to 

simulate the atomic interactions between reaction intermediates and the catalyst surface. 

Despite the large gap between the idealized catalyst structures used in modeling and 

real-life catalyst, the calculated binding energies and activation barriers have proven to 

be useful for predicting catalytic performance trends and identifying reaction 

mechanisms. 

1.2. Catalytic C-H Bond Activation of Hydrocarbons 

The short-chain hydrocarbons, such as methane and ethane, are the major 

components of natural gas. In addition to being used as fuel, methane and ethane are 

also important feedstocks for the production of chemicals such as syngas, olefins, 



 3 

alcohols, ammonia etc., through catalytic processes, which require high energy input 

because of the strong, non-polar C-H bonds in methane and ethane.  

Methane is primarily used to produce syngas via steam reforming (SMR) and water 

gas shift (WGS) 1 , oxidative reforming (auto thermal reforming (ATR)) 2 , partial 

oxidation (POX)3, and dry reforming4. Syngas is then used for the production of value-

added products such as hydrogen, ammonia, methanol and synthetic hydrocarbon fuels. 

However, the operating temperature of methane reforming normally falls into the range 

of 800-1100 °C, which reduces the catalyst lifetime drastically, and increases the reactor 

investment. While challenging to design, catalytic processes that convert methane 

directly to higher value products are potentially economic at smaller scale and are highly 

desirable to valorize stranded natural gas resources. 

Emerging processes using methane feedstock include oxidative coupling of methane, 

monohalogenation, or the direct conversion of methane to methanol. Keller 5  and 

Hinsen6 have reported that ethylene can be formed via oxidative coupling of methane 

(OCM) on a variety of metal oxides between 500-1000 °C. As methane conversion 

increases, however, the selectivity to C2 products decreases such that the overall yield 

is limited to 25-30 %.7 

Catalytic monohalogenation of methane over supported acids of platinum group 

metals is reported by Olah et al. The reactions were carried out between 180 and 250 °C, 

giving 8-58 % methane conversion with selectivity towards methyl chloride exceeding 

90 %.8 A following hydrolysis of methyl halides produces methanol and dimethyl ether 

with varying product yields depending on the water to methyl halides ratio. 
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Direct conversion of methane to methanol is a promising process to upgrade 

methane and has attracted great interest. Sajith and colleagues have performed a 

theoretical study of methane conversion to methanol using H2O2 as oxidant on Pd and 

Au/Pd.9 The OH produced by H2O2 decomposition was found to be able to lower the 

activation barrier of C-H bond activation on Pt. And alloying Au on Pd further lowers 

the activation barrier because of the weakly bound OH on Au. Besides, zeolite catalysts 

containing transition metal ions, such as Cu, Fe and Co, have also been found to be 

active for the methane oxidation to methanol, albeit with very small overall yields.10 On 

zeolites, the direct conversion may be accomplished with both stepwise 11  and 

continuous12 processes.  

Metal-oxides, another class of important heterogeneous catalysts, have received 

much less attention as potential catalysts for the direct conversion of methane to 

methanol. In Chapter 3 we present an ab initio mechanistic study of methane conversion 

to methanol on Ni(111) and NiO(100). Notably, we found that the presence of an oxygen 

adatom on NiO(100) provides an active site that efficiently catalyzes the radical rebound 

mechanism leading directly to methanol. A similarly direct pathway to methanol could 

not be identified on the metallic Ni(111) surface. 

The second most abundant component of natural gas is ethane. Its primary 

commercial use is in steam cracking for the production of ethene, which is the building 

block of the most widely used plastic, polyethylene. The process is highly endothermic, 

and the catalysts rapidly deactivate due to the formation of coke.13 In contrast, oxidative 

dehydrogenation (ODH) of ethane is exothermic and is receiving growing attention as 

an alternative process for ethene production. One of the challenges that the ethane ODH 
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reaction is facing is the low selectivity towards ethene due to the total oxidation of 

ethane to COx. Oyama et al. have reported ethane ODH on vanadium oxide with 26-21 % 

selectivity to ethene at 8-18 % ethane conversion.14 Bars and co-workers were able to 

increase the selectivity by increasing the ethane to O2 ratio.15 NiO-based catalyst has 

been studied by Lemonidou et al. and the non-stoichiometric oxygen (NSO) was 

reported to be active site for ethane activation, but it is unselective for the ODH 

reaction.16 They have also shown that Nb-doped NiO gives higher selectivity towards 

ethene. The selectivity is proposed to be controlled by the binding site of C2H5, the first 

intermediate formed after activating the C-H bond in ethane: C2H5 binding to Ni 

selectively forms ethene, while C2H5 binding to O forms CO2 eventually.17  

In Chapter 5 we have used DFT to characterize active sites for ethane ODH on NiO 

and proposed a reaction mechanism accounting for two different active sites. These sites 

can be distinguished based on their affinity to CO2 and the types of carbonates that form 

on the surface. Moreover, we found that nickel vacancies are necessary to create active 

oxygen sites. Measurements of turn over frequencies, CO2 adsorption isotherms and 

FTIR characterization performed by our experimental collaborators are in good 

agreement with our computational results and support the conclusion that oxygen 

adatoms near Ni vacancies bind CO2 most strongly and are the most active sites for 

ethane ODH. 

1.3. Catalytic Stimuli: Dynamically Promoting the Catalytic 

Performance 

While catalysts help improve chemical reactions in terms of turnover frequencies 

and selectivities towards desired products, the catalytic performance is limited by the 
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Sabatier principle.18 Paul Sabatier has shown that, the catalyst that binds the reactants 

neither too strongly nor too weakly give the best catalytic performance. The reactants 

that bind too strongly to the surface will cause poisoning of active sites and a slow 

product desorption rate, while reactants that bind too weakly will not be activated by 

the catalyst. The principle can be visualized as the well-known volcano plot shown in 

Figure 1-2.  

 

Figure 1-2. The volcano plot based on the Sabatier principle. 

At point A, the reaction is limited by product desorption, while at point B, the 

reaction is limited by the reactant activation. We hypothesize that under dynamically 

oscillating conditions between A’ and B’ there exists a dynamic optimum with higher 

averaged reaction rate above the Sabatier optimum at static condition. Examples of such 

dynamic rate enhancements have been reported by Shetty et al, where various dynamic 
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catalyst stimuli were used to improve the overall conversion by accelerating elementary 

steps independently.19  

Dynamic catalysis can be divided into two categories: passively changing systems 

(spontaneously occurring), and systems operated under forced variation/oscillation 

(external stimulus). Depending on the scale of the chemical dynamics, they can be 

further divided into the dynamics occurring on the catalyst, throughout the reactor or 

within a chemical loop. 

A seminal demonstration of dynamic rate enhancement under forced dynamic 

operation is the study by Gopeesingh and co-workers, who have achieved an order of 

magnitude increase in the rate of formic acid electro-oxidation via dynamic 

electrocatalytic modulation. 20  The reaction contains a non-Faradaic formic acid 

dehydration step and the Faradaic CO electrooxidation step, which can be accelerated 

by a positive potential. Results show that, by applying a square wave oscillating 

potential between open circuit and 0.8 V, the time averaged turnover frequency of the 

reaction can have a 10-fold increase comparing with the turnover frequency at steady 

applied potential of 0.8 V. 

Our potential energy diagram for methane electro-oxidation to methanol over 

NiO(100) as function of applied potential in Chapters 3 and 4 suggests that a similar 

rate enhancement may be expected when alternating potentials are applied. Our 

theoretical predictions show that the forward reaction is promoted by a positive electric 

field, while the reactant adsorption and product desorption are favored by a negative 

electric field. The process shows great similarity to the reaction discussed by 

Gopeesingh.20 Thus, the reaction rate is expected to increase by applying oscillating 
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potentials between positive and negative potentials; however, this hypothesis requires 

further studies and verification. Moreover, the optimal frequency and amplitude of the 

oscillation needs to be investigated. 

1.4. Odd-Even Effect in Self-Assembled Monolayers 

A self-assembled monolayer (SAM) is a one-molecule thick layer of material that 

binds to a surface in an ordered fashion as a result of physical or chemical forces during 

a deposition process.21 As shown in Figure 1-3, SAMs are formed by the chemisorption 

of head groups to a substrate, followed by the self-organization of the tail groups.22,23  

 

Figure 1-3. Schematic representation of a self-assembled monolayer. 

SAMs can be used as surface coating for the control of wettability, 24  bio 

compatibility and sensitization.25 They can also be leveraged to modify the electronic 

structure of the host material.26-28 One organic SAM of interest is the self-assembled 

alkanethiolate monolayer formed on the Au(111) surface.29 As shown in Figure 1-4a the 

geometry can be described by the tilt angle 𝛼, the angle between the zigzag carbon 

skeleton and the surface normal, and the twist angle β, the rotation of the plane 
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containing the carbon skeleton along the long axis of the alkyl chain. When the tilt angle 

𝛼 is 0°, the orientations of the terminal CH3 groups are identical for SAMs with an odd 

or even number of CH2 units (Figure 1-4b,e). However, when 𝛼 is not 0°, the tail CH3 

group of SAMs with an odd or even number of CH2 units will have different orientations 

(Figure 1-4c,f). Thus, perfectly ordered SAMs often exhibit properties with an odd-even 

effect that can be tuned by the number of CH2 units in the carbon chain. 

 

Figure 1-4. (a) Scheme of the tilt angle 𝛼 and twist angle β. Geometries of alkyl chains 
of CH3(CH2)nS-Au SAMs with (b-d) n = odd, and (e-g) n = even.29 

SAMs can be modified by changing the head and tail groups. Arefi and co-workers 

have reported SAMs with modified head and tail groups (O(H), S(H), and NH2) of the 

alkyl chain on the H:Si(111) surface.30 The functionalized work function and tilt angle 

of the tail group were observed, as well as the odd-even effect. Zenasni et al. have shown 

the relation between surface dipole and interfacial properties of fluorinated SAMs.31 

Using polar contacting liquids, the fluorinated SAMs show enhanced wettability than 

the hydrocarbon SAMs, which can be attributed to the HC-FC dipole. Researchers from 

the same group have continued the work with more alkyl-terminated fluorinated SAMs 

and have shown that the HC-FC dipoles have a strong effect on the wettability of the 

monolayers.32  
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In Chapter 6 we have used ab initio molecular dynamics (AIMD) simulations to 

study the structure and surface dipole properties of self-assembled monolayers of CF3-

terminated n-alkyl xanthic acid on Au(111). The tilt angle of the tail group was found 

to be strongly impacted by the number n of (CH2)n groups and exhibited a pronounced 

odd-even effect. Overall, the simulated structures agree well with wettability 

measurements performed by our collaborator Hung-Vu Tran from Dr. Randall Lee’s 

group. Based on the odd or even number of CH2 units in the carbon chain, the orientation 

of the terminal tail group leads to different dipole moments, which in turn imparts and 

odd-even behavior on the contact angle measurements. 
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Chapter 2. Methods 

2.1. Density Functional Theory 

Density functional theory (DFT) has become an important and standard technique 

for the approximation of electronic structure which can be applied in physics, chemistry 

and material science. Over decades, the development and employment of DFT have 

drawn increasing attention and the 1998 Nobel prize in chemistry was shared by Kohn33 

for developing the theory. Figure 2-1 shows the increasing number of papers in the 

research topic of DFT (grey bars) and the two major fractions of B3LYP (blue bars), 

which is largely applied in chemistry, and PBE (green bars), which is widely used in 

material science.34 A comprehensive description of the history and development of DFT 

is beyond the scope of this Chapter since it has been well explained and reviewed in the 

literature and book. 35 , 36  Here we focus on the fundamental quantum mechanical 

principles and the application of DFT to calculate the properties of interest. 
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Figure 2-1. Number of papers in the research topic of DFT (grey) and fractions of 
B2LYP (blue) and PBE (green).34 

For a many-body system, the energy 𝐸  can be calculated from the Schrödinger 

Equation 

𝐻𝜓 = 𝐸𝜓, (2-1) 

where 𝐻  is the Hamiltonian operator, and 𝜓  is the corresponding eigenstate of the 

Hamiltonian, which is also referred to as the wavefunctions. For a system containing 𝑁 

electrons interacting with 𝑀 nuclei, according to the Born-Oppenheimer approximation 

that electrons respond much more rapidly than nuclei since nuclei are much heavier than 

electrons, the system can be treated as electrons interacting with a set of stationary 

nuclei so that the kinetic energy of nuclei is negligible. Thus, the Hamiltonian can be 

expanded to 
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where the three terms from left to right representing the kinetic energy of electrons, the 

electron-nuclei interaction energy and the electron-electron interaction energy 

respectively. However, the Equation 2-2 cannot be fully solved in practical since the 

wavefunction is a function of the spatial coordinates of the 𝑁 electrons, which is a 3𝑁-

dimensional wavefunction. For instance, the full wavefunction for a simple system 

containing one water molecule with 18 electrons is a 54-dimensional wavefunction. 

Thus, density functional theory considers the electron density instead of the set of 

individual electrons (Figure 2-2).  

 

Figure 2-2. The scheme showing the many-body system treated as electron density by 
DFT.37 

The electron density 𝑛 is defined as 

𝑛(𝒓) = 26𝜓"∗(𝒓)𝜓"(𝒓)
"

, (2-3) 

where 𝜓"∗(𝒓) is the probability that an electron in wavefunction 𝜓"(𝒓) is located at 

position 𝒓. According to the Hohenberg and Kohn theorem,38,33 the energy of the system 

can be written as 𝐸 = 𝐸[𝑛(𝒓)], which is a function of the three Cartesian coordinate 𝒓, 
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rather than 3𝑁  in the full wavefunction in Equation 2-2. The electron density that 

minimizes the functional 𝐸[𝑛(𝒓)] is referred to as ground state electron density 𝑛)(𝒓). 

Rewriting the Hamiltonian in Equation 2-2, the Khon-Sham Equation is shown as 

D−
ℎ!

2𝑚𝛻! + 𝑉(𝒓) + 𝑉*(𝒓) + 𝑉+,(𝒓)E𝜓"(𝒓) = 𝜀"𝜓"(𝒓), (2-4) 

where ℎ is the Plank’s constant, 𝑚 is the electron mass, 𝑉(𝒓) is the electron-nuclei 

interaction, 𝑉*(𝒓)  is the electron-electron exchange interaction (Hartree Potential), 

𝑉+,(𝒓)  is the exchange-correlation potential to correct the self-interaction of the 

electron in the Hartree Potential, 𝜓"(𝒓) is the electron wavefunction located at position 

𝒓, and 𝜀" is the ground state energy of the electron. The exchange-correlation potential 

is the functional derivative of the exchange-correlation energy 𝐸+,  which can be 

expressed as 

𝑉+,(𝒓) =
𝛿𝐸+,(𝒓)
𝛿𝑛(𝒓) . 

(2-5) 

Thus, the total energy is contributed by three parts: the kinetic energy of electrons 

𝑇), the Coulomb repulsion 𝑈 between electrons and nuclei, the pairs of electrons, and 

the pairs of nuclei, and the exchange-correlation energy 𝐸+,: 

𝐸-.- = 𝑇) + 𝑈 + 𝐸+, , (2-6) 

𝑇) =
ℎ!

𝑚6J𝜓"∗𝛻!𝜓"𝑑/𝑟
"

, (2-7) 

and 

𝑈 = J𝑉(𝒓)𝑛(𝒓)𝑑/𝑟 +
𝑒!

2 JJ
𝑛(𝒓)𝑛(𝒓0)
|𝒓 − 𝒓0| 𝑑/𝑟 𝑑/𝑟0 + 𝐸".1. (2-8) 
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Equation 2-6 can be solved is the exchange-correlation energy functional is exact. 

However, it remains unknown and can only be approximated.39 Commonly used forms 

of exchange-correlation functional are local density approximation (LDA)40, which uses 

the local electron density to define the exchange-correlation functional 

𝑉+,(𝒓) = 𝑽𝑿𝑪
𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒏	𝒈𝒂𝒔[𝑛(𝒓)], (2-9) 

and generalized gradient approximation (GGA)40 in which the exchange-correlation 

functional is defined as the function of local electron density and local gradient in the 

electron density 

𝑉+,(𝒓) = 𝑉+,[𝑛(𝒓), 𝛻𝑛(𝒓)]. (2-10) 

All density functional theory calculations presented in this dissertation apply the 

Bayesian error estimation functional with van der Waals (BEEF-vdW) exchange-

correlation functional, which is a semilocal approximation with an additional nonlocal 

correlation term to the finite contribution of LDA and GGA approximation.41  

In the conversion of a DFT calculation, an initial guess of wavefunction 𝜓"(𝒓) is 

used to calculate the electron density 𝑛(𝒓) using Equation 2-3. With 𝑛(𝒓), the Kohn-

Sham Equation can be solved to give 𝜓"(𝒓). Equation 2-3 and 2-4 can be interactively 

solved until the resulting values of 𝜓"(𝒓) are equal. 

All DFT calculations in this dissertation were performed using Vienna Ab-initio 

Simulation Package (VASP).42,43 The initial guess of electron density is given by the 

cartesian coordinates and the approximation of elements core provided by 

pseudopotentials. The self-consistent minimization of the electron density gives the 

ground state electron density as well as the corresponding ground state energy. 
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Optimization of the geometry by changing the atomic coordinates gives the relaxed 

structure that has the minimum DFT energy. 

The Nudged Elastic Band (NEB) method is a widely used technique for finding the 

minimum energy path and locating the transition state between a reactant and a product. 

44,45 With the known initial and final states of a reaction, a set of images are created by 

linear interpolation between the initial and final states. The method works by finding 

each image the lowest possible energy along the reaction pathway. A spring force is 

added between each two images to keep equal space with the neighboring images 

(Figure 2-3). The transition state is located at the saddle point of the reaction pathway 

and the climbing image algorithm is used to drive the convergence to the transition 

state.45 This method works by the climbing up of one image that is closest to the saddle 

point, which does not feel the spring forces along the band.  

 

Figure 2-3. The representation of a reaction path computed with NEB.46 
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Though increasing the number of images between initial and final states increases 

the accuracy for finding the transition states, it also increases the computational cost and 

memory. Thus, for tough NEB calculations, the dimer method allows the search for 

saddle point near any initial configurations.47 With the converging NEB calculations, 

the dimer calculation can be applied for the image that is closest to the saddle point. An 

initial guess of the direction can be provided along the dimer and the dimer calculation 

gives the saddle point near the image. This method is proved to be successful for the 

transition state calculations in this dissertation, especially the reaction system involving 

CO2 and CO3. 

To assure the saddle point located by NEB or dimer calculations is the global 

transition state, a vibrational analysis needs to be performed and the transition state is 

confirmed by the existence of only one imaginary frequency. 

2.2. Molecular Dynamics 

The DFT calculations are limited to 0 K temperature, while the molecular dynamics 

(MD) take the entropy into account and calculate the kinetics at certain temperature, 

which predict macro scale properties of materials.48 MD simulations solve the Newton’s 

equation of motion 

𝑚"
𝑑!𝒙"
𝑑𝑡! = 𝒇" , (2-11) 

where 𝑚"  is the particle mass, ?
!𝒙"
?-!

 is the acceleration and 𝒇"  is the force, which is 

calculated by taking the gradient of the potential energy 𝑈 

𝒇" = −
𝜕
𝜕𝒙"

𝑈. (2-12) 



 18 

For a system with atoms at position 𝒙", the potential energy 𝑈 can be determined, 

therefore the force 𝒇". Thus, the position of atoms can be updated by Equation 2-11 with 

small time steps 𝑡 . Velocities can be calculated along the simulation. In an MD 

simulation with constant temperature, volume and number of atoms, the velocities are 

rescaled to keep constant temperature 

𝑇(𝑡) =6
𝑚"𝑣"!(𝑡)
6𝑘A

#

"$%

. (2-13) 

The scaling algorithm of velocity is called the thermostat and the most commonly used 

methods are those developed by Nose-Hoover49,50 and Andersen51. The MD simulation 

gives a resulting trajectory with respect to time. Other properties, such as potential 

energy and force can also be abstracted from the MD trajectory, enabling the analyses 

of properties of the system along the time scale. 

The MD simulations that used DFT for the calculation of potential energies are 

called ab initio MD (AIMD). AIMD simulations presented in this dissertation are 

performed using the open source molecular dynamic package CP2K. 52  
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Chapter 3. Mechanistic Investigation of Direct Methane 

Conversion to Methanol on Ni(111) and NiO(100) 

Surfaces 

3.1. Introduction 

Natural gas is one of the most abundant energy resources in U.S. and its production 

and consumption were projected to continue increasing according to the Annual Energy 

Outlook 2021.53 In the chemical industry, natural gas is directly used for heat generation 

or can be applied as a feedstock to produce higher value products, such as syngas, 

ammonia, alkenes and alcohols, through catalytic processes. 

The main component in natural gas, methane, is thermodynamically very stable. The 

activation of the strong C-H bonds requires an energy input of ca. 100 kcal/mol, usually 

associated with reaction temperatures of 900 K and higher. 54  Such high operating 

temperatures can cause sintering and coking the catalysts, which rapidly decreases the 

lifetime of the catalysts.55,56 Another issue that current methane activation processes are 

facing is that, the heat management of methane combustion, partial oxidation or OCM 

can be difficult and require expensive building materials for the reactors to tolerate high 

thermal fluxes. 57 Besides, smaller amounts of methane in shale or stranded gas are 

expensive to transport and usually get flared. Thus, it its desired to develop processes 

that can upgrade stranded methane in shale gas reservoirs to higher value products at 

moderate temperature. 

Methanol is synthesized from syngas, a mixture of CO, CO2 and H2, which can be 

obtained from methane steam reforming. Methanol is liquid at atmospheric conditions, 
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making it much easier to store and transport than methane. Methanol is not only a clean 

energy carrier, but also an essential feedstock for the production of other high value 

products. Existing commercialized processes for methanol production from methane 

involves the formation of syngas  

𝐶𝐻B(𝑔) + 𝐻!𝑂(𝑔) → 𝐶𝑂(𝑔) + 2𝐻!(𝑔), ∆𝐻 = 49.3	𝑘𝑐𝑎𝑙, (3-1) 

and 𝐶𝑂(𝑔) + 2𝐻!(𝑔) → 𝐶𝐻/𝑂𝐻(𝑔), ∆𝐻 = −21.7	𝑘𝑐𝑎𝑙. (3-2) 

The overall process is energy consuming because of the endothermic steam 

reforming step. Moreover, the syngas route is only economical on large scale, and it is 

not suitable for smaller scale, modular conversion of methane. In contrast, the direct 

conversion of methane to methanol using oxygen (shown in Equation 3-3) releases heat 

and is a desirable pathway for the upgrade of stranded methane via 

𝐶𝐻B(𝑔) +
1
2𝑂!

(𝑔) → 𝐶𝐻/𝑂𝐻(𝑔), ∆𝐻 = −30.7	𝑘𝑐𝑎𝑙. (3-3) 

One of the challenges this and related partial oxidation processes are facing is the 

over oxidation of methane to CO or CO2, which lowers the product yield. Thus, suitable 

catalysts and processes must be developed to control the delivery of oxygen and 

maximize the selectivity to partially oxidized products.  

Single site catalysts with limited oxygen adsorption potential have garnered interest 

in recent years. For example, Cu-exchanged zeolites have been investigated for the 

partial oxidation of methane to methanol and two types of processes were employed: 

the stepwise11 and continuous12 processes. Groothaert and coworkers reported stepwise 

methane to methanol conversion on Cu-ZSM-5 following a three-step cycle: an O2-

activation step, a methane to methanol reaction step, and a methanol extraction step.11 
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Kulkarni el al. have analyzed a wide range of cation-exchanged zeolites and reported 

the activities for the methane to methanol reaction.58 They have theoretically identified 

the transition state of C-H bond activation as a methyl radical and a linear correlation 

of the C-H bond activation barrier and the hydrogen affinity. Moreover, Latimer et al. 

also calculated radical-like transition states and drew the same conclusions regarding 

the linear correlation between C-H bond activation barriers and hydrogen affinity for a 

wider range of materials, spanning zeolites, metal oxides, gold surface, gold 

nanoparticle, graphene nanosheet, etc.88 

In the step-wise process, water is required to promote the desorption of methanol. 

Recently, Engedahl and coworkers have performed first-principles study of direct 

methane to methanol conversion on Cu-dimers in Cu-SSZ-13.59 ,60  They have first 

shown that Z[Cu2O] and Z[Cu2(OH)] are relevant copper dimer structures.59 While their 

micro-kinetic model results indicate that neither of the two sites are active for the 

reaction under dry conditions. To be able to activate the reaction, a high partial pressure 

of methane including water is needed.60 Moreover, Dinh et al. have shown that the 

dimeric Cu motif as the active site for the continuous partial methane oxidation, with 

the surface-bound C1 species as the reaction intermediate of the C-H bond activation.12  

Alternatively, selective partial oxidation can be achieved by a judicious choice of 

oxidants, for instance, halogens and H2O2. Olah et al. achieved selective catalytic 

monohalogenation of methane over supported solid acids (e.g., FeOxCly/Al2O3, 

TaOF3/Al2O3, and NbOF2/Al2O3) and platinum group metals (Pt/Al2O3 and Pd/BaSO4) 

at temperatures between 180 and 250℃.8 Hammond and colleagues reported that 
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methane can be oxidized to methanol on iron copper zeolite (Fe-Cu-ZSM-5) with 

aqueous hydrogen peroxide at 50℃.61 

Another mechanism to accomplish controlled delivery of oxidants is provided by 

electrochemical cells. For instance, Mustain and coworkers combined O2 and CO2 to 

generate carbonate (CO3) ions on the cathode and used the resulting CO3 as oxidant to 

convert methane to methanol on the anode.62,63 The key advantage of Mustain’s work is 

the prevention of methane overoxidation due to the separation of CH4 and O2 feeding, 

as well as the control of CO32- delivery by tuning the electrical current. 

To gain a mechanistic understanding of the methane to methanol reaction on the 

anode we performed density functional theory (DFT) calculations of carbonate-assisted 

activation of methane on Ni(111) and NiO(100) surfaces. We chose Ni(111) as a starting 

point, because Ni-based catalysts have been widely studied for methane steam 

reforming and are among the most commonly used catalysts in industry.64 We then 

extended our investigation to the NiO(100) surface, which is a better approximation of 

the NiO/ZrO2 catalyst used by Mustain. Before discussing the effect of applied electric 

fields in the electrochemical cell on the energetics of reaction intermediates and 

transition states in Chapter 4, we first focus on the reaction mechanisms in this chapter. 

3.2. Methods 

3.2.1. Computational Methods 

All periodic density functional theory (DFT) calculations were performed using the 

Vienna Ab-initio Simulation Package (VASP).42,43 Spin-polarization was turned on for 

all calculations to describe the ferromagnetism of Ni and anti-ferromagnetism of NiO.65 

A dipole correction was applied in the z-direction normal to the surface. Electron 
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exchange-correlation was described by the BEEF-vdW functional,41 and the energy cut-

off for the plane wave basis set was set to be 540 eV. The partial occupancies for each 

band were determined by Gaussian smearing with a width of kbT = 0.1 eV.66 The self-

consistent field cycle was terminated when the change in total energy was lower than 

10-7 eV and the ionic force convergence criterion was set to below 0.02 eV/Å. 

As gas phase reference energies, we used those of CH4, H2 and CH3OH. Calculations 

of gas phase energies were carried out using the G-point only, a dipole correction in all 

three directions and a decreased smearing width of 0.01 eV. The energy of gas phase O2 

was needed to determine the Hubbard parameter U of NiO(100) surface. It was derived 

from the gas phase energies of H2O and H2, and the experimental data of the heat of 

formation of H2O, since standard DFT gives large errors for the energy of the O2 

molecule.67,68 

Transition metal oxides, such as NiO, experience strong on-site Coulomb repulsion 

amongst 3d electrons due to the narrow d band width and electron localization. Spin-

polarized DFT calculations in the standard generalized gradient approximation (GGA) 

usually fail to describe these materials correctly. To address this issue, the DFT+U 

method by Dudarev et al. was applied to the calculations of NiO(100).69,70 The value of 

effective Hubbard parameter 𝑈CDD was fit to 5.4 eV by matching the computational and 

experimental data for the redox reaction energy of NiO to NiO2.70 Our 𝑈CDD value is in 

good agreement with prior work, which used 𝑈CDD values of ca. 6.3 eV.71,72 The small 

difference can be attributed to the different exchange correlation functional used here. 

The binding energy of an adsorbate was defined as  
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𝐸E"1?"1F = 𝐸GHIEJI?G.KEI-C − >𝐸GHIE + 𝐸KCDCKC1LC	FIG	MNIGC	GMCL"CG?, (3-4) 

where 𝐸" are calculated total electronic energies at each applied electric field. 

The activation barrier of each elementary step was calculated by locating transition 

states using the climbing image nudged elastic band (NEB)44,45 and the Dimer method.47 

The climbing image NEB algorithm maps the entire minimum energy path, including 

the saddle point, between the initial and final states by optimizing all intermediate 

images simultaneously. For difficult pathways the estimated transition state from the 

NEB calculation can be further refined using the Dimer method, which optimizes only 

the transition state image and usually results in a lower computational cost. By analyzing 

the normal modes of vibration of all transition states, we confirmed them as first order 

saddle points showing a single imaginary frequency along the reaction coordinate. All 

reported energies and enthalpy of reaction (∆H) are approximated using electronic 

energies and neglect zero point energy correction and heat capacity contributions. 

Vibrational analyses were performed in the harmonic oscillator approximation and a 

positive and negative displacement of 0.01 Å along all three Cartesian vectors was used 

to construct the mass-weighted Hessian. 

3.2.2. Model Description 

3.2.2.1. Ni(111) surface 

All models were built using the Atomic Simulation Environment (ASE).73  The 

lattice constant (LC) of fcc-nickel was optimized to be 3.477 Å, which is within 1.4% 

error of with the experimental value (3.524 Å).74 To investigate the surface catalytic 

properties, a four-layer Ni(111) slab with p(3×3) unit cell was built, corresponding to 
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an adsorbate surface coverage of 1/9 ML. The bottom two layers were fixed to the 

positions of the bulk phase, while the top two layers were free to relax. A 10 Å vacuum 

was added within two slabs along the z-direction to avoid the interaction between 

repeated slabs when performing the periodic calculations. This vacuum spacing is 

comparable to values from the literature (10 Å75, 11 Å76 and 12 Å77). A Monkhorst-

Pack mesh of (4×4×1) k-points was used to approximate the Brillouin Zone.75,77 To 

describe the ferromagnetism of nickel, we assigned an initial magnetic moment of 0.8 

𝜇A to each Ni atom, which is ca. 1.2 times that of the experimental magnetic moment of 

nickel, 0.656 𝜇A.78 The magnetic moment converged to 0.66 𝜇A and is in consistent with 

the experimental data. 

3.2.2.2. NiO(100) surface 

The optimal LC of NiO was determined to be 4.236 Å, within 0.7% error of the 

experimental value of 4.264 Å. 79  To select a representative surface model, we 

considered the low index NiO(100) and NiO(111) surfaces, both of which have been 

studied experimentally and computationally in the past.71,72 The surface free energies 

(𝛾) of (2×2) unit cells of non-polar NiO(100) and the polar Ni-terminated and O-

terminated NiO(111) surfaces were calculated as 

𝛾 =
1
2𝐴

[𝑒GHIE𝑁 − 𝑒EOHP𝑁], (3-5) 

where, 𝐴 is the area of the surface in the unit cell, 𝑒GHIE is energy per atom in the slab, 

𝑒EOHP is energy per atom in bulk NiO and 𝑁 is the total number of atoms in a unit cell. 

We identified NiO(100) as the preferred, low surface energy termination, which is 

consistent with the calculations done by Yao and coworkers.80 
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Given NiO’s anti-ferromagnetic nature, alternating spin directions for neighboring 

Ni atoms need to be specified. The specification may be a) atom-wise, resembling a 

checkerboard pattern, b) row-wise, or c) layer-wise. To avoid any magnetic defects in 

the structure, an even number of repeat units, i.e., rows or layers, is needed. We tested 

all three possible spin specifications for surface unit cells ranging from (2×2) to (4×4) 

and the row-wise pattern consistently resulted in the lowest surface free energy. We 

chose the (3×2) unit cell with a row-wise pattern of spin specification, corresponding 

to a 1/6 ML coverage of adsorbates, as best compromise between efficiency and 

accuracy. Similar to the Ni(111) surface, we used a NiO(100) slab with four layers 

where only the bottom two layers were fixed. A vacuum of 12 Å along the z-direction 

was added between each slab and a Monkhorst-Pack mesh of (8×12×1) k-points was 

used to approximate the Brillouin Zone. The structure of Ni(111) and NiO(100) models 

are shown in Figure A1. 

3.3. Results Discussion 

Our mechanistic investigation focuses on the anode reaction, where methane reacts 

with carbonate ions (CO32-) transferred through the electrolyte from the cathode. The 

overall anode reaction is  

CH4 + CO32- ® CH3OH + CO2 + 2 e-, 

which we can rewrite in two separate steps as 

CO32- + * ®  CO3* + 2 e- 

CH4 + CO3* ® CH3OH + CO2 

where the asterisk represents a surface site and X* denotes the adsorbed species X. Upon 

adsorption of the CO32- ion to the surface its electrons are transferred and the resulting 
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surface species is indistinguishable from CO3* formed from CO2 and ½ O2, allowing us 

to assume a charge neutral reference state in our DFT calculations. This implies that the 

relevant elementary steps for methane activation and methanol formation can be studied 

from the reaction CH4 + CO3* ® CH3OH + CO2, which assumes that CO3* exists in 

pre-adsorbed form on the surface. To examine the role of carbonate in the conversion 

from methane to methanol we consider two possible reaction mechanisms: 

Mechanism 1  

CO3-assisted methane activation 

 Mechanism 2 

O-assisted methane activation 

    CO3* +* ® CO2* + O* 

CH4(g) + CO3* + * ® CH3* + HCO3*  CH4(g) + O* + * ® CH3* + OH* 

HCO3* + * ® OH* + CO2*     

CH3* + OH* ® CH3OH* + *  CH3* + OH* ® CH3OH* + * 

CO2* ® CO2(g) + *  CO2* ® CO2(g) + * 

CH3OH* ® CH3OH(g) + *  CH3OH* ® CH3OH(g) + * 

We refer to the above two pathways CO3- and O-assisted methane activation 

mechanisms. The difference between the two mechanisms is the role of CO3. In the 

CO3-assisted mechanism, CO3 activates methane directly, while in the O-assisted 

mechanism CO3 serves as a deliverer of an oxygen atom, which assists in the activation 

of methane. Both mechanisms compete with the direct dissociation of methane, which 

we also included as reference in our DFT calculations on Ni(111) and NiO(100) surfaces. 

3.3.1. Mechanistic Study of Methane conversion to methanol on Ni(111) 

3.3.1.1. Binding energies and adsorption geometries 

We sampled possible binding geometries of nine surface intermediates on Ni(111). 

The most favored adsorption geometries and binding energies of the reaction 

intermediates and corresponding binding energies (eV) are summarized in Figure 3-1. 
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CH4 and CO2 are physisorbed to the surface and other species are chemisorbed. The 

preferred adsorption site for CH3, O, OH and H is the fcc site. CO3 binds to the surface 

with two of its oxygen atoms in bridge site positions and the third oxygen atom pointing 

out into the vacuum. HCO3 has its two oxygen atoms binding to top sites and the OH 

group pointing away from the surface. CH3OH binds to the surface through the oxygen 

atom of its OH group with the CH3 tail group away from the surface. The calculated 

adsorption configurations are in agreement with the work previously done by Che,81 

Wang,82 and Kubicki.83 

 

Figure 3-1. Most favored adsorption geometries and binding energies (eV) of the nine 
possible reaction intermediates on the Ni(111) surface. The green, grey, red 
and white spheres represent Ni, C, O and H atoms respectively. 

3.3.1.2. Potential energy diagram 

Figure 3-2 shows the potential energy diagrams with the corresponding activation 

barriers of reaction mechanisms 1 (CO3-assisted) and 2 (O-assisted) on the Ni(111) 

surface. The red and blue curves correspond to the CO3- and O-assisted mechanisms, 

respectively, with the grey curve showing the direct methane activation as reference. 

Black numbers underneath the curves are absolute values indicating the energies of each 

state, while bold, italic, colored numbers above the curves are relative values showing 

the activation barriers for each elementary step. The detailed reaction enthalpy and 

activation barriers for all elementary steps are summarized in Table A1. The 

CH4 CO3 CH3 O HCO3 OH CH3OH CO2 H
-0.10 -0.84 0.71 -0.98 -1.49 -1.23 -0.32 -0.68 -0.31
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configurations of initial, transition and final states of all elementary steps are 

summarized in Figure 3-3 with the green, grey, red and white spheres represent Ni, C, 

O and H atoms respectively, and the * denoting active sites have been omitted for clarity. 

 

Figure 3-2. Potential energy diagram of both reaction mechanisms on Ni(111). The 
CO3- and O-assisted mechanisms are shown as red and blue curves. The 
direct methane dissociation is shown in grey as a reference.  

CH4+CO2+1/2O2 CH4*+CO3*               CH3*+HCO3*           CH3*+OH*+CO2*         CH3OH*+CO2*           CH3OH+CO2

CH4+CO2+1/2O2 CH4*+CO3*              CH4*+O*+CO2*        CH3*+OH*+CO2*          CH3OH*+CO2*           CH3OH+CO2
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Figure 3-3. Top and side views of initial, transition and final states of elementary 
steps of direct methane dissociation (grey framed), CO3-assisted (red 
framed) and O-assisted (blue framed) methane activation on Ni(111). 

Initial State Transition 
State Final State

CH4+CO3→CH3+HCO3

CH4→CH3+H

HCO3→ CO2+OH

CO3→ CO2+O

CH4+O→CH3+OH

CH3+OH→CH3OH
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In the CO3-assisted mechanism, a hydrogen atom is transferred from methane to 

CO3 with an activation energy barrier of 1.3 eV. The following step of C-O bond 

cleavage in HCO3 has a much smaller barrier of 0.3 eV. In the O-assisted mechanism, 

the C-O bond cleavage in CO3 has a barrier of only 0.1 eV, but the subsequent O-assisted 

methane activation step has a large barrier of 1.9 eV. Compared with the reference 

mechanism of direct methane dissociation on clean Ni(111) requiring a barrier of 1.5 

eV, we can conclude that CO3 can help lower the activation barrier of methane 

activation, while the presence of O inhibits methane activation. However, the promotion 

by CO3 is limited by its competing decomposition to O and CO2, which is 

thermodynamically and kinetically more favorable. Regardless of the details of C-H 

bond activation, both mechanisms have to go through the methanol formation step, 

which requires an activation barrier of 2.0 eV, the highest value encountered along the 

potential energy diagram. 

Overall, the potential energy diagram for the Ni(111) surface does not suggest any 

obvious activity towards direct methane conversion to methanol. Instead, methane 

conversion in Ni is more likely to proceed via traditional mechanisms involving the 

sequential dehydrogenation of CH4 and formation of COx. Ni is certainly active for 

methane steam reforming to produce syngas64 which can be used in the production of 

methanol over Cu/ZnO84, Pd/CeO285 or Pd/ZeAl2O486, but these processes are outside 

the scope of this thesis. Next, we turn our attention to methane activation on NiO(100) 

in the presence of CO3. 
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3.3.2. Mechanistic Study of Methane conversion to methanol on 

NiO(100) 

3.3.2.1. Binding energies and adsorption geometries 

The adsorption configurations and corresponding binding energies (eV) of the 

reaction intermediates on NiO(100) surface are summarized in Figure 3-4. Same as 

Ni(111), CH4 and CO2 are physiosorbed and others are chemisorbed to NiO(100) 

surface. CH3, OH and CH3OH adsorb to the top of nickel atom while H adsorb to oxygen 

atom. CO3 and HCO3 bind to the top of nickel atoms through two oxygen atoms and O 

adsorbs to the bridge site between two nickel atoms. 

 

Figure 3-4. Most favored adsorption geometries and binding energies (eV) of the nine 
possible reaction intermediates on the NiO(100) surface. The green, grey, 
red and white spheres represent Ni, C, O and H atoms respectively. 

3.3.2.2. The strong Lewis acid-base interaction 

Results show that, the co-adsorbed CH3 and OH are much more stable than the 

infinitely separated CH3 and OH by a 1.7 eV difference. The adsorbate CH3 prefers to 

bind to a Ni atom as shown in Figure 3-4 while it tends to bind to an O atom when co-

adsorbe with OH. Figure 3-5 shows the Bader charge analysis results of infinitely 

separated CH3 and OH, (a) and (b), and the co-adsorbed CH3 and OH (c). These results 

show the Bader charge of each atom, which relative difference are indicated in the color 

CH4 CO3 CH3 O HCO3 OH CH3OH CO2 H
-0.15 1.05 1.72 2.02 -0.55 0.53 -0.55 -0.78 0.74
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bars. Though the Bader charge does not reflect the real charge of the atom, it gives 

indication whether an atom is oxidized or reduced. The result shows that the nickel atom 

is reduced when CH3 is adsorbed to the surface (Figure 3-5a) and the oxygen atom from 

OH is oxidized when it is adsorbed (Figure 3-5b). This indicates that the total energies 

of infinitely separated CH3 and OH are contributed by two parts, the adsorption of the 

species and the oxidation state change of nickel or oxygen atom. When CH3 and OH are 

co-adsorbed (Figure 3-5c), the paired Lewis acid and base do not cause the oxidation 

state change of nickel or oxygen atoms, which further stabilize the adsorption of CH3 

and OH. Similar Lewis acid-base interaction between H and OH on TiO2(110) has been 

studied and reported by Xiao.87 To eliminate the contribution of the oxidation state 

change of atoms to the total energy, it is desired to keep the surface charge neutral. Thus, 

co-adsorption energies were used to plot the potential energy diagrams instead of the 

binding energies of infinitely separated adsorbates. 

 

Figure 3-5. Bader charge analysis results of infinitely separated CH3 (a) and OH (b) 
and the co-adsorbed CH3 and OH (c). The color bars show the change of 
Bader charge for each atom. 

3.3.2.3. Radical rebound: a different mechanism for methane-to-

methanol conversion  

While calculating the activation barrier of O-assisted methane activation, a direct 

formation of methanol was observed, shown in Figure 3-6. Unlike what happens on the 

(a) (b) (c)



 34 

Ni(111) surface, CH3 radical forms after the C-H bond is activated by oxygen with a 0.5 

eV activation barrier (1 ® TS ® 2 in Figure 3-6 ). Latimer and coworkers have reported 

a linear scaling relationship between the C-H bond activation barrier and the H affinity 

of the active site for the methane activation via the radical-like transition state.88 Our 

results show that the methane is activated by an adsorbed oxygen on NiO(100) surface 

via the similar transition state, though the resulting C-H bond length (1.3 Å) does not 

fall in the same range (ca. 2.5 Å) reported by Latimer. 

 

Figure 3-6. O-assisted methane activation (1 ® TS ® 2) forming a CH3 radical, 
followed by CH3 adsorption (2 ® 3) or methanol formation (2 ® 4) on 
NiO(100) surface. Corresponding configurations are shown to the right. 

Afterwards, the C-O bond formation between CH3 radical and OH (2 ® 3) has a -

3.2 eV enthalpy and the adsorption of CH3 radical to the surface oxygen (2 ® 4) has a 

-2.0 eV enthalpy. Results show that the CH3 radical prefers to form methanol 

① ②

③

④

TS ①

②

③

④

TS
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spontaneously with no transition states being identified. Thus, a new mechanism was 

proposed for the O-assisted methane conversion to methanol: 

Mechanism 3 

Radical rebound mechanism 

CO3* +* ® CO2* + O* 

CH4(g) + O* + * ® CH3(rad) + OH* 

CH3(rad) + OH* ® CH3OH* + * 

CO2* ® CO2(g) + * 

CH3OH* ® CH3OH(g) + * 

where CH3(rad) represent the CH3 radical and we name the newly discovered reaction 

pathway as the radical rebound mechanism. Since the CH3 radical attaches to the surface 

OH spontaneously with no transition state identified, we assign a zero barrier for the 

step of 2 ® 4 and then studied the CO3-assisted and radical rebound mechanisms on 

NiO(100) surface. The reaction pathway mimics the radical rebound mechanism, which 

is originally discussed in enzymatic, homogeneous C-H functionalization reactions.89 

The mechanism describes the step of H abstraction from R-H, followed by an oxygen 

rebound step to form R-OH. In addition to homogeneous catalysis, methane oxidation 

to methanol reactions catalyzed by the mixtures of iron-containing metal-organic 

framework (MOF) nodes and MFI zeolites have been reported by Simons and co-

workers. 90  They have demonstrated the methanol formation via radical rebound 

mechanism, and the subsequential transport and dehydration steps that are needed to 

protect the product from overoxidation. 

3.3.2.4. Potential energy diagram 

The potential energy diagrams with the corresponding activation barriers of CO3-

assisted (red) and radical rebound (blue) mechanisms on NiO(100) surface are shown 



 36 

in Figure 3-7. The numbers show the absolute energies or relative activation barriers as 

indicated in Figure 3-2: black numbers underneath the curves are absolute values 

indicating the energies of each state, while bold, italic, colored numbers above the 

curves are relative values showing the activation barriers for each elementary step.  The 

detailed reaction enthalpy and activation barriers for all elementary steps are 

summarized in  

Table A2. The configurations of initial, transition and final states of all elementary 

steps are summarized in Figure 3-8, with the green, grey, red and white spheres 

represent Ni, C, O and H atoms respectively, and the * denoting active sites have been 

omitted for clarity. When calculating the transition state of methanol formation from 

adsorbed OH and CH3, a second imaginary frequency in a helicopter rotation mode was 

encountered and we were not able to eliminate it. It was treated as the free rotation. 

Except for that, other transition states were confirmed to have single imaginary 

frequencies. 
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Figure 3-7. Potential energy diagram of CO3-assisted (red) and radical rebound 
mechanisms (blue) mechanisms on NiO(100). The direct methane 
dissociation is shown in grey as a reference 
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Figure 3-8. Top and side views of initial, transition and final states of elementary steps 
of direct dissociation (grey framed), CO3-assisted (red framed) and radical 
rebound (blue framed) methane conversion to methanol on NiO(100). 

Results show that on NiO(100) surface the activation barrier for methane activation 

by CO3 is 1.2 eV and that for methane activation by O is 0.5 eV. Both pathways lower 

the methane activation barriers significantly comparing with direct methane dissociation 

Initial State Transition 
State Final State

CH4+CO3→CH3+HCO3

HCO3→ CO2+OH

CH4→CH3+H

CO3→ CO2+O

CH4+O→CH3(rad)+OH

CH3+OH→CH3OH
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with a 1.7 eV barrier. Notably, CO3 is much easier to dissociate into CO2 and O (0.4 eV 

activation barrier) than to activate methane directly. The O formed afterwards is able to 

abstract H from methane to form OH and CH3 radical. CH3 radical then is easily to form 

C-O bond with OH, without having to go through the energy intensive methanol 

formation in the CO3-assisted mechanism (1.7 eV barrier). Thus, the radical rebound 

mechanism has great chance do dominate over the CO3-assisted mechanism on NiO(100) 

surface. 

According to the results, the role of CO3 in Mustain’s experiments turns out to be 

the delivery of oxygen atoms from the cathode to anode.62,63 In the experiments, the gas 

phase oxygen was fed to the cathode and methane was fed to the anode so that the over 

oxidation of methane is prevented. 

3.4. Conclusion 

The mechanisms of methane activation by both CO3 and O to produce methanol on 

Ni(111) and NiO(100) surfaces have been studied using density functional theory 

calculations. Our results suggest that CO3 and O do not help with the methane activation 

on Ni(111), compared with the direct methane dissociation, and the high barrier of the 

methanol formation step makes the reaction unlike to proceed on the Ni(111) surface. 

Differently, both CO3 and O are able to lower the activation barrier for C-H bond 

breaking on NiO(100), and a radical rebound mechanism has been found. In the newly 

proposed mechanism, the formed radical-like CH3 prefers to react with the surface OH 

instead of adsorb to the NiO(100) surface. The radical rebound mechanism shows great 

potential to dominate the methane to methanol reaction on NiO(100) surface since the 

fact that it does not have to go through the energy consuming step of methanol formation 
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from adsorbed CH3 and OH. Our work provides an insight to the role of CO3 for methane 

conversion to methanol – to deliver oxygen atoms for the activation of methane. The 

fact that gas phase oxygen and methane are separated is essential to prevent the over 

oxidation of methane. Future works will be focusing on the effect of applied electric 

fields on the catalytic behaviors. 
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Chapter 4. Effect of Applied Electric Field on the 

Methane-to-Methanol Conversion on NiO(100) and Rate 

Enhancement under Electrochemical Conditions 

4.1. Introduction 

As the main component of the natural gas, methane has been widely utilized as fuel 

to generate heat and power,91,92 or as a feedstock for the C1 chemical cycle.93 The 

activation of the strong C-H bonds of methane requires an energy input of up to 100 

kcal/mol or temperatures of 900 K and higher.54 Such high operating temperatures can 

cause sintering and coking the catalysts, which rapidly decreases the lifetime of the 

catalysts,55,56 Another issue that current methane activation processes are facing is that, 

the catalysts are placed in expensive alloy tubes to tolerate the high thermal fluxes 

through the walls of the reactor.57 Besides, the transportation of gas phase methane is 

also challenging and expensive. Thus, processes that can upgrade methane to higher 

value products at moderate temperature are beneficial for the utilization of methane and 

have been studied both experimentally and theoretically over decades. 

Llorca and co-workers have shown the methane selective oxidation to formic acid 

with an O2-H2 mixture catalyzed by plasma-activated gold nanoparticles.94 Mowbray et 

al. have performed DFT calculations on the methane partial oxidations and noted an 

improved adsorbate-surface interaction on the positively charged gold nanoparticles.95 

Sajith and colleagues have performed theoretical study of methane conversion to 

methanol on Pd and Au/Pd. They have reported that H2O2 decomposes to OH groups, 

which reduce the activation barrier for the hydrogen abstraction significantly.9 
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Psofogiannakis and colleagues have reported the electrooxidation of methane on a 

Pt(111) and the results show that the C-H bond activation of methane is the rate limiting 

step.96 

Electrochemical methane activation at low temperature is emerging as a promising 

way to upgrade methane to higher value products. Established electrochemical routes 

rely on the use of solid oxide fuel cells (SOFCs) with nickel or ceria-based anodes.97,98 

However, SOFCs operate at high temperatures at which methane is fully oxidized to 

CO2 and H2O, which are not valuable products. To drive new discoveries at milder 

conditions, Che et al. performed both computational and experimental studies of 

methane steam reforming reactions (MSR) on nickel with and without electric field.76,99 

They concluded that a positive applied electric field decreases the rate constant and 

equilibrium constant of carbon formation on Ni; thus, preventing the formation of coke 

on the catalyst. Moreover, a positive external electric field lowers the potential energy 

diagram for MSR steps by strengthening the binding of several reaction intermediates. 

External electric fields can also alter the most favorable reaction mechanism and vary 

the rate constants and equilibrium constants of the rate limiting step.76 For example, a 

negative electric field has the ability to decrease the activation barrier for the formation 

of methanol, which makes the catalytic process with an applied electric field a potential 

way to generate methanol from methane.99 

We have previously discussed the mechanistic study of methane conversion to 

methanol on Ni(111) and NiO(100) surfaces according to the experiments reported by 

Mustain and co-workers62,63 in Chapter 3. We have shown that the methane conversion 

to methanol reaction follows different mechanisms on Ni(111) and NiO(100) surfaces. 
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Instead of forming the surface methyl, a CH3 radical is formed after methane activation 

by oxygen on NiO(100). The direct C-O bond formation of OH and CH3 radical allows 

the bypass of the methanol formation from surface OH and CH3. The radical rebound 

on mechanism reduces the overall activation barrier since the C-O bond formation of 

surface OH and CH3 has the highest activation barrier among all elementary steps, 

which is consistent with Sajith’s finding that the recombination of methyl and OH being 

the rate-determining step for the methanol formation. 9 

The limit of conventional catalytic performance is described by the Sabatier 

principle: the maximum reaction turnover can be achieved by the catalyst that binds to 

the reaction intermediate neither too strongly or weakly.18 The optimal catalyst is ideally 

located at the peak of the Sabatier volcanoes which balances the rates of adsorption, 

surface reaction and desorption. Gopeesingh and co-workers have reported that the 

turnover frequency of formic acid oxidation to carbon dioxide and hydrogen can have a 

10-fold increase with a dynamic square wave oscillation between open circuit and 

positive potential.20 Shetty et al. have shown that dynamic catalyst stimuli such as light, 

vibrations, strain and electronic manipulations are able to achieve rate enhancement by 

accelerating elementary steps independently.19 

We have continued our previous work on NiO(100) and performed theoretical study 

of methane oxidation to methanol under external electric fields. Results show that some 

elementary are promoted by positive electric fields and others by negative electric fields. 

Gopeesingh and co-workers have reported that the formic acid oxidation reaction to 

carbon dioxide and hydrogen can be promoted by dynamic oscillation of the applied 

potential.20 Our observation of the different response to the applied electric fields shows 
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that the reaction has great potential to be accelerated under oscillating electrochemical 

potentials. 

4.2. Methods 

4.2.1. Computational methods 

All periodic density functional theory (DFT) calculations were performed using the 

Vienna Ab-initio Simulation Package (VASP).42,43 Since the work discussed in this 

Chapter is a follow up study of the mechanisms investigated in Chapter 3, all 

computational settings were kept identical. 

To investigate the effect of applied electric fields to the reaction, the external 

electrostatic field was applied in the direction of the dipole correction normal to the 

surface and controlled via the EFIELD flag in VASP developed by Neugebauer and 

Scheffler.100  Following the work of Neugebauer and Scheffler, the implementation 

inserts a dipole sheet at the center of the vacuum space separating two repeated slabs. 

The dipole sheet is positively and negatively charged at both ends, respectively, creating 

a positive or negative electric field. Figure 4-1a,b shows the NiO(100) slab with a 

negative applied electric field and the electrostatic potential is plotted to Figure 4-1c. 

The direction of electric field E is defined to be pointing from partially positive to 

partially negative in the vacuum. The slope of the electrostatic potential in the vacuum 

is -0.3, assuring that the -0.3 V/Å electric field was applied properly. The unit of this 

parameter in VASP is eV/Å, which we convert to V/Å for direct comparison with 

experiments. The units are related by Equation 4-1: 

1𝑒𝑉/Å = −1𝑉/Å. (4-1) 
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Figure 4-1. Scheme of externally applied electric field. NiO(100) (a) without applied 
electric field, and (b) with a negative applied electric field. (c) Electrostatic 
potential diagram of NiO(100) with a -0.3 eV applied electric field. 

Charge density difference was calculated by taking the difference between the 

charge density of the slab with the adsorbate and the charge density of the slab and 

adsorbate alone. The isosurfaces were plotted using VESTA.101 

4.2.2. Model Description 

All models were built using the Atomic Simulation Environment (ASE).73 The 

optimal lattice constant was kept the same as mentioned in Section 3.2, which is 4.236 

Å. To keep the consistency, a four-layer (3×2) NiO(100) surface with a row-wise spin 

specification was used for all the calculations. The bottom two layers were fixed and a 

vacuum of 12 Å was added between slabs. A Monkhorst-Pack mesh of (8×12×1) k-

points was used to approximate the Brillouin Zone. 
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4.3. Results Discussion 

4.3.1. Two reaction mechanisms studied for methane conversion to 

methanol 

According to our previous work, two mechanisms were studied: CO3-assisted 

methane activation and radical rebound mechanism: 

Mechanism 1  

CO3-assisted methane activation 

 Mechanism 2 

Radical rebound mechanism 

    CO3* +* ® CO2* + O* 

CH4(g) + CO3* + * ® CH3* + HCO3*  CH4(g) + O* + * ® CH3(rad) + OH* 

HCO3* + * ® OH* + CO2*     

CH3* + OH* ® CH3OH* + *  CH3(rad) + OH* ® CH3OH* + * 

CO2* ® CO2(g) + *  CO2* ® CO2(g) + * 

CH3OH* ® CH3OH(g) + *  CH3OH* ® CH3OH(g) + * 

The asterisk represents a surface site and X* denotes the adsorbed species X. 

Carbonate serves differently in the two mechanisms: in the CO3-assisted methane 

activation, CO3 directly abstract a hydrogen atom from methane, while in the radical 

rebound mechanism, the role of CO3 is to deliver oxygen atoms from cathode to anode. 

As discussed in our previous work, the C-O formation between OH and the CH3 radical 

formed in the radical rebound mechanism is thermodynamically favored by 3.2 eV. 

Thus, it is assumed that the activation barrier of methanol formation in the second 

mechanism is negligible. Both mechanisms were studied under positive and negative 

electric fields and the results are discussed in the following section. 
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4.3.2. Effect of applied electric fields on the binding behaviors 

The adsorptions of all reaction intermediates were calculated under -0.3, 0, and 0.3 

V/Å applied electric fields. The adsorption configurations of reaction intermediates 

without applied electric fields are summarized in Figure 4-2a, green, grey, red and white 

spheres represent Ni, C, O and H atoms respectively. The configurations do not vary 

significantly with applied electric fields; however, this observation may not be universal 

since the limitation of the applied potential. While the configurations remain similar, 

the binding energies have different response to the applied electric fields, shown in 

Figure 4-2c. The adsorptions of HCO3, CO3 and OH are stabilized by a negative electric 

field, while the positive electric field stabilizes the adsorption of CH3OH, H and O. The 

binding energies of CH4, CO2 and CH3 do not show a significant response to the varying 

applied electric fields. 

 

Figure 4-2. (a) Preferred adsorption configurations of reaction intermediates on 
NiO(100). (b) Charge density difference of adsorbed CO3. (c) Binding 
energies of reaction intermediates with respect to the applied electric fields. 

To further investigate the relation between applied electric fields and binding 

energies, we have performed the charge density difference analysis which shows the 

E=0.3 V/Å E=-0.3 V/Å

(b) (c)

CH4 CO3 CH3 O HCO3 OH CH3OH CO2 H

(a)

d d EE
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charge density difference before and after the intermediates bind to the surface, i.e., the 

surface dipole moments induced by the adsorptions. Figure 4-2b shows the charge 

density difference of adsorbed CO3 on NiO(100) surface at 0.3 and -0.3 V/Å applied 

electric fields. The yellow and blue isosurfaces indicate the charge accumulation and 

depletion respectively. The direction of surface dipole is defined to be pointing from 

partially negative to partially positive at the surface, which is opposite to the definition 

of direction of electric field. The results indicate that the adsorption of CO3 induces a 

surface dipole moment with its positive end pointing to the surface, whose direction and 

magnitude do not vary significantly according to the applied electric fields. The applied 

electric fields affect the binding energies by interacting with the surface dipole moment 

in terms of a Taylor series expansion102 

𝐸I? = 𝐸I?) − ∆𝑑Q$)𝐸 −
1
2∆𝛼Q$)𝐸

! +⋯, (4-2) 

where 𝐸I? is the binding energy, 𝐸 is the applied electric field, 𝐸I?) (binding energy), 

∆𝑑Q$) (effective dipole moment), and ∆𝛼Q$) (effective polarizability) are evaluated at 

𝐸 = 0𝑉/Å. Thus, for CO3 the effective dipole moment has a negative sign, which is 

consistent with the fact that its adsorption is stabilized by a negative electric field. 

Overall, the impact of electric field on the binding energies correspond strongly to the 

magnitude and the direction of their effective dipole moments induced by adsorption. 

4.3.3. Potential energy diagrams with applied electric fields 

To gain a systematic understanding of the impact of applied electric fields on the 

methane to methanol reaction, the reaction enthalpy and activation barriers of all 

elementary steps were calculated, with and without applied electric fields. Figure 4-3 



 49 

shows the thermodynamic potential energy diagrams of the two reaction mechanisms 

that we have studied. Reaction enthalpies and activation barriers of all elementary steps 

are listed in Table 4-1, and the configurations of initial, transition and final states of all 

elementary steps do not show great changes to the electric fields and are summarized in 

Figure 4-4, with the green, grey, red and white spheres represent Ni, C, O and H atoms 

respectively. 

The potential energy diagram in Figure 4-3 indicates that the applied electric fields 

have great impact on both reaction enthalpies and activation barriers. For the CO3-

assisted mechanism, a positive electric field lowers the reaction enthalpies for all three 

elementary steps. By switching from -0.3 to 0.3 eV electric field, the activation barrier 

of methanol formation step, which has the highest barrier, is reduced by 0.28 eV. 

However, the methanol formation is still the most energy consuming step even with 

positive applied electric field indicating that the CO3-assisted mechanism is unlikely to 

proceed comparing with the radical rebound mechanism. For the radical rebound 

mechanism, both reaction enthalpies and activation barriers shown in Table 4-1 indicate 

that increasing the applied potential favors the decomposition of CO3 to CO2 and O, 

while it makes the methane activation by O less favored. However, due to the different 

energy levels of the initial states of the second step, a positive electric field still lowers 

the overall potential energy surface as shown in Figure 4-3.  

According to the potential energy diagram, the radical rebound mechanism is 

supposed to dominate over the CO3-assisted mechanism, regardless of the applied 

electric field that we have applied. A positive electric field promotes most of the 

elementary steps except for the methane activation by O. However, a positive electric 



 50 

field is able to lower the overall potential energy surface of the radical rebound 

mechanism. Since TS5 has the highest energy level in the radical rebound mechanism, 

the C-H bond activation by O is assumed to be the rate determining step of the reaction. 

 

Figure 4-3. Potential energy diagram of CO3-assisted (red curves) and radical rebound 
(blue curves) mechanisms. The solid line, dashed line and dashdot line 
represent -0.3, 0 and 0.3 V/Å applied electric fields respectively. 

 

Table 4-1. Reaction enthalpy ∆𝐻 and activation barrier 𝐸I of all elementary steps with 
-0.3, 0 and 0.3 V/Å applied electric fields. The unit for all values is eV and 
all species are adsorbed unless CH3 radical (CH3(rad)). 

  Reaction Enthalpy ∆H (eV)  Activation Barrier E! (eV) 
Applied Electric Field 
(V/Å) 

 -0.3 0 0.3  -0.3 0 0.3 

CH4+CO3→CH3+HCO3  -1.61 -1.66 -1.70  1.22 1.17 1.06 
HCO3→ CO2+OH  0.61 0.56 0.46  0.66 0.69 0.79 
CH3+OH→CH3OH  -0.93 -1.12 -1.29  1.92 1.74 1.64 
CO3→ CO2+O  0.47 0.20 -0.08  0.52 0.44 0.42 
CH4+O→CH3(rad)+OH  -0.23 0.14 0.35  0.23 0.50 0.56 

 

CH4+CO2+1/2O2 CH4*+CO3*               CH3*+HCO3*           CH3*+OH*+CO2*         CH3OH*+CO2*           CH3OH+CO2

CH4+CO2+1/2O2 CH4*+CO3*              CH4*+O*+CO2*     CH3(rad)+OH*+CO2*      CH3OH*+CO2*           CH3OH+CO2

Solid line
Dashed line
Dashdot line

E=-0.3 V/Å
E=0 V/Å
E=0.3 V/Å
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Figure 4-4. Configurations of initial, transition and final states of elementary steps of 
CO3-assisted (red framed) and radical rebound (blue framed) mechanisms 
with the number of transition states as shown in Figure 4-3. 

4.3.4. Dynamic rate enhancement using oscillating electrochemical 

potential 

Assuming the C-H bond activation as the rate determining step, a simplified 

potential energy diagram is plotted as Figure 4-5a, which shows the adsorption of 

reactants, energy level of the transition state (TS) of C-H bond activation and the 

desorption of products with -0.3 (blue curve), 0 (black curve) and 0.3 (red curve) V/Å 

Initial State Transition 
State Final State

CH4+CO3→CH3+HCO3

HCO3→ CO2+OH

CO3→ CO2+O

CH4+O→CH3(rad)+OH

CH3+OH→CH3OH

TS1

TS3

TS2

TS4

TS5
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applied electric fields. According to the potential energy diagram, switching from -0.3 

(blue) to 0.3 (red) V/Å reduces the activation barrier ER by 0.23 eV. According to the 

Arrhenius Equation 

ln 𝑘 = −
𝐸I
𝑅𝑇 + ln𝐴, 

(4-3) 

where 𝑘, 𝐸I , 𝑅, 𝑇 and 𝐴 are rate constant, activation barrier, universal gas constant, 

temperature and pre-exponential factor. Thus, the rate constants of the reaction under 

±0.3 V/Å can be expressed by  

ln
𝑘)./T/Å
𝑘W)./T/Å

= −
𝐸I,)./T Å⁄ − 𝐸I,W)./T Å⁄

𝑅𝑇 ≈ 7 × 10/. (4-4) 

Thus, the forward reaction rate is expected to have a ca. 4 orders of magnitude increase 

by switching the applied potential from -0.3 to 0.3 eV. 

On the other hand, the adsorption of reactants is promoted by a negative electric 

field by 0.23 eV. Also, the negative electric field lower the energy requirement for 

products desorption by 0.16 eV. Therefore, a negative applied electric field is able to 

favor the process of product removal and reactants adsorption. Figure 4-5b shows the 

reaction cycle of the methane to methanol conversion on NiO(100). As we discussed, 

the rate of forward reaction (CH4+CO3→CH3OH+CO2) is enhanced by a positive 

potential, while the refreshment of the surface, i.e., the product removal and reactant 

adsorption, is favored by a negative potential.  
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Figure 4-5. (a) Simplified potential energy diagram of methane conversion to methanol 
via the radical rebound mechanism on NiO(100). (b) Scheme of the 
methane conversion to methanol reaction cycle. 

The fact that the positive and negative promotes different steps in the reaction cycle 

makes the reaction system capable to be accelerated by applying an oscillating 

electrochemical potential. Similar process has been discussed by Gopeesingh and co-

workers about the electrochemical oxidation of formic acid on Pt.20 The reaction 

pathway contains a non-Faradaic formic acid dehydration step and a Faradaic CO 

electrooxidation step. The dehydration proceeds with open circuit, while the Faradaic 

CO electrooxidation to CO2 is accelerated when switching to a high potential. Their 

experimental results show that, by applying the oscillating potential between open 

circuit and 0.8 V to the catalyst, the turnover frequency has an approximately ten-fold 

increase comparing with the turnover frequency under steady potential. 

According to our computational results, the methane to methanol conversion via the 

radical rebound mechanism has great potential to be accelerated by applying similar 

oscillating potential as Gopeesingh’s work.20 Since the reaction is partially promoted by 

either positive or negative electric field, an oscillating potential between positive and 

negative values is expected to be capable to increase the overall reaction turnover. 
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However, the optimal potential, frequency and time interval of the oscillation still need 

to be investigated in future work. 

4.4. Conclusion 

A computational investigation of the effect of applied electric fields to the methane 

conversion to methanol has been discussed. The electric fields affect the binding 

behaviors, reaction enthalpies and activation barriers by interacting with the surface 

dipole moments, which show consistent trend as discussed by Che et al.102 Two reaction 

mechanisms have been studied: the CO3-assisted methane activation and the radical 

rebound mechanism. Results show that applying positive electric fields is able to lower 

both reaction enthalpy and activation barriers of CO3-assisted methane activation. 

However, the methanol formation step remain energy intensive, making the mechanism 

unlikely to proceed comparing with the radical rebound mechanism, which contains two 

steps with activation barriers ca. 0.5 eV. Notably, the positive and negative electric 

fields were found to promote different steps of the reaction cycle: the positive electric 

field accelerate the forward reaction, while the catalyst surface is cleaned and retaken 

by reactants under negative electric field. 

Collectively, our work brings attention to the capability of an oscillation between 

positive and negative potentials to accelerate the methane to methanol reaction 

dynamically. By optimizing the applied potential and the frequency and time interval of 

the oscillating potentials, the reaction turnover is expected to be increased significantly. 

Further investigation of the proposed dynamic rate enhancement is of great interest and 

potential. 
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Chapter 5. The Investigation of Carbonate 

Polymorphism and Its Utility in the Interpretation of 

Rates of (Non)-Stoichiometric Oxygen Driven Catalytic 

Cycles 

This chapter presents the work done by the collaboration with Xiaohui Zhao advised 

by Dr.Praveen Bollini and Dr. Jeffrey Rimer. Experiments including the synthesis, 

characterization and reaction kinetic measurements were done by Xiaohui. Our 

contribution is limited to the computational perspective, which includes the catalyst 

modeling, active sites identification, CO2 vibrational fingerprints, the thermodynamics 

of the reaction and the proposed reaction cycle. 

5.1. Introduction 

Oxygen species plays an important role in numerous catalytic oxidations of 

hydrocarbons by nucleophilic attack of C-C bonds, electrophilic attack of unsaturated 

C-C bonds, or hydrogen abstraction.103 Controlling the form of active oxygen opens an 

opportunity that enables selective catalytic oxidation on solid surface, including alkane 

partial oxidation, 104  olefin epoxidation, 105  hydroxylation of aromatics, etc . One 

promising strategy to generate active oxygen is through N2O oxidation.106 It has been 

found that over iron-modified zeolites (Fe-ZSM5), Oα can form over an Fe(II) site 

following N2O + ( )α → Oα + N2, which exhibits high activity in stoichiometric 

oxidation of methane and benzene.107,108 Analogously, O- has been found active over 

partially reduced oxide catalysts in the presence of N2O.109-111 Lunsford and coworkers 
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have studied stoichiometric reactions of C2H6 with the O- radical on MgO and MoOx. 

Stoichiometric C2H6 and O- ratio of 1 was found for MgO.110 However, the ratio is 

higher than unity for MoOx, which led to speculation that other active oxygen species 

exist but were undetectable by EPR.109 

On the other hand, the active oxygen species formed by dioxygen are more complex 

in nature. Dioxygen adsorption on oxide surface is believed to follow Equation 5-1 by 

accepting electrons from the surface,112-114 with 

𝑂! → 𝑂!WI? → 2𝑂WI? → 2𝑂!WI? → 2𝑂HI--"LC!W . (5-1) 

Transition metal oxides including Co3O4, Fe2O3, CuO, and NiO exhibit complex 

oxygen profiles during thermal desorption. Depending on the thermodynamic stability 

of oxygen species, oxygen desorbed at low temperature has been assigned to 𝑂!WI? and 

𝑂WI?, whereas oxygen desorbed at high temperature is assigned to 𝑂HI--"LC!W . Due to the 

dearth of concrete identification of active oxygen species, it remains unclear what 

adsorbed O species are available under reaction conditions and especially which one of 

them is directly responsible for reaction turnover115 — these questions are of great 

experimental difficulties and subject of many studies.  

One catalytic system that has drawn attention is the NiO based catalyst for oxidative 

dehydrogenation of ethane. Lemonidou and coworkers proposed that the selectivity and 

activity of NiO can be rationalized by the non-stoichiometric oxygen (NSO) intrinsic to 

the cationic deficient nature of Ni1-xO. It is proposed that NSO, presumably in the form 

of O-, acts as the active site for ethane oxidation but is unselective to ODH reaction. 

Increasing Nb loadings systematically decreases the amount of oxygen desorbed during 

temperature-programmed oxygen desorption (TPD) measurement116 and the electrical 
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conductivity of the samples,117 both being in consistent with decreasing NSO and the 

associated holes (h) with Nb incorporation. Other high valence dopants exert similar 

effect by introducing excess electrons to reduce the positive hole concentration and 

consequently O-.118 An alternative interpretation has been provided by associating the 

catalytic performance with the properties of oxygen, i.e., its mobility or reducibility, 

which can also be modified by the nature/valence of dopants. Lemonidou and coworkers 

systematically studied the effect of dopants’ valence state on the oxygen mobility with 

temperature-programmed 18O2 isotopic oxygen exchange (TPIE). The presence of low 

valence cations Li+ and Mg2+ were found to lower the temperature for oxygen exchange 

proceeding 18O2+16Olattà18O16O+18Olatt. On the other hand, the presence of higher 

valence cations (Al3+, Ga3+, Ti4+, Nb5+, Ta5+) resulted in higher exchange temperature.118 

This result is in consistent with trend in oxygen binding energy according to DFT 

calculation by Mushrif and coworkers between stoichiometric NiO and Li-NiO.119 It is 

suggested that the lower oxygen binding energy of NiO is favorable for C-H activation 

but is unfavorable for achieving high ethene selectivity.120 

To study the role of NSO in the ODH reaction, Xiaohui has previously designed a 

molten salt route for the preparation of cubic NiO nanoparticles with exposed (100) 

facets. The cubic particle shape and its faceting does not vary with extended thermal 

treatment, allowing monotonic reduction in NSO density while maintaining the 

morphology of the sample.121 In contrast to the trend observed for doped NiO, a positive 

correlation between NSO density with ethene selectivity over undoped NiO was 

observed. Samples after thermal treatment also show lower ethene and CO2 formation 

rates per surface area, which implies that NSO may be active for both ODH and total 
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oxidation reactions.121 However, the catalytic role of oxygen species remains 

inconclusive as current characterization techniques including O2-TPD and H2-TPR 

overestimate surface NSO density due to the involvement of bulk oxygen. The inability 

to exclusively identify and quantify surface oxygen has prohibited us from interpreting 

the detrimental effect of thermal treatment on catalytic performance over NiO samples. 

Herein, we proposed to use CO2 as a probe molecule and titrant of surface oxygen 

sites. CO2 can adsorb on an oxide surface through HOMO-LUMO interaction between 

the electron-deficient C atom of CO2 with and the electron-rich O site of a metal 

oxide. 122 - 124  DFT calculations on MgO(100) and CaO(100) shows that the CO2 

adsorption energy increases with decreasing the coordination number of O2-. The 

stronger binding of CO2-O3c was attributed to the higher HOMO state of O3c, which 

reduced the energy required for charge transfer from O3c to CO2. 125 - 127  Thus, the 

chemical environment of surface oxygen may lead to different CO2 binding.128-130 

Combining the experiments done by Xiaohui, we assess the properties of two 

oxygen sites on NiO: lattice oxygen (LO) and non-stoichiometric oxygen (NSO) by 

comparing the CO2 adsorption behaviors, including their adsorption geometry, 

vibrational fingerprint, thermal stability, and reversibility. Together, the study provides 

a comprehensive interpretation of oxygen site requirement for ethane ODH reaction 

over NiO based catalyst and a plausible explanation towards the activity and selectivity 

of oxygen species. 
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5.2. Experimental Methods 

5.2.1. Materials synthesis 

Nickel (II) nitrate hexahydrate (Ni (NO3)2·6H2O, Sigma-Aldrich, ≥97.0%), oxalic 

acid dihydrate (H2C2O4·2H2O, Sigma-Aldrich, ≥99.5%), and niobium (V) oxalate 

hydrate (Nb (HC2O4)5·xH2O, Alfa Aesar) were used as purchased. 

NiO was prepared using a solid synthesis method. In a typical synthesis, 0.03 mol 

of Ni (NO3)2·6H2O and 0.03 mol of H2C2O4·2H2O were grinded for 10 min using a 

mortar and pestle until a light blue slurry was formed. The mixture was then dried in the 

oven for 5 hrs and calcined in the muffle furnace (Nabertherm, LE 6/11) at 450 °C for 

1 hr at 2.5 °C / min ramping rate in air. After cooling down to room temperature, the 

resulted solid was grinded to obtain fine powder of as synthesized NiO, and is referred 

as NiO. NiO sample that was prepared in the absence of H2C2O4·2H2O is referred as 

NiO_NT. Cubic NiO sample prepared using a molten salt synthesis route described by 

previous study121 is referred as NiO_Cub. Thermal treated NiO samples were prepared 

by thermal treating the as-synthesized NiO in the muffle furnace at 700 or 1000 °C for 

1 hr at 10 °C / min ramping rate in N2 flow. 

5.2.2. CO2 adsorption 

CO2 adsorption isotherms were measured volumetrically using 3Flex chemisorption 

instrument (Micromeritics). In a typical measurement, 0.6-2 g samples were loaded in 

a flow-through sample tube (12 mm, Micromeritics) on a bed of quartz wool (20 mm) 

topped with a quartz frit. Samples were pretreated at 350 °C for 2 hrs in vacuo (P < 6.7 

× 10-5 bar) before each measurement. To measure the amount of reversibly adsorbed 
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CO2, two sequential CO2 adsorption measurements were performed. Between two 

measurements, the sample was evacuated for 2 hrs to desorb CO2. CO2 adsorbed was 

reported in the unit of mol / mol surface Ni by taking account of the BET surface area of 

each sample and surface Ni density of 11.5 atom / nm2 on (100) facet. CO2 isotherms 

were fitted to the adsorption models using MATLAB nonlinear least-squares solver 

nlinfit. 

FTIR spectroscopy were measured using a Nicolet 6700 FTIR Spectrometer 

(Thermo Scientific) with a high-temperature cell (Harrick) with BaF2 windows (32 mm 

× 3 mm). Absorbance spectra were collected by a deuterated triglycine sulfate (DTGS) 

detector by averaging 64 scans. A background was collected at room temperature with 

100 sccm N2 flowing through the empty cell before each run. For as-synthesized NiO, 

sample wafer (diameter: 13 mm, thickness: 0.8 mm) was prepared by mixing 50 mg 

sample with 150 mg KBr (previously stored in the oven at 70 ℃) and pressing at 1500 

psi for 30 seconds. After loading the wafer into the cell, it was pretreated at 350 °C for 

2 hrs under N2 flow to remove surface species then cooled down to designated 

temperature. A spectrum was collected as baseline before CO2 is introduced. CO2 

pressure was adjusted by changing the relative flow rate of CO2/N2 while keeping the 

total flow rate 100 cm3 / min. Before each spectrum was recorded, CO2/N2 was 

equilibrated with the sample for 5 min or until no variation in spectra was observed. 

Reported spectra were subtracted by the baseline unless stated. A KBr wafer doesn’t 

show any absorbance peak at 1000-1700 cm-1 with 10 kPa CO2. During CO2 purging 

experiment, CO2/N2 was replaced with pure N2 flow, and the IR spectra were collected 

as a function of purging time. 
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CO2-TPD profiles were measured with a mass spectrometer (MKS Cirrus 2) 

connected after a pack-bed reactor. In a typical run, the pelletized sample was loaded 

and pretreated at 350 °C for 2 hrs in He before cooling to 50 °C. The adsorption of CO2 

was done by introducing 100 kPa CO2 for 10 mins followed by a 5-hr purging in He. 

The reactor temperature was ramped up to 700 °C in 10 °C / min. CO2 desorption rate 

was monitored by mass spectrometer (m/z=44). 

5.2.3. Kinetic measurements 

5.2.3.1. Reactor setup 

Helium, oxygen, ethane, 400 ppm CO2/N2, 10% CO2/N2, CO2 (Matheson, UHP 

grade) and isotopic 13CO2 (Sigma Aldrich, >99% atom 13C) gas cylinders were used as 

purchased. Gas flows were controlled by mass flow controllers (MKS Instruments, 

GE50A) with external calibration, and the flow rates were measured with a bubble flow 

meter each time before reaction. All gas lines were heated above 100 °C with heating 

tape to avoid condensation. 

The reaction setup consisted of two parallel gas lines—a pretreatment line and a 

reaction line—that could be interchanged using a four-port valve (VICI-Valco, 400 psi). 

The gas composition of each line was analyzed using a gas chromatograph (GC) 

(Agilent 7890B) equipped with a GS-CarbonPLOT column (30 m, 0.32 mm, 1.50 µm) 

whose outlet was split into a flame ionization detector (FID) and a thermal conductivity 

detector (TCD) with a two-way splitter (Agilent, G3184-60065). Ethane and ethene 

were quantified using the FID signal, and O2 and CO2 were quantified using the TCD 

(CO formation, if any, stayed below the detection limits of this study). The sample tube 

was heated using an insulated single-zone furnace (Applied Test Systems, Series 3210) 
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with a thermocouple (Omega Engineering, KMQXL-062U-15) placed at the top of the 

catalyst bed. The thermocouple was connected to an integrated temperature controller 

(Watlow, EZ-Zone PM) to control bed temperature. A pressure transducer (Omega 

Engineering, PX32B1-050AV) was used to record the pressure above the catalyst bed. 

Prior to reaction, catalyst samples were pressed, crushed, and sieved (40–80 mesh). 

The pellets were then mixed with quartz sand (40–80 mesh, acid washed and calcined 

at 1000 °C) in a weight ratio ranging between 1:1 and 1:10. Each sample was loaded 

into a 4 mm inner diameter quartz tube and supported by a quartz frit. The quartz tube 

was mounted into the center of the furnace; the sample temperatures reported are those 

at the top of the catalyst bed. The reactor temperature was ramped to the reaction 

condition at 5 °C / min ramping rate. The reactant feed flow was analyzed by gas 

chromatography until it reached the target composition. After the feed flow is stabilized, 

the reactant was introduced to the reactor by switching the four-port valve and 

reanalyzed. The carbon balance (%C), ethane conversion (𝑋,!*#), and ethene carbon 

selectivity (𝑆,!*$) were calculated using the following equations: 

%𝐶 =
𝐹,!*$ + 𝐹,Z!/2
𝐹,!*#,DCC? − 𝐹,!*#

, (5-2) 

𝑋,!*# =
𝐹,!*$ + 𝐹,Z!/2
𝐹,!*#,DCC?

, (5-3) 

and 𝑆,!*$ =
[%!&$

[%!&$J[%'!/!
, (5-4) 

where 𝐹\  represents the molar flow rate of each species (ethene, CO2, and ethane) 

measured at the reactor outlet, and 𝐹,!*#,DCC? represents the molar flow rate of ethane 

fed to the reactor. The factor of 2 in equations reflects the fact that two CO2 molecules 



 63 

are formed from one C2H6 molecule. Conversion and selectivity are reported as steady 

state values. Reaction runs in the absence of catalyst conducted at the corresponding 

ethane and oxygen residence times at 500 °C exhibited negligible ethane conversions, 

eliminating the need for blank tube subtractions. 

5.2.3.2. ODH reaction with CO2 cofeed 

Reaction conversions were controlled below 1% such that in the absence of CO2 

cofeed, the produced CO2 did not have prominent inhibition on reaction rates. Steady 

state ethene formation rates in the presence of 0.5-50 kPa CO2 were measured by adding 

CO2 to the ODH reactant. After the ODH reaction with CO2 cofeed reached steady state, 

transient ethene formation rate was measured by replacing CO2 with helium at time = 0. 

In-situ carbonate density over NSO was calculated with the predicted isotherm on NSO, 

where the corresponding CO2 pressure was measured with GC. The effect of CO2 

pressure on total oxidation rate was measured under 12C2H6/O2/13CO2 reaction by 

analyzing 12CO2 formation rate using mass spectrometry with m/z = 44. 

5.2.4. DFT calculations 

5.2.4.1. Computational methods 

All periodic density functional theory (DFT) calculations were performed using the 

Vienna Ab-initio Simulation Package (VASP).42,43 The catalyst that has been studied, 

NiO, is the same as that discussed in Chapter 4. Thus, the computational settings were 

kept same. The binding energy of an adsorbate was defined as Equation 3-4. 
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5.2.4.2. Surface model description 

As discussed in Section 3.2.2.2, NiO(100) surface was chosen for the investigation 

of the NiO catalyst since it has the lowest surface free energy. However, water is one of 

the products of the ethane ODH reaction. Thus, we have also considered the stability of 

NiO(100) surface with different H2O coverage (1/3-, 1/2-, 2/3- and 1-ML) with an 

assumption of 20 kPa water partial pressure. The resulting phase diagram is shown in 

Figure A2. The results show that the free energy of H2O covered surfaces increases with 

temperature and the dry NiO(100) becomes the most stable surface at 540 K. The water 

partial pressure is expected to be much lower than 20 kPa under ODH reaction 

conditions. Thus, we validated the use of dry NiO(100) as the best representation of the 

catalyst. 

5.3. Results Discussion 

5.3.1. Challenges in the accurate quantification of surface non-

stoichiometric oxygen density 

Active oxygen species formed by dioxygen activation on metal oxides is believed 

to follow Equation 5-1 by accepting electrons from the adsorbent. These oxygen species 

differ in charge, coordination number, spin number, and bonding energy, which make 

their detection technically feasible by means of infrared, Raman, and electron spin 

resonance (ESR) spectroscopy. However, it is challenging to directly study their 

catalytic roles under reaction conditions due to the short lifetime when interacting with 

other molecules. Exposing oxides to reactant may change the oxidation state of the 

catalyst, which leads to steady state oxygen concentration different from those values 
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measured ex-situ. In addition, oxide surface may accommodate multiple oxygen species, 

which increases the complexity of the interpretation. O2-TPD is commonly applied to 

study adsorbed oxygen species over metal oxides. Transition metal oxides such as 

Co3O4, Fe2O3, CuO, and NiO exhibit complex oxygen profiles during thermal 

desorption. Based on the thermodynamic stability of oxygen species, oxygen desorbed 

at low temperature have been assigned to 𝑂!WI?  and 𝑂WI? , whereas oxygen at high 

temperature assigned to 𝑂HI--"LC!W . Yet, it remains questionable whether the oxygen 

measured are exclusively from the surface. According to our early study, the excess 

oxygen measured by TPD and H2-TPR exceeds monolayer coverage on cubic NiO 

particles, indicating the involvement of bulk oxygen.121 In Figure 5-1, the surface 

density of excess oxygen of NiO samples derived from different synthesis protocols are 

compared, which follows NiO <NiO_NT<NiO_Cub. On the other hand, the amount of 

excess oxygen per total Ni remains almost constant. Therefore, this trend in surface 

density of excess oxygen is predominately caused by the decreasing surface area with 

the increase in particle size. Value that exceeds monolayer coverage implies a greater 

contribution of oxygen from bulk lattice. 
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Figure 5-1. (a) Excess oxygen density measured by (left) TPD and (right) H2-TPR of 
three NiO samples. SEM images of (b) NiO, (c) NiO_NT, and (d) 
NiO_Cub. Scale bars = 500 nm. 

5.3.2. The nature of CO2 adsorption onto NiO surfaces 

We first evaluated CO2 adsorption over NiO by measuring the equilibrium 

adsorption isotherms between 25 and 200 °C. As shown in Figure 5-2a, the isotherms 

show a two-stage uptake: at low pressure, CO2 uptake increases immediately up to 0.05 

mol mol-1surface Ni surface loading, whereas at higher pressure, the uptake increases more 

gradually. On the other hand, increasing the adsorption temperature has little effect on 

the initial uptake but drastically decreases the adsorption capacity at higher pressure. To 

study the interaction between CO2 and the surface, the adsorption isotherms between 25 

and 200 °C were fitted to three adsorption models: Single-site Langmuir model (SSL), 

Toth model, and Dual-site Langmuir model (DSL). The SSL model assumes that the 
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adsorbent is a homogeneous surface with all sites being chemically and energetically 

equivalent.131 As a modified Langmuir model, the Toth model introduces an additional 

parameter n to describe the inhomogeneity of the absorbent,132 which is reduced to the 

SSL when n=1. The DSL model assumes Langmuir adsorption occurs collectively over 

two types of sites, site A and site B, with independent parameters:133 

𝑞 ≡ 𝑞] + 𝑞A =
𝑞GI-,]𝑏]𝑃
1 + 𝑏]𝑃

+
𝑞GI-,A𝑏A𝑃
1 + 𝑏A𝑃

, (5-5) 

𝑏] = 𝑏])𝑒𝑥𝑝 w
𝐸]
𝑅𝑇x, 

(5-6) 

and 𝑏A = 𝑏A)𝑒𝑥𝑝 y
Q(
^_
z, (5-7) 

where	𝑞)*+, 𝑏, and 𝐸 are the monolayer adsorption capacity, adsorption parameter, and 

heat of adsorption of each site. 

The SSL or Toth models fail to describe CO2 uptake which is instant at low pressure 

and linear at high pressure, while the DSL model can successfully capture this behavior 

(Figure 5-2a). The fitted parameters for DSL model are summarized in Table 5-1. 

Plotting the CO2 isotherm over each site using their individual fitted parameters, distinct 

adsorption trends were observed between site A and B (Figure 5-3). Compared with site 

A, which gradually evolves with pressure, the adsorption on site B shows a step change 

at low pressure and remains almost unchanged at high pressure once it reaches the 

monolayer capacity. As the increase in CO2 uptake with pressure ,-
,.

 can be expressed as 

𝑞)*+ ∗
/

(12/3)!
	for Langmuir model, which reduced to 𝑞)*+ ∗ 𝑏 at low pressure and 𝑞)*+ ∗

1
/3!

 

at high pressure, the greater non-linearity of adsorption on site B can be explained by 

higher adsorption parameters bB over bA at a given temperature (i.e., bB = 13.4 kPa-1 and 
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bA = 1.6*10-3 kPa-1 at 400 K). Based on the predicted model, at 300 °C reaction 

temperature, CO2 adsorption on site A becomes almost negligible, while it could adsorb 

and cover around 90% of site B.  

 
Figure 5-2. (a) CO2 adsorption isotherms at 25-200 °C (colored dots) fitted with DSL 

model (solid lines); (b) Two sequential CO2 adsorptions isotherms with 2-
hr evacuation in between. (c) The amount of irreversibly adsorbed CO2. 

 

Table 5-1. Fitted parameters for Dual-Site Langmuir adsorption model with 95% 
confidence intervals. 

Site A  Site B 

qsat,A = 0.220 ± 0.006 mol mol Surface Ni -1  qsat,B = 0.056 ± 0.001 mol mol Surface Ni -1 

bA0 ×107 = 5.76 ± 1.33 kPa-1  bB0 ×105 = 8 ± 4 kPa-1 

EA = 27.4 ± 0.07 kJ mol-1  EB = 41.1 ± 0.20 kJ mol-1 
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Figure 5-3. Calculated adsorbed CO2 over (a) site A and (b) site B of NiO using the 
fitted parameters d8erived from the Dual-site Langmuir model at 25-
300 °C. 

To confirm the presence of two binding sites, we further compared the reversibility 

of adsorbed CO2 with a sequential adsorption separated by a 2-hr evacuation period at 

25-300°C (Figure 5-2b, c). Assuming that no irreversibly adsorbed CO2 desorbs during 

the surface evacuation, its amount can be estimated as the difference between the first 

and the second adsorption isotherm (Figure 5-2b). At 25 °C, the reversible and 

irreversible CO2 each corresponds to the predicted adsorption on site A and B, 

suggesting that CO2 might adsorb reversibly to site A and irreversibly to site B. As 

temperature increases, a fraction of CO2 adsorbed to site B starts to desorb, resulting in 

the adsorption on the decrease of calculated irreversibly adsorbed CO2 (Figure 5-2c). 

Thus, the irreversibly adsorbed CO2 under high temperature does not represent the 

amount of site B. Overall, the Dual-Site Langmuir model accurately describes 

equilibrium CO2 adsorption over NiO. The identity of two adsorption sites will be 

investigated in next section. 
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5.3.3. Identification of the two sites for CO2 adsorption 

5.3.3.1. Calculated CO2 adsorptions and the corresponding vibrational 

fingerprints 

CO2 adsorption on oxide surfaces forms species such as carbonates, carbonyls, 

bicarbonates, etc., which give rise to C-O vibrations in the 1000-1600 cm-1 range. To 

assign vibrational frequencies to various possible CO2 configurations, we use DFT to 

calculate vibrational fingerprints on realistic surface terminations of NiO(100). To this 

end, we considered the surface free energy of dry NiO(100) as well as that with 1/3-, 

1/2-, 2/3-, and 1-ML H2O coverage (detailed calculations and results are shown in 

Appendix). The free energy of H2O covered surfaces increases with temperature; 

assuming 20 kPa of water, the most stable NiO coverage shifts from 2/3-ML H2O 

covered surface to the dry NiO(100) surface at 540 K. The partial pressure of water 

under ODH reaction conditions is expected to be lower than 20 kPa, suggesting that the 

dry NiO(100) surface is the best representation of the catalyst for further investigations 

of CO2 adsorption and estimations of C-H bond activation.  

Five possible adsorption sites were studied to characterize CO2 adsorption on 

NiO(100)  (Figure 5-4): (a) stoichiometric NiO(100), (b) NiO(100) with an oxygen 

adatom bridging two nickel atoms (NiO+Oad), (c) NiO(100) with a Ni vacancy (NiO-

Niv), (d) NiO-Niv with an oxygen adatom on top of an adjacent nickel atom (NiO-

Niv+Oad), and (e) NiO(100) with an O vacancy (NiO-Ov). The Bader charge analyses of 

these five surface terminations are shown in the bottom row of Figure 5-4, with the red 

and green spheres represent oxygen and nickel atoms respectively, and the Ni and O 
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vacancies are indicated as black and red dashed circle. The color scales indicate the 

Bader charge of oxygen and nickel atoms. The lighter red and lighter green colors 

relative to NiO represent the oxidized oxygen atoms and the reduced nickel atoms, 

respectively. The results suggest that surface defects affect the charge distribution across 

the surface: 1) the oxygen adatom falls close to the lattice oxygen on the stoichiometric 

NiO (Figure 5-4b) and causes a localized charge deficiency which changes the formal 

valence of the oxygen adatom and the neighboring lattice oxygen; 2) the formation of a 

nickel vacancy, i.e., from (a) to (c), creates a charge deficiency distributed across the 

NiO-Niv surface, causing a slight oxidation of all surface oxygen atoms; 3) on NiO-Niv, 

the oxygen adatoms sits on the top of nickel atom near the nickel vacancy (Figure 5-4d), 

causing a charge deficiency localized to the oxygen adatom; 4) an oxygen vacancy, i.e., 

from (a) to (e), results in a charge excess which is localized around the oxygen vacancy, 

resulting in the partial reduction of surrounding nickel atoms. 

 

Figure 5-4. The top (first row) and side (second row) views of configurations and 
corresponding Bader charge analysis (third row) of five NiO surfaces: (a) 
NiO, (b) NiO+Oad, (c) NiO-Niv, (d) NiO-Niv+Oad, and (e) NiO-Ov. 

The most stable adsorption geometries of CO2 on these five sites of NiO(100) are 

shown in Figure 5-5. The corresponding binding energies (∆𝐸I? ) and harmonic 

vibrational frequencies are summarized in Table 5-2. On the stoichiometric NiO surface, 

a b c d e
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CO2 forms a bent structure and binds via its carbon atom with a zero binding energy. 

The 1679 cm-1 vibrational frequency is associated with the asymmetric stretching (νas) 

of adsorbed CO2, while the 1199 cm-1 peak corresponds to the symmetric stretching (νs). 

CO2 has a similar adsorption configuration with the lattice oxygen on the NiO-Niv 

surface, but with a much stronger binding energy of -0.94 eV. The 1610 and 1222 cm-1 

vibrational frequencies correspond to the asymmetric and symmetric stretching of 

adsorbed CO2. On surfaces with O adatoms, CO2 forms a carbonate (CO3), and the 

existence of Ni vacancies lowers the binding energy of CO2 from -0.44 eV to -1.33 eV. 

On NiO+Oad, the vibrational frequencies of 1388, 1293, and 1051 cm-1 correspond to 

the asymmetric stretching of carbon and two oxygen atoms attached the surface, 

asymmetric stretching of CO3 and symmetric stretching of CO3, respectively. On NiO-

Ov, CO2 forms a bent structure with one of its C-O bonds filling the O vacancy, which 

tends to break into a lattice oxygen and adsorbed CO. The 1424 cm-1 vibrational 

frequency corresponds to the stretching of C-O bond involving the top oxygen (O1), 

while the 1040 cm-1 vibration corresponds to the stretching of C-O bond involving the 

oxygen that occupies the vacancy (O2). Our results are consistent with the ‘carbonate-

like’ and the ‘carboxylate-like’ structures reported by Kumar et al. on Cr2O3, with 

vibrational frequencies in the same range as our calculated values.134  

According to our calculations, CO2 binds more strongly with O adatoms than lattice 

oxygen, regardless of the presence of Ni vacancies. The stronger binding may be 

attributed to a stronger C-O bond as suggested by the shorter C-O bond length with Oad 

on NiO+Oad or NiO-Niv+Oad (ca. 1.30 Å) compared to the bond length with lattice 

oxygen on NiO or NiO-Niv (ca. 1.50 Å). Moreover, the formation of carbonate forms 
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an additional O-Ni bond that does not exist when CO2 binds to a lattice O. The presence 

of a Ni vacancy can further stabilize the binding of CO2, with and without O adatoms. 

We attribute the stronger C-O bond to the increased overlap between the 2p states of O 

and C, as shown in the surface density of states plotted in Figure A3 and Figure A4. 

 

Figure 5-5. Geometries of adsorbed CO2 on: (a) lattice oxygen, (b) oxygen adatom, on 
NiO, (c) lattice oxygen, (d) oxygen adatom, on NiO with nickel vacancy, 
and (e) lattice oxygen on NiO with oxygen vacancy. 

 

Table 5-2. Calculated binding energies (∆𝐸I?) and vibrational frequencies (cm-1) of 
CO2 on NiO(100) surfaces. Values in parentheses provide the closest 
experimental FTIR frequencies. 

Adsorption site  ∆𝐸"# (eV)  Asymmetric (νas)  Symmetric (νs) 

OL @ NiO  0.0  1679  1199 

Oad @ NiO  -0.44  1388, 1293  1051 

OL @ NiO-Niv  -0.94  1610 (1618)  1222 (1211) 

Oad @ NiO-Niv  -1.33  1410 (1550), 1290 (1314)  1060 (1003) 

OL @ NiO-Ov  -0.58  1424a, 1040b   

a νC-O1 corresponding to the asymmetric stretching mode between C and top O (O1) 
b νC-O2 corresponding to the asymmetric stretching mode between C and O in the 
vacancy (O2). 

 

O1O2

OL @ NiO Oad @ NiO Oad @ NiO-NivOL @ NiO-Niv OL @ NiO-Ov

a b c d e
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5.3.3.2. FTIR results of CO2 adsorption over NiO 

Experimentally, carbonate speciation was probed using in-situ FTIR spectra in the 

presence of gas phase CO2. NiO sample was pretreated at 350 °C for 2hrs under N2 prior 

to CO2 adsorption to remove the associated surface species. 

When 10 kPa CO2 was exposed to NiO sample at 50 °C, six peaks were observed, 

which were denoted in Figure 5-6. As temperature increases from 50-300 °C, the set of 

peaks centered at 1618, 1376, 1211 cm-1 (black triangles) gradually decrease and 

concurrently disappear above 200 °C. The other set of peaks centered at 1550, 1314, 

1003 cm-1 (violet spheres) also decrease but remain above 200 °C. Two sets of peaks 

which evolve differently with temperature suggest that they belong to two CO2 species. 

The set of peaks with absorbance at 1618 and 1211 cm-1 correspond well with C-O 

asymmetric stretching (1610 cm-1) and symmetric stretching (1222 cm-1) predicted for 

the bent O-C-O structure formed over OL @ NiO_Niv (Table 5-2). The other set of peaks 

with absorbance at 1314 and 1003 cm-1 match with asymmetric and symmetric C-O 

bond stretching predicted for the carbonate formed over Oad @ NiO_Niv. Following this 

assignment, the two species formed by CO2 adsorption each belongs to the chemisorbed 

CO2 over lattice oxygen site and bridging carbonate over oxygen adatom, most likely in 

the presence of Ni vacancies. The observation that the carbonate species being more 

stable at high temperature than chemisorbed CO2 is self-explanatory and can be further 

supported by the DFT results that CO2 bind more strongly to Oad @ NiO_Niv (-1.33 eV) 

than to OL @ NiO_Niv (-0.94 eV). 
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Figure 5-6. FTIR spectra of NiO with 10 kPa CO2 at 50-300 °C. The dashed lines are 
for guidance of the disappearance of peaks labeled by the black triangle. 

We further characterized CO2 adsorption on two sites with increasing CO2 pressure 

(Figure 5-7). At 50 °C, the peak(s) area corresponds to lattice oxygen-derived CO2 

species (1618, 1376, 1211 cm-1) increase more linearly with pressure than that 

corresponds to oxygen adatom-derived ones (1550, 1314, 1003 cm-1). At 200 °C, lattice 

oxygen-derived CO2 species become imperceptible even at elevated pressure; on the 

other hand, oxygen adatom-derived carbonate is evident, whose increment with pressure 

becomes more linear than it is at 50 °C. The response of CO2 adsorption on lattice 

oxygen and oxygen adatom to pressure and temperature characterized by FTIR each 

follows the predicted isotherms over site A and site B (Figure 5-3). 

Collectively, we assigned the binding sites as lattice oxygen and NSO site. At low 

temperature, both lattice oxygen and NSO are responsible for CO2 adsorption: CO2 

coverage on lattice oxygen increases with pressure while CO2 saturates over NSO site 

even at low pressure due to its higher binding energy and adsorption parameter. The 

adsorption capacity of lattice oxygen decreases with increasing temperature and 
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becomes negligible at 300 °C that is relevant to ethane oxidation reaction. On the other 

hand, the adsorption capacity of NSO only decreases slightly from its monolayer 

coverage, which make it the only adsorption site for CO2 at 300 °C. 

 

Figure 5-7. FTIR spectra of NiO with 2 to 100 kPa CO2 at (a) 50 °C and (b) 200 °C. 
Sets of peaks corresponding to adsorption onto lattice and oxygen adatoms 
are identified using black triangles and violet spheres, respectively. 

Oxygen non-stoichiometry of metal oxides is closely related to the presence of 

cationic vacancies or constituent cations with mixed valency. The equilibrium oxygen-

content increases with oxygen chemical potential, and is in general found to be lower at 

higher temperature under a fixed oxygen partial pressure.135,136 For pure NiO, non-



 77 

stoichiometric oxygen measured by O2 desorption in vacuo 137  or thermal 

desorption121, 138  monotonically decreases with increasing temperature at which the 

sample is prepared. The effect of temperature on non-stoichiometry of metal oxide is 

also reflected by its change in color.139-141 In our previous study, we have found that 

NiO samples calcined at 400-1000 ℃ showed a color change from black to greenish-

yellow corresponding to a gradually lowered absorbance within the 500–600 nm visible 

spectrum according to UV-vis spectroscopy. 121 Together, the results confirm that NSO 

density on NiO decreases with increasing annealing temperature. To test if NSO density 

characterized by CO2 adsorption follows similar trend with increasing temperature, we 

further compared FTIR spectra of CO2 over as-synthesized NiO and NiO samples after 

thermal treatment at 700 and 1000 °C (NiO700 and NiO1000). Considering the difference 

in BET surface area of NiO samples after thermal treatment, the measured IR 

absorbance of each sample is normalized by sample surface area loaded in the cell and 

reported on the y axis (Figure 5-8). For better visualization, the spectra are further 

deconvoluted into peaks attributed to CO2 adsorbed on lattice oxygen (~1618, 1376 cm-

1) and NSO (~1550, 1314 cm-1). Compared to CO2 adsorbed on lattice oxygen (grey 

peaks) which remains relatively constant with thermal treatment, CO2 adsorbed on NSO 

(grey peaks) decreases significantly over NiO700 and becomes negligible over NiO1000. 

This observation is in qualitative agreement with TPD, H2-TPD, and UV-vis 

characterization that we performed earlier, revealing a close to stoichiometric 

composition after thermally treating NiO at 1000 °C. 121  
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Figure 5-8. Deconvoluted FTIR spectra of CO2 adsorption on (a) as-synthesized NiO, 
(b) NiO700, and (c) NiO1000 at 50 °C. Absorbance for each sample is 
normalized by the total surface area of sample loaded in the FTIR pellet. 

5.3.3.3. Irreversible CO2 adsorption enabling quantification of extra-

lattice oxygen 

The reversibility of CO2 adsorptions on two sites was studied using FTIR by 

comparing the spectra before and after purging CO2 (Figure 5-9). At 50 °C, adsorbed 
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CO2 over lattice oxygen (1618, 1376, and 1211 cm-1) quickly desorbs once gaseous CO2 

is removed, which is consistent with the result reported by Ueno and coworkers, who 

measured the decrease in absorbance of peak 1383 cm-1 vs purging time t. 142  In 

comparison, carbonate formed over NSO remains almost intact even after 15 hrs 

purging. The results confirm our interpretation in section 5.3.2 regarding the distinct 

reversibility of CO2 adsorptions on two sites at low temperature. Desorption of CO2 

becomes favorable as temperature increases, such that at 200 °C, most CO2 desorbs 

from NSO after purging (Figure 5-9b). Combining current results and the irreversible 

carbonate quantified in Figure 5-2c, we infer that below 50 °C, irreversible CO2 is solely 

originated from NSO, while reversible CO2 is solely originated from lattice oxygen. It 

further implies that CO2-TPD which measures the desorption of irreversible CO2 under 

increasing temperature could provide an approximation of surface NSO density. CO2 

desorption profiles of NiO samples are shown in Figure 5-10. A broad desorption peak 

at 50-250 °C was observed for all samples, which coincides with the expected 

desorption temperature of irreversible carbonate. The amount of CO2 desorbed as 

integrated peak area is 0.081 mol CO2 mol surface Ni-1 for NiO, which is close to 0.067 

mol CO2 mol surface Ni-1 of the irreversibly adsorbed CO2 determined by CO2 

chemisorption. As summarized in Table 5-3, CO2 desorption decreases for thermally 

treated NiO samples, which is consistent with the trend in NSO density characterized 

by volumetric CO2 adsorption and FTIR spectra of NSO (Figure 5-8). 
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Figure 5-9. FTIR spectra of NiO with (dashed line)100 kPa CO2 and (solid line) after 
15 hrs purging in inert flow at (a) 50 °C and (b) 200 °C. 
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Table 5-3. Lattice oxygen and non-stoichiometric oxygen densities quantified by CO2 
adsorption/desorption. 

 Surface area  
(m2/g) 

Lattice oxygen 
(mol mol surface Ni-1)a 

Non-stoichiometric oxygen (mol mol 
surface Ni-1) 
CO2 
chemisorptionb 

 CO2-TPDc 

NiO  48  0.226  0.067  0.081 

NiO700  6.2  0.32  0.044  0.070 

NiO1000  1.1  n.a.*  n.a.*  0.015 
a. Calculated saturation capacity of site A with DSL model. 
b. The amount of irreversible carbonate measured during two sequential adsorptions at 
25 °C; c. CO2 desorption peak at 50-300 °C during CO2-TPD.  
* Adsorbed CO2 is below the detection limit. 

 

 

Figure 5-10. Temperature programmed CO2 desorption profiles of (from top to bottom) 
NiO, NiO700, NiO1000, 3% Nb-NiO. The amount of CO2 desorbed are 
summarized in Table 5-3. 
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5.3.4. The roles of non-stoichiometric oxygen in NiO-catalyzed ethane 

oxidation 

5.3.4.1. The rates of partial and total ethane oxidation on oxygen 

species in nickel oxide 

Under ethane oxidation over NiO catalysts, ethene forms via partial oxidation of 

ethane while CO2 forms via total oxidation of ethane and ethene (Figure 5-11). Since 

we only focus on the primary ethane oxidations, the extent of secondary ethene 

oxidation is minimized by restricting ethane conversion below 3%. Cofeeding ethene 

with ethane and O2, we observed only a slight increase in CO2 formation rate, which 

confirms the limited ethene conversion to CO2 at reaction-relevant condition. Therefore, 

the measured ethene and CO2 formation rate shall each represent partial and total 

oxidation of ethane only. CO was not detected in the reactor effluent. 

 

Figure 5-11. Proposed reaction network of ethane oxidation in the presence of O2 with 
negligible extent of secondary reaction in current study. 

In section 5.3.2, the adsorption capacities of CO2 over lattice oxygen and NSO 

evolve differently with temperature, such that it exclusively adsorbs on NSO site under 

reaction temperature. This has led to potential use of CO2 as an in-situ probing molecule 

for NSO, whose adsorption under reaction condition may be predicted by the Dual-site 

Langmuir model over site B (NSO) that is developed in section 5.3.2. 
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To validate the assumption, we first measured FTIR spectra of CO2 adsorption with 

C2H6-O2-CO2 at 300 °C and found it replicated the shape of spectra of that with only 

CO2 in present (Figure A5). No additional peak was observed, indicating that no other 

CO2-derived species, i.e., bicarbonate forms on the surface. We then measured FTIR 

spectra of CO2 adsorption at 300 °C under CO2-O2 flow and found that the spectra 

remained unchanged with increasing O2 in the mixture (Figure A6). The observation 

suggests that NSO density is invariant to O2 pressure, which coincides with O2 

desorption profiles that remain almost the same before and after exposing NiO samples 

to reaction condition or pure O2 flow.121 Therefore, NSO site density qsat of 0.056 mol 

mol Surface Ni -1 that is obtained by pure CO2 adsorption can be used to estimate NSO site 

density under reaction. Another remaining question is whether the pure CO2 Dual-site 

Langmuir model could quantitatively describe CO2 adsorption under multicomponent 

gas mixture of CO2-O2-C2H6. If C2H6 or O2 also adsorbs on NSO, the competitive 

adsorption will lead to lower CO2 isotherm than that with only CO2 presents. CO2 

isotherm under multicomponent adsorption can be estimated by ideal adsorbed solution 

theory (IAST) if adsorption isotherm of each component is available.133, 143 , 144 

Unfortunately, neither C2H6 nor O2 adsorption isotherm is available over NiO. To limit 

multicomponent adsorption on NSO which makes CO2 adsorption for NSO site count 

less reliable, we kept C2H6 and O2 pressure constant while studying CO2 cofeed over a 

wide range of CO2 pressure.  

In addition, since CO2 adsorption occurs reversibly over NSO site under reaction 

temperature (Figure 5-9), we expect that after removing CO2 from the reactant stream, 

carbonate will desorb as CO2 from the surface and re-expose NSO site.  
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The introduction of 2 to 10 kPa CO2 leads to a systematic decrease in ethene 

formation rate from 0.033 to 0.015 mol mol Surface Ni-1 (Figure 5-12). When CO2 is turned 

off from the reactant flow at time 0, the ethene formation rate instantly recovers and 

gradually reaches the level before CO2 is not cofed after 400 min. The exposed NSO 

density during purging was calculated by subtracting Langmuir isotherm of CO2 

measured at the reaction effluent from total NSO surface density predicted by DSL 

model. The recovery of ethane partial oxidation rate corresponds well with NSO re-

exposed by removing CO2. Total oxidation of ethane is also evaluated by cofeeding 

13CO2 with 12C2H6 and O2. Figure 5-13 shows that CO2 formation rate follows similar 

decay as ethene formation rate with increasing CO2, indicating that CO2 inhibition 

presents for both reactions. 

 
Figure 5-12. Ethene formation rate (histograms, left y-axis) as a function of CO2 cofeed 

pressure and time. Transient NSO density (diamond symbols, right y-axis) 
after turning off CO2 is plotted to the right y axis. 
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Figure 5-13. (a) Formation rate of C2H4 and CO2 with increasing CO2 pressure, with 
CO2 coverage plotted to the right y-axis. (b) Estimated turnover frequency 
of two sites towards C2H4 and CO2, with molar C2H4 selectivity plotted to 
the right y-axis. 

As a common by-product of reactions involving hydrocarbon, the inhibitory effect 

of CO2 on selective and unselective oxidation reaction has been widely identified under 

oxidative coupling of methane (OCM) catalysts such as Li/MgO145-147 and La2O3,148-150 

which has been attributed to the formation of carbonate species or carbonated phase that 

poisons the active sites. Chu and coworkers compared the activity of La3+−O2− and 

La3+−CO32− pair sites for methane activation using DFT calculation and found that the 

calculated energy barriers of La3+−O2− structures range from 134 to 192 kJ/mol, which 

are consistently lower than their carbonate counterparts.151 

The inverse correlation between reaction rates and the calculated carbonate 

coverage on NSO site suggest that the inhibitory effect of CO2 over NiO is caused by 

the formation of carbonate that titrates active NSO site. The inhibition is reversible once 

carbonate is desorbed and re-exposes the active site. Notably, neither partial and total 

oxidation can be eliminated even with 30 kPa CO2 cofeed to titrate 90% NSO (Figure 
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5-13a). The residual activity at higher CO2 cofeed might be explained by 1) a CO2-

titrated NSO structure with reduced activity or 2) a second active site whose presence 

is not affected by CO2 under reaction condition. The activities of multiple oxygen 

species, including non-stoichiometric oxygen and lattice oxygen are widely discussed 

for metal oxide catalysts. Lemonidou and coworkers proposed that NSO and lattice 

oxygen work synergically in the ethane partial oxidation cycle over NiO, with NSO 

activates the first C-H bond of ethane, followed by lattice oxygen subtracting the second 

β-H to form ethene.17 However, our result indicates that as the plausible second active 

site, lattice oxygen catalyzes the reaction even when NSO is unavailable. This 

interpretation is consistent with the activity of cubic NiO1000 for ethene and CO2 

formation, whose NSO is eliminated after thermal treating the sample at 1000 °C.121 

5.3.4.2. Identity of active sites for ethane oxidation reaction cycle on 

NiO(100) 

Over NiO catalyst, Yao and coworkers have reported a kinetic isotope effect kC-H/kC-

D of 2.2152 for CO2 formation, and Skoufa and coworkers reported kC-H/kC-D of 2.9153 for 

ethane conversion. These significant kinetic isotope effects suggest that rate limiting 

steps of ODH and total oxidation of ethane both involve C-H bond breaking, which has 

also been found for ODH and total combustion of propane over vanadium oxide 

catalysts.154 

To pinpoint the contributions of surface oxygens in the presence of Ni vacancies to 

ethane ODH, we calculated the thermodynamics of consecutive C-H bond activation 

over NiO-Niv, NiO-Niv+Oad, and NiO-Niv+CO3, which represents the NSO site when 

titrated by CO2. Surface models without Ni vacancy were shown to bind CO2 less 
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strongly and did not agree as well with the FTIR in section 5.3.3.2; hence, we limit our 

discussion of these sites and report the corresponding C-H bond scission enthalpies in 

Table 5-4 with enthalpies on other sites mentioned in section 5.3.3.1 and corresponding 

configurations summarized in Table A3 and Figure A7. This is supported by the work 

done by Mushrif and coworkers that NiO catalyst with Ni vacancy has a higher activity 

for methane C-H bond activation than the stoichiometric NiO.119 Moreover, using the 

reaction enthalpy of C-H bond activation as indicator for catalytic activity is supported 

by the linear trend between the activation barrier and the reaction energy of methane 

dissociation observed by Mushrif and coworkers119, and the report by Latimer et al. 

relating the C-H activation barrier to the binding strength of H in the final state.88 

 

Table 5-4. Reaction enthalpy ∆𝐻 (eV) of ethane C-H bond scission over NiO-Niv, NiO-
Niv+Oad and NiO-Niv+CO3. 

Site  Reaction Enthalpy ∆H (eV) 
 C2H6 ® C2H5 + H  C2H5 + H ® C2H4 + 2H 

NiO-Niv  -1.85  0.66 
NiO-Niv+Oad  -3.88  0.53 
NiO-Niv+CO3  -1.87  -0.27 

 

Figure 5-14 shows the thermodynamic potential energy diagram for C-H bond 

scission over surface oxygen, oxygen adatom and carbonate near a nickel vacancy and 

the corresponding adsorption geometries are depicted in Figure 5-15. The violet curve 

in Figure 5-14 shows that the first C-H bond scission catalyzed by a NSO near a Ni 

vacancy is strongly exothermic with -3.9 eV. In contrast, C-H bond activation by lattice 

oxygen on NiO-Niv (black), or carbonate (blue) is much less exothermic and releases 

only ca. -1.9 eV. Assuming that the first C-H bond activation is rate controlling and 



 88 

follows the well-established Brønsted–Evans–Polanyi (BEP) relations,155,156 the NSO 

site near a Ni vacancy can be expected to be most active. 

 

Figure 5-14. Potential energy diagram of C-H bond scission activated by the lattice 
oxygen near a nickel vacancy (black line), the NSO near a nickel vacancy 
(violet line), and the carbonate (blue line). 

NiO-Niv NiO-Niv+OadNiO-Niv+CO3
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Figure 5-15. Top and side views of ethane C-H bond scission configurations on NiO-
Niv, NiO-Niv+Oad and NiO-Niv+CO3. 

The catalytic role of lattice oxygen and surface carbonate in H abstraction has been 

evaluated over reducible metal oxides both experimentally and computationally. The 

appearance of 16O in CO2 and H2O persists for 15 min after switching the reactant flow 

from C2H6/16O2 to C2H6/18O2 over Ni16O catalyst, which is consistent with reactions 

proceeding a Mars-van Krevelen-like mechanism with oxygen provided by the 

catalyst.157 Dinse and co-workers studied the role of lattice oxygen over vanadium oxide 

catalysts. C2H4, CO and CO2 were formed after exposing fully oxidized VOx to ethane, 

while pre-reducing the catalyst led to less product formation. The initial activity of the 

C2H6 C2H5+H C2H4+2H

NiO-Niv

NiO-Niv+Oad

NiO-Niv+CO3
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catalyst has been attributed to lattice oxygen whose density decreases after pre-reducing 

the sample.158 However, over NiO catalysts, ethane oxidation cannot persist without O2 

due to the facile and complete reduction from oxide to metallic Ni in pure C2H6 under 

reaction relevant temperature.120  

The computational results imply three plausible active sites: NSO, surface 

carbonate, and lattice oxygen. The former two sites are interconvertible through CO2 

adsorption/desorption, whose surface densities sum up to be 0.056 mol mol surface Ni-1. 

Lattice oxygen density is 0.220 mol mol surface Ni-1 which is not affected by CO2. We 

could then define the difference between turnover frequencies of NSO and carbonate 

site to be the reduction in rate per CO2 adsorbed on NSO as 

𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟	𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦	#`Z,,!*B − 𝑇𝑢𝑟𝑛𝑜𝑣𝑒𝑟	𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦	,IKE.1I-C,,!*B	

=
𝐷𝑒𝑐𝑟𝑒𝑎𝑠𝑒	𝑖𝑛	𝐶!𝐻B	𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛	𝑟𝑎𝑡𝑒(𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑡𝑜	𝑛𝑜	𝐶𝑂!	𝑐𝑜𝑓𝑒𝑒𝑑)
𝐷𝑒𝑐𝑟𝑒𝑎𝑠𝑒	𝑖𝑛	𝑒𝑥𝑝𝑜𝑠𝑒𝑑	𝑁𝑆𝑂	𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑡𝑜	𝑛𝑜	𝐶𝑂!	𝑐𝑜𝑓𝑒𝑒𝑑)

. 
(5-8) 

On the other hand, when CO2 is removed from the reactant stream, its pressure inside 

the reactor and in turn the carbonate coverage on NSO also evolves with purge time on 

stream (Figure A8). If we assume that the adsorption equilibrium is reached at any time 

during purging, we could also define the difference between the transient turnover 

frequency of NSO and carbonate site to be the increase in rate per CO2 desorbed from 

NSO as 

𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡	𝑡𝑢𝑟𝑛𝑜𝑣𝑒𝑟	𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦	#`Z,,!*B

− 𝑇𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡	𝑡𝑢𝑟𝑛𝑜𝑣𝑒𝑟	𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦	,IKE.1I-C,,!*B

=
𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒	𝑖𝑛	𝐶!𝐻B	𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛	𝑟𝑎𝑡𝑒	(𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑡𝑜	𝐶𝑂!	𝑐𝑜𝑓𝑒𝑒𝑑)
𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒	𝑖𝑛	𝑒𝑥𝑝𝑜𝑠𝑒𝑑	𝑁𝑆𝑂	𝑑𝑒𝑛𝑠𝑖𝑡𝑦	(𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑡𝑜	𝐶𝑂!	𝑐𝑜𝑓𝑒𝑒𝑑)

. 

(5-9) 

We also assume equal turnover frequency between carbonate and lattice oxygen. 
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The ODHE rates measured by CO2 cofeeding were used to calculate the turnover 

frequencies by Equation 5-8, while the rates measured by CO2 purging were used to 

calculate the transient turnover frequencies by Equation 5-9. Since CO2 is produced as 

a total oxidation product, even when CO2 is not cofed, carbonate coverage on NSO site 

will be non-zero and increase along the bed. To take that carbonate coverage on the 

NSO into account, we have estimated the average carbonate coverage in the absence of 

CO2 cofed by considering the average CO2 pressure inside the reactor to be half of that 

measured at the reactor outlet. The exposed NSO density in the absence of CO2 cofeed 

is then calculated by subtracting the average carbonate coverage from the total NSO 

density. As shown in Figure 5-16, both measurements result in similar NSO turnover 

frequencies, which are 0.4, 2, and 16 min-1 at 280, 320, and 375 °C, respectively. 

Moreover, the calculated turnover frequencies remain constant under each temperature. 

We also evaluate the case where NSO and lattice oxygen are the only two active sites 

whereas the resultant carbonate shows no activity to reaction turnovers. The resultant 

turnover frequencies of NSO is similar to the results in Figure 5-16. The similarity 

between two cases can be explained by the relatively low carbonate density compared 

to lattice oxygen and the low carbonate activity compared to NSO, which render 

carbonate contribution to the overall rate insignificant compared to the other two sites. 

Therefore, whether NSO-derived carbonates are active or not does not affect the 

calculated TOF values as long as that carbonate and lattice oxygen are almost equally 

active. 
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Figure 5-16. (a) Ethene turnover frequency evaluated by CO2 cofeed. (b) Transient 
ethene turnover frequency evaluated by removing CO2 from the reactant 
stream. 

In Figure 5-13b, the turnover frequencies of NSO and lattice oxygen toward both 

partial and total oxidation at 375 °C are compared. Both reactions have significantly 

higher rate on NSO than lattice oxygen, which is consistent with NSO being the more 

thermodynamically favored site for C-H activation. The ethene selectivity under ethane 

oxidation is 52% over NSO, which is slightly higher than 38% of lattice oxygen. ODHE 

with CO2 cofeed were further measured over NiO700 and NiO1000, and the surface area-

normalized ethene formation rates are plotted in Figure 5-17. We assumed that NSO 

was predominantly available with no CO2 cofeed. NSO-related activity, which is 

represented by the maximum reduction in rate with CO2 titration decreases from 0.025 

mol mol surface Ni-1 min-1 for NiO to 0.005 mol mol surface Ni-1 min-1 for NiO700 and NiO1000, 

whereas lattice oxygen-related activity, which is represented by the residual rate that is 
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unaffected by CO2 remains relatively constant (0.01 mol mol surface Ni-1 min-1 for NiO and 

NiO700, 0.005 mol mol surface Ni-1 min-1 for NiO1000). The decrease in NSO-related rate 

with increasing thermal treatment is consistent with the increase in NSO surface density 

measured by FTIR (Figure 5-8), as well as CO2 chemisorption and CO2-TPD results 

summarized in Table 5-3 if we assume the NSO turnover frequency remains relatively 

constant for each sample. 

 

Figure 5-17. Formation rate of C2H4 during ethane oxidation with increasing CO2 
cofeeding pressure. 280 °C,10 kPa C2H6/10 kPa O2/0.5-50 kPa CO2. 
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The calculated heats of C-H bond activation in Figure 5-14 are consistent with the 

experimental results shown in Figure 5-13. With CO2 cofeed, the formation rates of 

C2H4 and CO2 decrease due to the titration of NSO, which is the most active site for the 

ODH and total oxidation reaction. The residual rate shown in Figure 5-13 is the result 

of the reaction activated by lattice oxygen, which is less active for ODHE reaction but 

has much higher site density than NSO. 

Based on the experimental results and the reaction thermodynamics calculated by 

DFT, we were able to propose a schematic mechanism for the ODHE reaction on 

NiO(100) with Ni vacancy and the process of NSO titration by CO2, shown in Figure 

5-18. Ethane ODHE proceeds via a Mars-van Krevelen-like mechanism over NSO and 

lattice oxygen. Either oxygen species can abstract two H atoms from C2H6 and leave the 

surface as H2O following the steps represented by red arrows and the indicated reaction 

enthalpy ∆H as in Figure 5-18a. The steps shown in blue correspond to the adsorption 

and dissociation of O2. When NSO is available (the Niv+Oad surface), the 

dehydrogenation of ethane can proceed a strongly exothermic step with -3.38 eV 

enthalpy, resulting in the Niv surface without NSO. The subsequent dehydrogenation 

step using lattice oxygen is exothermic by -1.7 eV and leaves an O vacancy near the Ni 

vacancy (the Niv+Ov surface). A further dehydrogenation step using lattice oxygen 

would be endothermic by 0.81 eV, whereas the dissociative adsorption of O2 to heal the 

O vacancy and regenerate the NSO near Ni vacancy is thermodynamically favorable 

with ∆H = -0.17 eV. The regeneration of NSO closes the top catalytic cycle, the NSO 

cycle, in Figure 5-18a. Alternatively, the ODHE reaction can proceed via the lattice 

oxygen cycle (LO cycle), which is characterized by two ethane dehydrogenation steps 
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using lattice oxygen where the second step is endothermic. The resulting double oxygen 

vacancy is healed and the cycle is closed by strongly exothermic O2 dissociation to 

regenerate the Ni vacancy surface. While the NSO and LO cycles have dehydrogenation 

step on the Niv surface in common, the availability of NSO is expected to lead to a 

higher activity because it avoids the endothermic step in the LO cycle. Thus, when the 

concentration of NSO site is lowered as CO2 pressure increases, i.e., titration with CO2, 

as depicted in Figure 5-18b, the reaction is forced to follow the LO pathway and the 

overall ODHE reaction slows down. However, further investigation is still needed to 

fully prove and understand the mechanism. 

 

Figure 5-18. (a) Proposed mechanism of the ODH reaction with and without the 
availability of Oad as NSO. (b) The titration of NSO sites with increasing 
CO2 pressure with LO sites not affected under reaction condition. 
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5.4. Conclusion 

As discussed in this chapter, we used a quantitative analysis of CO2 adsorption to 

investigate the catalytic role of different oxygen sites on NiO catalysts during oxidative 

dehydrogenation of ethane (ODHE). Two surface oxygen species were evidenced by 

CO2 equilibrium adsorption isotherms, Fourier-transform infrared spectroscopy (FTIR) 

measurements and reversibility assessments. DFT calculations of CO2 adsorption over 

stoichiometric NiO(100) surface and surfaces with nickel and oxygen vacancies show a 

stronger CO2 binding to O adatoms than lattice oxygens, and the adsorption is favored 

over NiO with a Ni vacancy compared to surfaces with stoichiometric termination or 

oxygen vacancy defects. The predicted vibrational frequencies of adsorbed CO2 formed 

over O adatom and lattice oxygen site on NiO with a Ni vacancy match well with the 

two groups of peaks in the experimental FTIR spectra, which have different responses 

to temperature, inferring a strongly adsorbed CO2 to non-stoichiometric oxygen (NSO) 

and a weakly one to the lattice oxygen. 

In addition, leveraging CO2 as probe molecule with specificity for NSO under 

reaction condition, we have demonstrated for the first time the activity of NSO in both 

ODHE and total oxidation. The decrease of reaction rates subjected to CO2 cofeed 

corresponds with the decrease of NSO surface density under steady state and transient 

conditions, whereas residual rates can be attributed to surface lattice oxygen or the 

formation of surface carbonate species that are less active. These observations are 

further supported by DFT calculations on three sites. Non-stoichiometric oxygen is the 

most favorable for C-H activation of ethane, followed by lattice oxygen and surface 

carbonate. Based on these results, we have proposed a reaction cycle that the ODHE 
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reaction proceeds among the NSO and lattice oxygen on NiO(100) with Ni vacancy, 

and the active sites are regenerated by dissociative adsorption of O2 molecules. With 

NSO being titrated, the reaction cycle may proceed on sites that are less active, such as 

the lattice oxygen and oxygen vacancy. The shift of active sites makes the further 

investigation of the comprehensive reaction mechanisms of great interest. 

Collectively, a structural-catalytic relation of oxygen under C-H bond activation has 

been established, with NSO being more active and selective for ethane oxidation than 

lattice oxygen. This relation rationalizes the detrimental effect of thermal annealing on 

ethene selectivity and activity by reducing the non-stoichiometric oxygen surface 

density. This finding provides more insights into metal oxide surfaces and could help 

guide future developments in metal oxide catalysts towards tailored oxygen 

functionality. 
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Chapter 6. Structure and Wettability of CH3- and CF3-

Terminated n-Alkyl Xanthic Acid Self-Assembled 

Monolayers: Odd-Even Effects Addressed by Surface 

Dipole 

This chapter presents the work done by the collaboration with Hung-Vu Tran from 

Dr. Randall Lee’s group. Experiments including the synthesis, characterization and 

reaction kinetic measurements were done by Hung. Our contribution is limited to the 

computational perspective, including the molecular dynamic simulation of the SAMs 

and analysis of the tail group tilt angle. 

6.1. Introduction 

Self-assembled monolayers (SAMs) are highly ordered materials of (organic) 

molecules that bond to a surface, which are widely used for surface modification.21,24-28 

Organic Fluorinated polyethylene was found to be much less wettable than 

polyethylene,159 indicating its application in the production of lubricants, cookware, 

antiadhesives and building materials. Fluorinated SAMs is one of the analogies of the 

fluorinated polyethylene. With the nature of the highly ordered structure of SAMs, the 

fluorinated SAMs are of great interest for the design of wettability controlling materials. 

Lee et al. have performed the contact angle measurements to probe the wettability 

of SAMs prepared from alkanethiols and the CF3-terminated alkanethiols.160 Choosing 

nonpolar, polar protic and polar aprotic solvents as the test liquids, they have brought 

the idea that the wettability of SAMs are affected by the dipole-dipole interaction 
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between the liquids and the surface. The oriented CF3 tail group generates a strong 

dipole at the interfacial and the dipole-dipole interaction depends on the orientations of 

the CF3 group,161 which have a parity dependence on the number of carbon atoms in the 

carbon chain, referred to as the odd-even effect. They have continued to this work and 

reported the contact angle measurements on SAMs of alkanethiols with increasing 

degree of fluorination.162 Results suggest that the contact angle for nonpolar liquids 

increases with the degree of fluorination due to the weaker dispersive interaction 

between the liquids and the SAMs.163 However, for polar protic and polar aprotic liquids, 

the contact angles exhibit a minima at the first introducing of fluorination, which is 

attributed to the presence of CF3-CH2 dipoles. As the degree of fluorination increases, 

the contact angles increase and converge to a maximum since the CF3-CH2 are buried 

into the monolayer and away from the interface between the liquids and the SAMs. The 

larger odd-even effect shown in CF3-terminated SAMs than the CH3-terminated SAMs 

also confirms the dipole-oriented effects on the wettability.  

Other than alkanethiols, Lee and colleagues have also reported the investigation of 

SAMs with different organic molecules, such as dithiolcarboxylic acids and alkyl 

xanthic acids.164  The results of contact angles of hexadecane show that the SAMs 

generated from alkyl xanthic acids have larger odd-even effect than those generated 

from alkanethiols, but similar to those generated from dithiolcarboxylic acids. The 

measurements of SAMs remaining fractions over time also indicate the stability if 

SAMs being: alkanethiols SAMs > dithiolcarboxylic acids SAMs > alkyl xanthic acids 

SAMs. 
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To gain a geometric understanding of SAMs at atomic level, we have performed 

molecular dynamic simulations to simulate the formation of alkyl xanthic acids SAMs 

on Au(111). Though the length of carbon chain was limited due to the computational 

efficiency, and odd-even effect was observed for the orientation of the tail groups. 

Combining the results of contact angle measurements, our results indicate the dipole-

oriented effects on the wettability of alkyl xanthic acids SAMs. 

6.2. Methods 

6.2.1. Computational methods 

The molecular dynamic simulations were performed using CP2K.52 A DZVP-

MOLOPT-GTH basis set and GTH-PBE pseudopotentials were used with a plane wave 

basis set with the energy cutoff of 500 Ry. The cutoff value was optimized by 

performing a series of single point calculations of gold surface and the optimized value 

was obtained until the energy shows no change to the increasing cutoff value. BEEF-

vdW functional was used to describe the exchange-correlation. The self-consistent field 

cycle was terminated when the change in total energy was lower than 10-4 Hartree. 

The molecular dynamic simulations were performed at constant temperature, 

volume and number of atoms (NVT), with Nose-Hoover thermostat being used.49,50 The 

temperature was kept at room temperature, which is equivalent to the experimental 

condition of the growth of alkyl xanthic acids SAMs. Only alkyl xanthic acids molecules 

were allowed to relax and in each MD run, 5000 steps of 1 fs timesteps, 5 ps in total, 

were calculated and the resulting trajectories as well as the temperatures and potential 

energies along time were written, which can be further analyzed according to the 
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purpose of research. The example settings for the MD simulations are shown in the 

Appendix. 

6.2.2. Model Description 

All alkyl xanthic acids SAMs models were built using the Atomic Simulation 

Environment (ASE).73 The lattice constant (LC) of ccp-gold was optimized to be 4.155 

Å, which is within 2% error with the experimental measured value.165 Considering the 

condensed structure of SAMs, a four-layer √3 × √3 Au(111) surface. A vacuum of 24 

Å was added between slabs, assuring there is no interaction between the long carbon 

chain and neighboring slabs. Models of SAMs with CH3-(CH2)n-OS2 with n = 8-15 were 

built with initial guess of geometries sampled in Figure 6-1. The CF3-(CH2)n-OS2 were 

obtained by replacing the CH3 tail group of converged CH3-(CH2)n-OS2 SAMs by CF3, 

which helps increase the computational efficiency. 

 

Figure 6-1. Initial guess of CH3-(CH2)n-OS2 SAMs geometries with n = 8-12. 
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6.3. Results Discussion 

6.3.1. The temperature fluctuation  

Though the MD simulations of a canonical system are performed at constant 

temperature, volume and number of atoms, temperature can be fluctuating along time 

caused by the spontaneous energy exchanges between the system and the thermostat.166 

The temperature fluctuation can be expressed by Equation 6-1166: 

〈(∆𝑇)!〉 =
𝑘𝑇)!

𝑁𝑐a)
, (6-1) 

where ∆𝑇 = 𝑇 − 𝑇)  is the deviation from the thermostat temperature 𝑇) , 𝑐a)  is the 

constant-volume specific heat at temperature 𝑇), 𝑘 is Boltzmann’s constant and 𝑁 is the 

number of particles. The brackets 〈… 〉 represents the time averaged value.  

Figure 6-2 shows the temperature fluctuation in MD simulations of CH3-(CH2)8-OS2 

and CH3-(CH2)14-OS2 SAMs. Results show that the simulations with larger number of 

particles (Figure 6-2b) has less averaged deviation from the thermostat temperature than 

that shown in Figure 6-2a, which is consistent with Equation 6-1. 

 

Figure 6-2. Temperature fluctuation of (a) CH3-(CH2)8-OS2 and (b) CH3-(CH2)14-OS2 
SAMs. 

a b
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6.3.2. Tilt angle of tail group of CH3-(CH2)n-OS2 SAMs 

As shown in Figure 6-3a, three angles were monitored in the MD simulations: the 

angle between the line connecting O and tail C atoms and the surface normal, 𝜃%; the 

angle between the carbon skeleton and the surface normal, 𝜃!; and the angle between 

the tail C-C bond and the surface normal, 𝜃/. Figure 6-3b shows the resulting angles 

along time for CH3-(CH2)8-OS2 SAMs. The angles monitored along time for other CH3-

(CH2)n-OS2 SAMs are summarized in Figure A9. The angle 𝜃%  is found to be less 

fluctuating than the other two angles due to the long distance between O and tail C 

atoms, and the fluctuation is smaller as the length of carbon chains increases. The angle 

𝜃! and angle 𝜃/ are fluctuating around a certain value, meaning that the time averaged 

values are capable for the analyzation for the angles according to different number of 

CH2 units. 

 

Figure 6-3. (a) The schemetic measurements of three angles: 𝜃% (blue), 𝜃! (red) and 𝜃/ 
(grey). (b) A sample result of 𝜃% (blue), 𝜃! (red) and 𝜃/ (grey) monitored 
along time for CH3-(CH2)8-OS2 SAMs. 
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Figure 6-4 shows the time averaged angles with respect to the number of CH2 units. 

Compared with the relatively constant angle 𝜃% and 𝜃!, the angle 𝜃/, which is the tilt 

angle of the tail CH3 group exhibits an odd-even effect according to the carbon chain 

length. For CH3-(CH2)n-OS2 SAMs with n = odd, the angle 𝜃/ is ca. 50ᵒ except for an 

outlier at n=13; for CH3-(CH2)n-OS2 SAMs with n = even, the angle 𝜃/ is ca. 70ᵒ. The 

resulting geometries of the CH3-(CH2)n-OS2 SAMs give a good starting point of CF3-

(CH2)n-OS2 SAMs. By replacing CH3 by CF3, the initial guess of CF3-(CH2)n-OS2 

SAMs already have the oriented tail group according to the odd-even effect, which can 

significantly shorten the time needed to find the geometries around the global stable 

geometries.  

 

Figure 6-4. Time averaged angle 𝜃% (blue), 𝜃! (red) and 𝜃/ (grey) with respect to the 
number of CH2 units in CH3-(CH2)n-OS2 SAMs. 
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6.3.3. Tilt angle of tail group of CF3-(CH2)n-OS2 SAMs 

Same measurements of angles discussed in Section 6.3.2 were performed for CF3-

(CH2)n-OS2 SAMs followed by the calculation of time average. The angles measured 

for each SAM are presented in Figure A10 and the time averaged angle 𝜃% and 𝜃!, the 

angle 𝜃/ with respect to the number of CH2 units are shown in Figure 6-5. Similar to 

what has been observed for CH3-(CH2)n-OS2 SAMs (Figure 6-4), the angle 𝜃% and 𝜃! 

are relatively constant while the angle 𝜃/ exhibits a larger odd-even effect. For CF3-

(CH2)n-OS2 SAMs with n = odd, the angle 𝜃/ is ca. 20ᵒ and for CF3-(CH2)n-OS2 SAMs 

with n = even, the angle 𝜃/ is ca. 60ᵒ. According to the results shown in Figure 6-4 and 

Figure 6-5, the CF3-terminated SAMs are able to double the tail group tilt angle 

difference due to the odd-even effect of the CH3-terminated SAMs (from 20ᵒ to 40ᵒ). 

With the strong dipole generated by the CF3 tail group,161 the CF3-(CH2)n-OS2 SAMs 

are expected to have larger odd-even effect for the wettability of the materials since the 

surface dipole moment is the actual dipole generated by the CF3 tail group projected to 

the surface normal. 
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Figure 6-5. Time averaged angle 𝜃% (blue), 𝜃! (red) and 𝜃/ (grey) with respect to the 
number of CH2 units in CF3-(CH2)n-OS2 SAMs. 

6.4. Conclusion 

A molecular dynamic simulation of the formation of CH3- and CF3-terminated n-

alkyl xanthic acid self-assembled monolayers were performed and discussed in this 

chapter. With the relatively constant tilt angle of the carbon skeleton, the tilt angle of 

the tail groups CH3 and CF3 have strong dependence on the number of CH2 units in the 

carbon chain due to its zigzag structure. 

The tail groups of SAMs that have odd number of CH2 units are more parallel to the 

surface, while the SAMs that have even number of CH2 units have tail groups that are 

more perpendicular to the surface. Thus, the surface dipole moment, which is the 

projection of the dipole generated by the tail group to the surface normal, will exhibit 

an odd-even effect. The wettability, which can be affected by the dipole moment at the 

SAMs-liquid interface, of CF3-terminated n-alkyl xanthic acid SAMs are expected to 
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have larger odd-even dependence on the number n since the difference between the tilt 

angles with odd and even n is larger than that of the CH3-terminated n-alkyl xanthic acid 

SAMs. 

Further investigation could be in the field of tuning the head groups,164 the degree 

of fluorination163 and the buried fluorinated segments,32 which can bring a 

comprehensive understanding of the odd-even effect of SAM properties driven by the 

surface dipole. 
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Chapter 7. Perspective and Scope for Future Work 

Throughout the dissertation, I have shown the attempts to activate the C-H bond of 

hydrocarbons using nickel oxide. While a reaction pathway with mild activation barrier 

for methane activation being presented and the active sites for ethane oxidation being 

identified, there is still a lot to be investigate, such as the reaction kinetics and the 

implementation of the dynamic rate enhancement. Moreover, the kinetic of ethane ODH 

reaction on NiO(100) needs to be studied to further complete the reaction mechanism, 

which will shed light on the selectivity towards aim products and guide the design of 

catalysts by tuning the surface oxygen species. Besides, due to the huge number of 

organic molecules, with different head and tail groups and the degree of modification, 

that can be used to form SAMs, the computational screening of the SAMs can be easily 

applied according to the strategy discussed in this dissertation and will help reduce a lot 

of the experimental work. 

7.1. Microkinetic Modeling of Methane Conversion to Methanol 

While the methane conversion to methanol is unlikely to proceed on Ni(111) based 

on the discussion in Chapter 3, the thermodynamics of the two mechanisms studied 

indicate that the reaction system is perfect for applying a microkinetic modeling.167 As 

shown in Table 7-1, the CO3-assisted mechanism has lower activation barrier for the 

first step, while the second step of O-assisted mechanism has lower activation barrier 

than that of CO3-assisted mechanism, indicating a competition between the two 

mechanisms. The common step, which is the methanol formation, has the highest 

activation barrier among all elementary steps. 
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Table 7-1. Reaction Enthalpy ∆𝐻 (eV) and Activation Barrier 𝐸I (eV) of elementary 
steps of CO3- and O-assisted methane conversion to methanol on Ni(111). 

Reaction  Reaction Enthalpy 
∆H (eV) 

 Activation Barrier 
ER (eV) 

CH4(g) + CO3* + * ® CH3* + HCO3*  0.19  1.32 
HCO3* + * ® OH* + CO2*  -0.44  0.27 
CO3* +* ® CO2* + O*  -0.82  0.16 
CH4(g) + O* + * ® CH3* + OH*  0.56  1.94 
CH3* + OH* ® CH3OH* + *  0.20  2.02 
 

Performing a microkinetic modeling calculation to the reaction system will help 

with the understanding of the coverage of the reaction intermediates, the rate 

determining step as well as the temperature dependence of the reaction rate of the two 

competing reaction mechanisms. 

In addition to the temperature dependence, the methane electrooxidation on 

NiO(100) discussed in Chapter 4 can also have a microkinetic modeling analysis, which 

use the electric potential as the descriptor rather than temperature. Due to the increasing 

computational cost with higher applied electric fields in DFT calculations, the 

microkinetic modeling could bring insight on the change of surface species, rate 

determining step and reaction rate with respect to the applied potential. However, this 

needs to be done carefully since the potential dependence is based on the linear 

relationship between the binding energies and the applied potential as shown in 

Equation 4-2, which holds true as long as the adsorption geometry, i.e., the surface 

dipole moment, does not change. Thus, the potential dependence should be performed 

within the applied potentials that do not cause the geometry change. 
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7.2. Optimization of Dynamic Rate Enhancement of Methane 

Conversion to Methanol 

As discussed in Chapter 4, the methane conversion to methanol on NiO(100) shows 

great potential to be dynamically accelerated by applying an oscillating potential 

between positive and negative potentials, leaving the optimal frequency and amplitude 

of the oscillation being untouched. According to Gopeesingh’s work, an optimal 

frequency of oscillation exists (Figure 7-1), which matches with the kinetics of the 

surface reaction.20 Such oscillation frequency is called catalytic resonance. 

 

Figure 7-1. Time-averaged turnover frequency of dynamic formic acid electrooxidation 
on Pt with square wave applied potentials. TOFSS is the steady-state 
reaction rate at fixed applied potential of 0.8 V. 20 
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Accordingly, both experimental and computational investigations of the 

electrochemical methane conversion to methanol on NiO(100) are expected to provide 

an insight to the optimal frequency and applied potential of the oscillation which 

exhibits the highest rate enhancement. The approach can be further normalized for other 

catalytic processes that are partially accelerated by different applied electric fields. 

7.3. Kinetic Study of Ethane ODH Reaction and its Side Reactions 

While the active sites identified and corresponding thermodynamics of the ethane 

ODH reaction discussed in Chapter 5, the kinetics of the reaction remain untouched. 

The competing reaction, which is the CO2 formation, also needs to be investigated. 

Lemonidou et al. have proposed that the adsorption site of ethyl group plays an 

important role in the selectivity towards ethene: the ethyl adsorbed to a metal atom will 

have its 𝛽-H abstracted by the neighboring O and produce ethene; while the ethyl 

adsorbed to an O atom will have the C-C bond scission and produce CO2 eventually 

(Figure 7-2). 17 However, according to our results the most stable configurations of 

activated ethane were obtained when ethyl adsorbs to the oxygen atoms (Figure 5-15). 

Thus, the calculations of the activation barriers of both ethene and CO2 formation are 

essential for the understanding of the activity and selectivity of different oxygen species. 

The results are expected to be valuable for guiding the design of ODH catalysts by 

tuning the surface to have more exposed sites that favor the ethene formation reaction 

and suppress the CO2 formation reaction. 
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Figure 7-2. Proposed reaction mechanism for ethane ODH over NiO-based catalysts.17 

7.4. Computational Screening of Self-Assembled Monolayers 

The self-assembled monolayers can be modified by tailoring the head or tail groups 

or a segment of the organic molecules, resulting in a massive work of synthesis, 

characterization and property analyzation for the design of one SAMs with desired 

properties. For instance, with different head groups, the contact angles of hexadecane 

on SAMs exhibit the odd-even effect differently (Figure 7-3).  

H3C-CH3
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Figure 7-3. Contact angle of hexadecane on SAMs generated from n-alkanethiols (blue), 
dithiocarboxylic acids (green) and n-alkyl xanthic acids (red). The x-axis 
represents the total number of atoms in the chain’s backbone.164 

Computational screening of SAMs is a promising strategy to guide the SAMs design. 

As shown in Figure 6-4 and Figure 6-5, the tilt angle of the carbon skeleton remains 

constant for SAMs with more than ten CH2 units. Thus, the tail group will have similar 

orientation depending on the odd-even number of the CH2 units, due to the zigzag 

structure of the carbon chain. Therefore, the SAMs with longer carbon chains are 

predictable based on the results for SAMs with shorter carbon chains, saving a huge 

amount of computational time.  

The approaches of MD simulations and the analyzation of the angles of the SAMs 

discussed in Chapter 6 can be utilized for organic SAMs and are expected to provide 

guidance for the design of SAMs with specific properties. 
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Appendix 

 

Figure A1. Top and side view of unit cell of Ni(111) (a) and NiO(100) (b). The green 
and red spheres represent nickel and oxygen atoms respectively. 
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Table A1. Reaction Enthalpy ∆𝐻 (eV) and Activation Barrier 𝐸I (eV) of elementary 
steps of CO3- and O-assisted methane conversion to methanol on Ni(111). 

Reaction  Reaction Enthalpy 
∆H (eV) 

 Activation Barrier 
ER (eV) 

CH4(g) + CO3* + * ® CH3* + HCO3*  0.19  1.32 
HCO3* + * ® OH* + CO2*  -0.44  0.27 
CO3* +* ® CO2* + O*  -0.82  0.16 
CH4(g) + O* + * ® CH3* + OH*  0.56  1.94 
CH3* + OH* ® CH3OH* + *  0.20  2.02 

 

Table A2. Reaction Enthalpy ∆𝐻 (eV) and Activation Barrier 𝐸I (eV) of elementary 
steps of CO3-assisted and radical rebound mechanisms for methane 
conversion to methanol reaction on NiO(100). 

Reaction  Reaction Enthalpy 
∆H (eV) 

 Activation Barrier 
ER (eV) 

CH4(g) + CO3* + * ® CH3* + HCO3*  -1.66  1.17 
HCO3* + *® OH* + CO2*  0.56  0.69 
CH3* + OH* ® CH3OH* + *  -1.12  1.74 
CO3* +* ® CO2* + O*   0.20  0.44 
CH4(gas) + O* ® CH3(rad) + OH*  0.14  0.50 
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Calculation of surface free energy of dry and hydroxylated 

NiO(100) surface 

To estimate the thermal stability of NiO(100) with different water coverage, we 

corrected the gas-phase O2 and H2O and the temperature and pressure dependent 

chemical potential, or Gibbs free energy of the two gas phase species can be expressed 

as 

𝜇(𝑇, 𝑝) = 𝐸b[_ + 𝐸cdQ +J 𝐶M𝑑𝑇
_

.e
− 𝑇𝑆(𝑇) + 𝑘𝑇 ln w

𝑝
𝑝)
x, (A-1) 

where 𝐸b[_ (eV) is the electronic energy calculated from DFT, 𝐸cdQ (eV) is the zero 

point energy, 𝑇 (K) is temperature, the enthalpy and entropy corrections are calculated 

using the Shomate equation and the JANAF parameters for O2 and H2O, 𝑘  is 

Boltzmann’s constant, 𝑝 (bar) is pressure and 𝑝) is the standard pressure as 1 bar. Thus, 

the temperature dependent enthalpy change can be calculated as 

𝐻° − 𝐻°!fg.%h = 𝐴𝑡 + 𝐵𝑡! 2⁄ + 𝐶𝑡/ 3⁄ + 𝐷𝑡B 4⁄ − 𝐸 𝑡⁄ + 𝐹 − 𝐻, (A-2) 

where 𝑡 = 𝑇/1000. At 𝑇 = 0𝐾,  

𝐻°) − 𝐻°!fg.%h = 𝐹 − 𝐻. (A-3) 

The entropy can be calculated as 

𝑆° = 𝐴 ln 𝑡 + 𝐵𝑡 + 𝐶𝑡! 2⁄ + 𝐷𝑡/ 3⁄ − 𝐸 (2𝑡!)⁄ + 𝐺. (A-4) 

The temperature and pressure dependent chemical potential change ∆𝜇 and the chemical 

potential of O2 and H2O 𝜇 can be calculated as 

∆𝜇 = (𝐻° − 𝐻°!fg.%h) − (𝐻°) − 𝐻°!fg.%h) − 𝑆°𝑇 (A-5) 

and 𝜇(𝑇, 𝑝) = 𝐸b[_ + 𝐸cdQ + ∆𝜇 + 𝑘𝑇 ln y
M
M5
z. (A-6) 
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The chemical potential of O and H can then be calculated as 

𝜇Z = 0.5𝜇Z! (A-7) 

and 𝜇* = 0.5𝜇*!Z − 0.25𝜇Z!. (A-8) 

The Gibbs free energy of a hydroxylated surface can be expressed as 

∆𝐺 = 𝐸 − 𝐸KCD − 𝑛*𝜇* − 𝑛Z𝜇Z , (A-9) 

where 𝐸 is the electronic energy of hydroxylated surface calculated from DFT, 𝐸KCD is 

the reference energy which is chosen to be the energy of dry NiO surface in this 

calculation, 𝑛+ is the extra number of H or O atom in the hydroxylated NiO compared 

to the dry NiO. 

The partial pressure of O2 was chosen to be 100 kPa as the reaction condition, and 

the partial pressure of H2O was assumed to be 20 kPa. Calculation of dry and 1/3-, 1/2-, 

2/3-, and 1-ML H2O covered NiO were performed and the results are shown in Figure 

A2. The hydroxylated NiO surfaces are less stable as temperature increases and at the 

temperature range of reaction condition (the grey area in Figure A2) the dry NiO is the 

most stable surface, validating the use of dry NiO(100) for the investigation of the CO2 

adsorption and reaction thermodynamics.  
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Figure A2. Gibbs free energy ∆𝐺  (eV) of dry and 1/3-, 1/2-, 2/3-, and 1-ML H2O 
covered NiO. 
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Figure A3. The density of state of 2p states of lattice O in NiO, the O adatom in NiO 
(NiO+Oad), the lattice O near a Ni vacancy (NiO-Niv) and the O adatom 
near a Ni vacancy (NiO-Niv+Oad). 
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NiO-Niv

NiO+Oad

NiO-Niv+Oad
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Figure A4. The density of state of 2p states of C in adsorbed CO2 and the O that it binds 
to: lattice O in NiO, the O adatom in NiO (NiO+Oad), the lattice O near a 
Ni vacancy (NiO-Niv) and the O adatom near a Ni vacancy (NiO-Niv+Oad). 
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Figure A5. FTIR spectra of 10 kPa O2/ 10 kPa C2H6/ 10 kPa CO2 (a) over NiO and (b) 
in gas phase, at 300 °C. Spectrum shown in (c) was obtained by subtracting 
spectrum (b) from (a). (d) FTIR spectrum of 10 kPa CO2 over NiO at 300 °C. 
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Figure A6. FTIR spectra of NiO with 10 kPa CO2 and 0-10 kPa O2 at 300 °C. 

  



 

 148 

Table A3. Reaction enthalpy ∆H (eV) of ethane C-H bond scission over NiO and NiO-
+Oad. 

Site  Reaction Enthalpy ∆H (eV) 
 C2H6 ® C2H5 + H  C2H5 + H ® C2H4 + 2H 

NiO  1.57  0.98 
NiO+Oad  -1.34  0.0.01 

 

 

Figure A7. Top and side views of ethane C-H bond scission configurations on NiO and 
NiO+Oad. 

C2H6 C2H5+H C2H4+2H

NiO

NiO+Oad
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Figure A8. C2H4 formation rate after removing CO2 at (a) 280, (b) 320 and (c) 375 °C. 
Exposed NSO density is plotted to the right axis, calculated based on CO2 
outlet pressure and CO2 isotherm predicted by the DSL model. 
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Example settings for MD simulations of SAMs 

&GLOBAL 
  PROJECT 9C 
  RUN_TYPE MD 
  PRINT_LEVEL LOW 
&END GLOBAL 
&FORCE_EVAL 
  METHOD QS 
  &SUBSYS 
    &CELL 
       A 5.088814941 0.0 0.0 
       B 2.54440747 4.407043014 0.0 
       C 0.0 0.0 31.19667111 
       PERIODIC XYZ 
    &END CELL 
    &TOPOLOGY 
      COORD_FILE_NAME 9C_0.xyz 
      COORD_FILE_FORMAT XYZ 
    &END 
    &KIND H 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q1 
    &END KIND 
    &KIND C 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q4 
    &END KIND 
    &KIND O 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND Au 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q11 
    &END KIND 
    &KIND S 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
  &END SUBSYS 
  &DFT 
    BASIS_SET_FILE_NAME ./BASIS_MOLOPT 
    POTENTIAL_FILE_NAME ./GTH_POTENTIALS 
    CHARGE 0 
    LSD 
    &QS 
     METHOD GPW  
     EPS_DEFAULT 1.0E-6 
     EXTRAPOLATION ASPC 
    &END QS 
    &POISSON 
       PERIODIC XYZ 
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    &END 
    &MGRID 
      CUTOFF 500 
      NGRIDS 4 
      REL_CUTOFF 60 
    &END MGRID 
    &SCF 
      SCF_GUESS ATOMIC 
      EPS_SCF 1.0E-04 
      MAX_SCF 500 
      &OT 
       MINIMIZER DIIS 
      &END OT 
      &MIXING T 
        ALPHA 0.5 
        METHOD PULAY_MIXING 
        NPULAY 5 
      &END MIXING 
      &PRINT 
        &RESTART OFF 
        &END RESTART 
      &END PRINT 
    &END SCF 
    &XC 
      &XC_FUNCTIONAL PBE 
      &END XC_FUNCTIONAL 
       &VDW_POTENTIAL 
         POTENTIAL_TYPE PAIR_POTENTIAL 
         &PAIR_POTENTIAL 
            TYPE DFTD3 
            REFERENCE_FUNCTIONAL PBE 
            PARAMETER_FILE_NAME ./dftd3.dat      
            R_CUTOFF 15 
         &END PAIR_POTENTIAL 
       &END 
    &END XC 
  &END DFT 
&END FORCE_EVAL 
&MOTION 
  &MD 
    ENSEMBLE NVT 
    STEPS 5000 
    TIMESTEP [fs] 1 
    TEMPERATURE [K] 298.0 
    &THERMOSTAT 
      TYPE NOSE 
      REGION GLOBAL 
      &NOSE 
        LENGTH 3 
        YOSHIDA 3 
        MTS 2 
        TIMECON [wavenumber_t] 1000 
      &END NOSE 
    &END THERMOSTAT 
  &END MD 
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  &CONSTRAINT 
    &FIXED_ATOMS 
      COMPONENTS_TO_FIX XYZ 
      LIST 1 2 3 4 5 6 7 8 9 10 11 12 
    &END FIXED_ATOMS 
  &END CONSTRAINT 
  &PRINT 
    &TRAJECTORY 
      &EACH 
        MD 1 
      &END EACH 
    &END TRAJECTORY 
    &VELOCITIES 
      &EACH 
        MD 1 
      &END EACH 
    &END VELOCITIES 
    &FORCES 
      &EACH 
       MD 1 
      &END EACH 
    &END FORCES 
    &RESTART_HISTORY 
      &EACH 
        MD 500 
      &END EACH 
    &END RESTART_HISTORY 
  &END PRINT 
&END MOTION 
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Figure A9. Angle 𝜃%  (blue), 𝜃!  (red) and 𝜃/  (grey) monitored along time for CH3-
(CH2)n-OS2 SAMs with n = 8-15 as shown from a to h. 

a b

c d

e f

g h



 

 154 

 

Figure A10. Angle 𝜃%  (blue), 𝜃!  (red) and 𝜃/  (grey) monitored along time for CF3-
(CH2)n-OS2 SAMs with n = 8-15 as shown from a to h. 
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