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Abstract

The Microsoft Kinect is a novel sensor that besides color images, also returns the

actual distance of a captured scene from the camera. Its depth sensing capabilities,

along with its affordable, commercial-type availability led to its quick adaptation for

research and applications in Computer Vision and Graphics. Recently, multi-Kinect

systems are being introduced in order to tackle problems like body scanning, scene

reconstruction, and object detection. Multiple-cameras configurations however, must

first be calibrated on a common coordinate system, i.e. the relative position of each

camera needs to be estimated with respect to a global origin. Up to now, this has

been addressed by applying well-established calibration methods, developed for con-

ventional cameras. Such approaches do not take advantage of the additional depth

information, and disregard the quantization error model introduced by the depth

resolution specifications of the sensor. We propose a novel algorithm for calibrat-

ing a pair of depth sensors, based on a recovered affine transformation from very

few 3D point correspondences, refined under a non-rigid registration, that accounts

for the non-linear sensor acquisition error. The result is a closed form mapping,

of the smooth warping type, that compensates for pairwise calibration point differ-

ences. The formulation is further complemented by proposing two different ways

of efficiently capturing candidate calibration points. Qualitative 3D registration re-

sults show significant improvement over the conventional rigid calibration method,

and highlight the potential for advanced and more accurate multi-sensor configura-

tions.
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Chapter 1

Introduction

In this chapter we state the research topic and motivation of this thesis, and

provide an outline of the contents.

1.1 Motivation

The release of the Microsoft Kinect sensor in 2010 has given a new boost to

Computer Vision and Graphics research and applications. With its depth sensing

capabilities, a new source of scene data, and its affordable, commercial-type avail-

ability, it provides a fast and convenient way of enhancing camera setups. The Kinect

is a novel sensing device, that apart from being a conventional RGB camera, it also

incorporates a depth sensor that can provide the depth value of each frame pixel in

the form of distance from the camera in mm units. In the relatively few years that

have elapsed since its release, a large body of work has emerged in the literature in
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diverse fields, related to using, configuring or expanding the new framework.

At an algorithmic level, Kinect data have been used with conventional image

processing methods for human detection [77], person tracking [45], [37], and object

detection [65]. Graphics applications include face [82], [32], body [20], [18], [69],

[74], and shape [21], [19] scanning, as well as markerless motion capture [8] and

scene reconstruction [35], [75]. A range of additional fields have also incorporated

the versatility of the Kinect data for solving traditional or newly emerging prob-

lems, besides the originally intended gaming and motion-based interfaces. Examples

include, Robotics, Human-Computer Interaction (HCI), Animation, Smart(er) In-

terfaces, and more.

Applications in HCI range from new interactive designs [58], [55], [81], [42], [58],

[76] to immersive and virtual reality [72]. In robotics, the sensor’s portability and

high frame rate [61] has been employed, e.g. by mounting Kinects on mobile robots

for visual-based navigation, obstacle avoidance [52], [9], and indoor scene modeling

[31], [70]. Moreover, specialized application domains have emerged by incorporating

the use of Kinect and replacing traditional cameras. For example, in healthcare

applications, Kinect sensors have been used for patient rehabilitation [44], [16]. The

above being indicative applications, the diversity of the domains is dictated by the

wide range of problems involving shape, scene, and motion measurements in the

three-dimensional space.

Many of the associated applications can benefit if extended to capture, process

and fuse data from multi-camera setups. In that respect, multi-Kinect systems and

setups have been recently introduced in order to increase the 3D spatial coverage
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of scanning and reconstruction of a single sensor setup. For example, scanning ap-

plications with multiple sensors can capture the subject simultaneously from many

different views for 360◦ body or 180◦ facial scans. Moreover, hybrid setups combine

high-resolution digital cameras with one or multiple Kinect in order to get the best

of both worlds (shape and appearance).

A multi-sensor configuration, similar to conventional multi-camera setups, must

first be calibrated on a common coordinate system, i.e. the relative position of each

camera, and in extension each separate data capture, needs to be estimated with

respect to a global origin. The problem of external or extrinsic sensor calibration

involves estimating a transformation or mapping from each sensor to a single one,

selected by convention. The transformations are obtained by solving a pair-wise or

global optimization problem.

A prerequisite to solving this inverse, multi-parameter problem is to establish

point correspondences among the different views. Such points, referred to as cal-

ibration points, attain the role of reference locations in space, whose depiction in

the acquired depth images are precisely known or can be specified in advance. In

conventional camera calibration, the usual way is finding common 2D points through

their underlying image features (i.e. corners, edges, junctions, descriptors) and using

their correspondence to solve a linear system. The resulting camera-to-camera trans-

formations are affine maps, that relate the two coordinate systems through rotation

and translation.

3



1.2 Purpose and Aim

In the state-of-the-art Kinect literature, the correspondence and calibration prob-

lem have been addressed by applying existing and well-established calibration meth-

ods, originally developed for conventional cameras. Such approaches however, do

not explicitly take advantage of the additional 3D depth information provided by

the sensor and use 2D points from the depth images instead. As a result, they

require a large number of images in order to approximate the calibration transfor-

mations, without at the same time attaining high accuracy, in terms of the composite

views. Furthermore, they disregard the quantization error model introduced by the

depth resolution specifications of the sensor.

In this thesis we aim to address these two different but complementary problems,

namely a) establishing point correspondences for calibration points using the 3D data

and b) proposing a more plausible and natural calibration for the Kinect. Our goal is

to achieve efficient, flexible, and highly-accurate stereo pair depth sensor calibration.

Efficiency and flexibility relate to the number of required points and the relative

locations of the sensors. Accuracy relates to building on the depth information,

readily available, and accounting for any deviations in the affinity assumption model,

but applying a non-affine mapping refinement.

Towards that end, we use the actual, back-projected 3D positions of detected

points in order to estimate a global transformation. This transformation is further

refined using a Thin Plate Splines formulation, that functions as a non-rigid registra-

tion and can compensate for any errors introduced by non-linear sensor acquisition.
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The result of this second step is a closed form mapping, of the smooth warping

type, that can compensate for the difference in mismatch error among calibration

pairs. The framework is further complemented by proposing two different ways of

identifying and acquiring potential calibration points.

As a side note, we will use the terms Kinect, sensor, and camera interchangeably

in the rest of this thesis. We will explicitly differentiate between the sensor as a whole

and one of its camera components depending on the context of the presentation.

1.3 Challenges

A number of challenges associated with this work relate to the area still being

relatively new and the number of free parameters and configuration details. These

include:

• A multitude of parameters involved in the physical set-up such as: sensor

individuality and errors; capture angles; distance from target; scale of target

objects; multi-sensor synchronization; depth-resolution etc.

• The case of extreme angle between the sensors, where the overlapping re-

gions between two views are limited (application of post-registration refinement

methods is not possible).

• The lack of ground truth data for quantitative evaluations, dictates qualitative

(visual) evaluations and application-related validation (future work).
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• The lack of established evaluation protocols or annotated, databases for refer-

ence.

1.4 Contributions

The contributions of this thesis are summarized as follows:

• A novel method for depth sensor stereo calibration using point correspondences

in 3D space.

• A refinement of the affine registration step using smooth interpolant functions.

• Two proposed methods for obtaining and establishing correspondence in 3D

space.

• An overall framework for multiple Kinect-based, simultaneous captures for data

registration with possible extensions to more than two sensors and consecutive

frames.

1.5 Outline

The remainder of this thesis is organized as follows: Chapter 2 provides a litera-

ture overview of works that use multiple depth sensors and the way they approach

system calibration. In Chapter 3 we describe in detail the Microsoft Kinect sen-

sor and enumerate the types of depth errors that motivate the proposed calibration
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method. In Chapter 4 we justify why the conventional calibration methods are not

sufficient and present the proposed modifications. The calibration method is based

on finding accurate calibration points, for which we describe two options in Chap-

ter 5. Chapter 6 presents qualitative comparisons and application of the method in

examples of two-view 3D object reconstruction. Finally, in Chapter 7 we conclude

with a discussion of the method and results and propose topics and directions for

further research.
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Chapter 2

Related Work

Calibrating the relative position of Kinects in a multi-camera configuration is not

a straightforward process that can be done using one unique method. The Kinect

can output 3 streams; the color camera produces RGB frames, while the infrared

(IR) camera can output both infrared grayscale images as well as (grayscale-coded)

depth frames. As a result, one could use one, or a combination of these streams

in order to find correspondences and perform calibration. For example, we could

choose the color camera of the Kinect as the reference and use the RGB frames for

calibration, or alternatively chose the IR camera and thus use the infrared or depth

frames. Independently of the stream chosen however, most works with multiple

Kinects perform a generic calibration method targeted for conventional cameras. In

this chapter, we review recent works that use multiple depth sensors in their setup and

describe the approach they follow for their system calibration. We also differentiate

between the actual algorithm and the way the calibration points are captured, which
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we review in the second part. We present both stereo and multi-stereo calibration

methods, since although the proposed method was developed primarily for a stereo

sensor pair, it can be generalized and extended to multiple Kinects.

2.1 Multi-Kinect Calibration Approaches

Depending on the number of cameras present in the system and the characteristics

of particular setups, the approach usually used for calibration may vary. In this

Section we present the most common approaches and outline their limitations.

2.1.1 Conventional Pairwise Stereo Calibration

According to classic theory of multi-view geometry estimation [29, 80], a standard

method for conventional stereo calibration is based on estimating the transformation

between a camera pair, through a set of point correspondences between world and

image plane points. These are established using easily detected or specified points

in both 3D and 2D domains, e.g. using calibration objects (checkerboard patterns)

and automatic feature detection, markers, or manually specified points. Roughly

speaking, the method using multiple image from both views, estimates the relative

rotation and translation of one camera to the other (Sec. 3.2.3), with the option of

a full calibration in individual intrinsic and extrinsic parameters.

The method is frequently used as a reference and black-box solution in the liter-

ature, has been implemented as a MATLAB Calibration Toolbox by Bouguet [12],
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and is part of the standard OpenCV (Open Computer Vision) library [2]. A very

popular Kinect Toolbox, RGBDemo [13] also offers an option for automatic stereo

Kinect calibration. It provides an interface from which a user can capture points

and employs the OpenCV implementation.

Berger et al. [8] evaluate setups with a varying number of Kinects (one to four)

for markerless motion capture. They use four cameras in the corners of a room

and rely on the depth image. Since not many details are provided, we assume that

the cameras are calibrated pairwise with no global refinement step. In a subsequent

paper, Berger et al. [7] use three Kinect sensors placed in 45 degree angles in order to

reconstruct gas flows around occluders. For this setup, which can be seen in Fig. 2.1,

they calibrate the sensors using Bouguet’s stereo calibration implementation. As

before, a global correction or optimization step is not described, so the calibration is

done to the best of our knowledge in a pairwise manner.

Figure 2.1: Three Kinects setup used in Berger et al. [7].
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2.1.2 Global Calibration and Refinements

For systems with three or more cameras, the approach by Svoboda et al. [67] is

most frequently used, through the associated toolbox implementation [66]. It is an

automatic method for calibrating both intrinsic parameters as well as the transfor-

mation between cameras simultaneously, by solving a linear system with respect to

the camera parameters and the unknown 3D point locations. Outliers are pairwise

removed via RANSAC and occluded points in the images are compensated for. The

final parameters are refined using Bundle Adjustment and estimation of any non-

linear distortion effects. The method is very robust but it cannot be used in setups

with only two cameras. Berger et al. [8] evaluate the same approach for depth images

in their multiple Kinect setup, however with inferior results compared to pairwise

calibration.

A recent paper that also makes use of this method is by Tong et al. [69], where

a novel approach for scanning humans with the use of depth sensors is presented.

They employ three Kinects, positioned in close distance to each other so that each

captures a partial view of a human positioned on a turntable. This configuration

can be seen at Fig. 2.2. In reconstructing the final mesh, they register the partial

views non-rigidly by explicitly using an approximation template, thus compensating

for calibration errors. For this reason, their initial calibration is mostly generic;

although not many details are mentioned, the approach by Svoboda et al. [66] is

used in points captured by the RGB camera, followed by a pre-specified mapping

from color to depth through OpenNI [4].
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Figure 2.2: Three Kinects setup for scanning the human body used by Tong et

al. [69].

Alexiadis et al. [5] use a setup of four Kinects positioned as shown in Fig. 2.3 for

real-time capturing of moving objects. They globally calibrate the RGB cameras of

the Kinects by combining the methods of Svoboda et al. [67] and Kurillo et al. [40].

They first use the algorithm proposed in [67] in order to detect points in the RGB

color frames by waving a dual LED (red and green) in a dark environment. The

calibration object can be seen in Fig. 2.3. The cameras are calibrated in pairs

based on the epipolar geometry constraints (OpenCV implementation). A global

optimization through Bundle Adjustment [49] is further applied for the estimation

of extrinsic parameters. The total reprojection error after this second step drops

significantly from 4 pixels to 0.84. This error however corresponds to the RGB and

not the IR camera, so it is not unreasonable to assume that an additional, non-

accounted for, error is introduced with performing the mapping from color to depth.
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Figure 2.3: Four Kinects setup and calibration object used by Alexiadis et al. [5].

2.1.3 Other Methods

Susanto et al. [65] make use of a four Kinect system in order to combine the

depth information for more robust object detection. The cameras are mounted on

the ceiling and face the objects from different viewpoints. Due to the peculiarity of

the setup, it is difficult to capture common points from all views and thus robust

external calibration based on correspondences is difficult to achieve. For this reason,

a manual calibration approach is performed instead of an automatic one; a camera

is picked as a reference and the captured points cloud from the rest are manually

transformed to the reference’s coordinate frame. Their error however can go up to

13 cm for some views due to the noisy depth data and the position of the sensors.

In a paper by Microsoft Research with interesting applications, Wilson et al. [76]

combine depth sensors and projectors, in order to create and explore different designs

for interactive surfaces in a room. Two types of calibration processes are involved;

cross-sensor calibration between cameras and projectors, which is not related to this

thesis, and external calibration between the depth sensors. For the latter, a set

of calibration points with known real-world positions is gathered, and the camera’s
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pose is estimated by applying the closed-form solution of Horn [34]. By applying

this procedure for each camera separately, the individual positions with respect to

the world coordinate system are computed.

2.1.4 Limitations of Existing Approaches

The aforementioned methods have a number of drawbacks and limitations which

we aim to overcome in this work. Primarily, most of these methods do not differ-

entiate between the conventional camera calibration and the depth sensor, i.e. the

cameras are calibrated using points and methods for color-cameras. Even in cases

where the points in depth image are used, only the locations on the depth map are

taken into account and not the actual 3D coordinates. This does not account for

errors due to misalignment between the different sensors (RGB, IR, depth).

Due to the depth error model of the structured light sensor, such generic ap-

proaches are not sufficient for external calibration. Note that in most cases, the

setup is controlled in the sense that the “active volume” does not extend at a certain

distance from the Kinect(s). For example, the object in [5] stands approximately

1.5 m away from the sensor, while in the scanning system of [69] the human is 1 m

away. However, as we discuss in Chapter 3, the depth resolution drops quadrati-

cally with the distance increase from the device. This means that such calibration

results will heavily depend on the distance of our scene from the sensors, with the

error increasing as the depth data resolution and quality decreases. As a result, the

requirements for a controlled set-up are strict.
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Furthermore, in many scanning approaches any resulting approximation errors

are compensated through a post-processing, global refinement step during the reg-

istration of the captured meshes, by relying on algorithms such as Iterative Closest

Point (ICP). However, unless a template model, i.e. a prototype 3D shape, is used,

the meshes need to have a fair amount of overlap in order for the refinement meth-

ods to work. The former limits the type and complexity of the acquired objects,

i.e. template models are not always readily available or convenient to obtain and

design. The latter, can restrict the physical sensor configurations, i.e. the distance

or viewing angle, and produces an additional overhead in the setup design.

In our method, we aim to compensate for these types of errors of the sensor

during the initial, and single, external calibration step, thus resulting in simpler,

more accurate and more flexible configurations for capturing depth with multiple

Kinects.

2.2 Capturing Calibration Points

Depending on the applied calibration method, calibration points can be captured

on the color, infrared or depth frames (images). The most common method used in

Computer Vision applications for conventional cameras is by utilizing a black and

white (checkerboard) pattern, captured from multiple views. The checkerboard fa-

cilitates point detection, i.e. its corners are easily detectable using interest point

detection methods such as the Harris corner detector. The resulting corners in the
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different views and angles are used as the location of known 3D points in the ac-

quired 2D images. However, even though this approach can be applied as-is in the

color and infrared Kinect images, it cannot work in the depth since the corners are

indistinguishable due to their coplanarity. A possible extension could be to adapt

the method by choosing easily detected range image features, though the localization

accuracy would be less than that with the image color features.

Berger et al. [8] propose a new way to extend the checkerboard method for the

depth stream data. By replacing the squares with mirroring and diffuse surfaces,

they manage to make the corners detectable by distinguishing between valid (diffuse)

and non-valid (mirroring) pixel values, i.e. using a trivial, value-based reflection

feature. The only assumption made is that the board is not orthogonal to the

Kinect’s viewing axis. This approach is shown in Fig. 2.4, where the difference

between the conventional and the modified checkerboard can be seen.

Another method, again proposed in [8], for getting points from depth frames

includes modifying a light source by attaching it at the center of a reflective disk

(Fig. 2.4, right). The disk can be easily segmented due to invalid depth values and

the center can be easily calculated. Instead of just picking the disk center though,

an attached light is used as it is also detectable in the RGB frame. This is useful

because, as will be shown in Chapter 3, it can be used for registering and calibrating

the position of the Kinect IR and RGB cameras. This method however was reported

to introduce a larger error compared to the calibration board [8].

Wilson et al. [76] use retro-reflective dots that can be distinguished in the IR

frame and map their positions in the corresponding depth frame. In order to reduce
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Figure 2.4: Calibration objects in RGB (top), depth (middle) and IR (bottom) frames

used in [8]. The conventional calibration board (left) which cannot be detected on

the depth frame, as opposed to the modified checkerboard with specular squares

(center). The third object is a point light attached to a reflective disk (right), which

can be segmented from the depth image and the light detected as the disk’s center.

noise, the depth values are locally averaged for calculating a smoother depth value

per position. Interestingly, note that this is the only case where actual 3D points are

used, since in the aforementioned methods, only the point image coordinates (2D)

are used during the calibration process.

In Chapter 4 we explore two approaches for obtaining calibration points; the

first combines detection of board corners with mapping on the depth frame, and the

second localizes points of interest directly in depth by using a spherical object.
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Chapter 3

The Microsoft Kinect

3.1 Sensor Description

The Kinect sensor (Fig. 3.1) was developed by the Israeli company PrimeSense

and released by Microsoft on November 4, 2010. Although it was initially marketed

as a novel gaming peripheral for Microsoft’s console, XBOX 360, its depth sensing

capabilities and low-cost made it attractive for a variety of additional applications.

It is now used in fields like Robotics, Human-Computer Interaction, Healthcare,

Graphics, and Entertainment among others. In this section, we describe the sensor’s

components in more detail, explain its intrinsic parameters calibration procedure and

introduce the depth model.
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3.1.1 Kinect for XBOX vs Kinect for Windows

After the increase in the device popularity, Microsoft released the official Mi-

crosoft Kinect SDK on February 1, 2012 as well as a new sensor with slightly modified

hardware and firmware targeted specifically for application development in Windows.

There are minor differences between the two versions; Kinect for Windows has a near

mode, enabling it to capture depth values as close as 40 mm (Fig. 3.2) as well as

some enhanced SDK features such as better skeletal tracking. The main difference

however, is that Kinect for Windows has a commercial license, thus enabling its use

for commercial applications, something which is not possible with Kinect for XBOX.

Figure 3.1: The Microsoft Kinect device1.

3.1.2 Hardware Components

Kinect’s depth sensing system is comprised of an infrared (IR) emitter which

projects a speckled pattern and an infrared camera that captures it. Apart from the

depth sensing system, the device includes a number of additional components on the

hardware level [54], which are visualized in Fig. 3.3:

1http://msdn.microsoft.com/en-us/library/hh438998.aspx
2http://msdn.microsoft.com/en-us/library/hh973078.aspx#Depth_Ranges

19



Figure 3.2: Valid depth values2.

Infrared projector Emits an 830 nm infrared laser which gets diffracted through

glass in order to create the projected speckled pattern.

Infrared camera A monochromatic CMOS sensor with resolution of up to 1280×

960 and a field of view (FOV) of (57◦ Horizontal 43◦ Vertical) for recording the

pattern formed by the IR projector.

Color camera A VGA color camera with a resolution of 640× 480 at a frame rate

of approximately 30 FPS. Resolution can go up to 1280 × 960, albeit with a

reduction in frame rate (around 10 FPS). The returned color format can be

RGB, YUV or Bayer [53].

Microphone array A four-microphone array for high quality audio capture with

noise suppression and echo cancellation.

Tilt motor Controlled programmatically, with a pitch of −27◦ to +27◦.

Accelerometer 3-axis, for retrieval of orientation in relation to gravity.
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Figure 3.3: Microsoft Kinect components [54].

3.1.3 Software Drivers

Currently, there exist three different drivers for the Kinect. In this section, we

briefly describe them and present a high-level comparison in Table 3.1. Note that

only basic differences are noted, due to the continuous version updates for all three.

The table should serve only as an indicator of which driver is suitable depending on

the project requirements and specifications. A more thorough comparison can be

found in [6] and [23].

OpenKinect [3] The OpenKinect community maintains the libfreenect library

which was the first driver reverse-engineered shortly after the Kinect was in-

troduced. It is the most basic of all three; it provides basic access to raw data

and is not combined with high-level algorithms.

OpenNI [4] It is a joint effort of organizations, including PrimeSense, to establish

standards for Natural Interaction (NI) devices. PrimeSense’s NiTE middleware

provides the Computer Vision algorithms, such as gesture recognition etc.
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Microsoft Kinect SDK [1] The official SDK, has now reached version 1.7. Con-

tains many high level features such as skeletal and face tracking and the latest

addition, Kinect Fusion (real-time, high-quality reconstruction).

For our application we used both the Kinect SDK and OpenNI since not all of

the required functionality was provided by one. For example, in the first version of

the Windows Kinect SDK, no access to the IR image was provided, however this has

changed with a recent version. Although some of the original development for this

thesis was done with older drivers, all parts were eventually rewritten and adapted to

the Windows Kinect SDK drivers. If not otherwise stated, the examples and results

in the rest of this thesis will refer to this driver.

OpenKinect OpenNI
MS Kinect

SDK

Cross-platform
Yes Yes No

Open-source
Yes Yes No

Crops depth
No No Yes at ∼4 m

Low-level access (e.g. disparity image)
Yes No No

High-level functions (e.g. skeletal track-

ing)

No
Yes through

NiTE
Yes

Table 3.1: Comparison of available Kinect drivers.

22



3.2 Sensor Calibration

In order to get as accurate information as possible in terms of different data

registration and localization on the scene, careful calibration is required for the two

cameras on the Kinect, i.e. the IR and RGB, in the sense of determining both

the intrinsic camera parameters as well as the relative position between them. The

intrinsics of each camera involve nine parameters: two for the focal length, two

for the center of projection, and five distortion coefficients. The relative extrinsics

involve twelve parameters: nine for rotation and three for translation. Both the IR

and the RGB cameras are factory calibrated and their parameters are burned to

the firmware. However, even though the drivers provide us with functions to map

the corresponding depth frame to color frame and vice versa, they do not explicitly

supply neither the intrinsic values nor their relative position. As a result, the camera

sensors need to be explicitly calibrated prior to any subsequent steps.

3.2.1 Color Camera Intrinsics

The color camera is a conventional RGB camera and is calibrated as such. The

most common approach for color camera calibration is based on the method by

Zhang [79, 80] and the intrinsics model in [30]. This approach is the one implemented

in the frequently used Bouguet MATLAB Camera Calibration Toolbox [36] and in the

OpenCV library [2]. A checkerboard calibration pattern is used from many frames

in various poses. The pattern corners are detected using Harris corner detection

and optimized to subpixel accuracy with gradient-search. Using these points and
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Figure 3.4: RGB and corresponding IR frames used for intrinsics calibration.

the corresponding 3D, from the known geometry of the planar object, an initial

least squares solution is computed. The objective function to be minimized is the

reprojection error, i.e. the average difference of the true 2D to the projection of

3D points using the estimated projection matrix. Optimization is done using the

Levenberg-Marquardt algorithm [49], and in order for the calibration to be deemed

successful, the reprojection error must be less than one pixel. In Tables 3.2 and

3.3, we present some representative values, estimated for one of the used devices in

this thesis. It should be noted that since each Kinect device has similar, but subtly

different values, these are provided as an indication of range and order of magnitude

and should not be used by default for any Kinect device.
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parameter value

focal length (511.772, 513.360)

center of projection (322.459, 255.144)

Table 3.2: Intrinsic parameters for RGB camera.

distortion coefficient value

k1 0.2242

k2 -0.7976

k3 0.9466

p1 0.0102

p2 0.0014

Table 3.3: Distortion coefficients for RGB camera.

3.2.2 Infrared Camera Intrinsics

The infrared camera calibration is very important because the coordinates of the

point cloud that will be created from the depth map depend on the camera’s intrinsic

parameters, as will be analyzed in Chapter 5. The calibration is done in a similar

fashion to the RGB camera, with a small modification in the way the frames are

captured. The dot pattern that is emitted from the IR projector makes it more

difficult for the corner detection algorithm to locate the chessboard corners. For

this reason, before capturing the frames, the projector is explicitly covered to mask

the emission. Some representative images taken with the IR camera can be seen

in Fig. 3.4. Tables 3.4 and 3.5 show indicative intrinsic and distortion parameters
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respectively, for one of the used devices.

parameter value

focal length (572.153, 573.784)

center of projection (317.434, 248.140)

Table 3.4: Intrinsic parameters for IR camera.

distortion coefficient value

k1 -0.0985

k2 0.3655

k3 -0.5360

p1 0.0065

p2 -0.0003

Table 3.5: Distortion coefficients for IR camera.

3.2.3 Color-IR Stereo Calibration

The baseline between the two cameras of the Kinect is approximately 2.5 cm

[60]. This means that the captured color frames do not align exactly and thus do

not directly map to the depth frames (Fig. 3.5). In order to establish an accurate

color-to-depth mapping, extrinsics calibration is performed in order to estimate the

relative pose (rotation and translation) between the two camera coordinate systems.

A straightforward extension of single camera calibration, is to calibrate each
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Figure 3.5: Uncalibrated color frame mapped to corresponding depth.

camera independently, with respect to their extrinsics and given their intrinsics, and

estimate or calibrate for the relative pose [30, 80, 78]. Herrera et al. [33] present

a method specifically for color and depth sensors that is based on simultaneous

color and depth features to globally refine the calibration of the two cameras. The

method requires only a checkerboard pattern and a planar surface with manual corner

specification.

Since color mapping is not crucial in our application and we can tolerate minor

errors, we chose the conventional stereo calibration (Chapter 2), adapted for the

case of a color-IR pair [80, 78]. The method is described below in its more general,

camera-pair calibration from multiple views. As a side note, it can also be used in

order to calibrate a Kinect sensor with an external RGB camera.
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Generic Multi-view Stereo

The main idea is that the fixed, relative position of the two cameras [R |T ] can be

estimated from the individual poses of an object with respect to the first and second

at positions [R1 |T1] and [R2 |T2] respectively. By R and T we denote the 4× 3 and

4 × 1 augmented rotation and translation matrices of rotation (9) and translation

(3) parameters of the implied transformation. The solution is provided by solving

the system:

R2 = R ∗R1, T2 = R ∗ T1 + T. (3.1)

This is achieved through a global optimization of the estimates for the individual

extrinsics from multiple captures/frames in a least-squares sense:

[R |T ] = argmin
R,T

M∑
j=1

∥∥[R2j |T2j]− [R |T ] ∗ [R1j |T1j]
∥∥2

2
, (3.2)

with E1j = [R1j |T1j] the 4× 4 parameter matrices for a single frame. These can be

estimated based on the pinhole camera model and the estimation of a perspective

projection using point correspondences between world-image frame. Assume a set of

N world 3D point locations, in each out ofM views {Xij}, i = 1 . . . N, j = 1 . . .M and

the corresponding 2D points {x1ij} and {x2ij} in the images from the two cameras

respectively. For each camera separately and each view, the total re-projection error

is minimized using the global Levenberg-Marquardt algorithm:

E1j = argmin
E1j

N∑
i=1

∥∥x1ij −K1E1jXij

∥∥2

2
, (3.3)

where K1 the matrix of intrinsic parameters, specified in advance, as highlighted in

the previous subsections.
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Combining Eq. 3.2 and 3.3, the total minimization problem that is being solved

for multi-view, stereo calibration can be written and formulated as:

M∑
j=1

N∑
i=1

(∥∥x1ij −K1[R1j |T1j]Xij

∥∥2

2
+
∥∥x2ij −K2[R2j |T2j]Xij

∥∥2

2

)
+

M∑
j=1

∥∥[R2j |T2j]− [R |T ] ∗ [R1j |T1j]
∥∥2

2
. (3.4)

The above, total re-projection error for all points, views and cameras, is minimized

with respect to all extrinsics, for both cameras and all views {R1j, T1j, R2j, T2j}, j =

1 . . .M and the relative position or calibration transformations {R, T} between the

two.

Specific Color-IR Framework

The practical framework involves the following steps: We capture a checkerboard

in various poses from both IR and color cameras and solve for the relative rotation

and translation similar to Eq. 3.4 using the correspondences defined by the 3D board

and detected image corner points. One drawback of this setup is that no drivers can

stream both RGB and IR channels simultaneously. In order to surpass this, we have

designed an interface that changes modes automatically very fast; the user presses

a button to capture the frame, and, after the IR image is saved, the mode changes

and captures the corresponding RGB. This implies that the board should be still for

the milliseconds it takes to capture both frames, which can be guaranteed by using

a fixed tripod or similar mounting.
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Figure 3.6: RGB-IR calibration interface.

3.3 The Depth Capturing System

In this section, we describe the process behind Kinect’s depth value acquisition

and illustrate the various sources of error in the sensor.

3.3.1 Acquiring Depth Data

Before we proceed, it is important to make a crucial distinction; the Kinect does

not capture the actual distance of the object from the camera, but rather the distance

of the plane of the object to the camera, i.e., the projection of the actual distance on

the camera viewpoint. This point is illustrated in Fig. 3.7. In order to infer depth

for each position, the Kinect uses the structured light principle. It finds a disparity
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map by using the correlation between two light patterns: a stored reference one and

the one observed from the scene. This process is described in more detail in the

following sections.

Figure 3.7: Actual depth distance measured by the Kinect sensor.

Getting the Disparity Map

The IR projector emits a laser beam, which with the use of a diffraction grat-

ing creates a pseudo-random pattern of speckles that gets projected onto the scene

(Fig. 3.8). This pattern is then captured by the IR camera with the use of a band-pass

filter centered at the infrared laser wavelength, and compared to a reference pattern.

This reference pattern is burned to the firmware and is basically the same laser grid

projected in known measured depth. By comparing the shift of corresponding dots

through a 9 × 9 correlation window per dot [60, 17], a disparity map is produced,

which is then used to infer the depth at each pixel. The disparity representation uses

11 bits, thus providing 2048 quantization levels.
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Figure 3.8: The IR speckled pattern emitted by the laser projector.

Getting the Depth Map

The depth map is acquired by the disparity value of each pixel through a tri-

angulation process. The relationship between disparity and depth can be derived

geometrically by looking at Fig. 3.9, where L symbolizes the infrared (laser) pro-

jector and C the infrared camera. We assume Pr is the position of a speckle in a

known reference depth Zr and Po is the same dot captured by the Kinect at an object

depth Zo. D symbolizes the 3D disparity between them and d is the corresponding

disparity on the 2D image plane that the sensor computes. The parameters f and b

symbolize the focal length and baseline, i.e., the distance between IR projector and

IR camera, respectively. From the similarity of triangles in Fig. 3.9 we get:

D

b
=
Zr − Zo
Zr

, (3.5)

d

f
=
D

Zo
. (3.6)
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Thus, by combining Eq. 3.5 and Eq. 3.6, we get the depth value Zo:

Zo =
Zr

1 +
Zr
fb
d
. (3.7)

Figure 3.9: The triangulation process for depth from disparity.

3.3.2 The Depth Error Model

Correcting any errors due to the depth acquisition process after calibration, sim-

ilar to undistorting the images from a conventional color camera, is not as straight-

forward. In effect, merely undistorting the image captured from the IR camera is not

enough, and may additionally introduce further distortions due to the correlation-

based disparity estimation. The depth sensor error model is more complex, and
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includes additional sources of error, due to both the sensor and the set-up, which we

enumerate in this Section.

Errors Due to the Sensor

With respect to the sensor, there are three distinct sources of error which cor-

respond to the different parts of the depth calculation process. Overall, errors are

introduced from the intrinsic distortion of the infrared camera that captures the

scene, the transformation of disparity to depth values, and the inherent quantization

of the disparity measurement.

I. Errors Due to the IR camera

The infrared camera does not conform to the ideal pinhole camera model, and

thus its lens introduces radial and tangential distortion. These parameters

are estimated through the intrinsic calibration of the IR camera, which was

previously described. This process however involves solving for a most-likely

overdetermined linear system and results in one solution by a very close ap-

proximation. Nevertheless, in the Kinect case these distortion coefficients are

negligible. This agrees with our observations on obtaining worse depth mapping

results when applying undistortion, with the very small estimated coefficients.

Note though, that this may potential be attributed to frames being already

returned undistorted from the Kinect SDK.

II. Errors During Triangulation

While converting disparity values to depth using triangulation, we rely on two
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extra parameters intrinsic to the sensor: the baseline between the projector

and the IR camera, and the depth of the reference laser grid, burned to the

device. However, these values need calibration only when working with the

OpenKinect drivers, since these return the raw disparity frame and the user

is responsible for converting it to depth. For example, Stone et al. [64], after

normal calibration of the infrared camera, use a large number of training points

to optimize for the baseline, focal length, and distortion parameters. This is

not necessary though for the Microsoft SDK and the OpenNI drivers, since

these explicitly make use of the factory calibrated values.

III. Errors Due to Depth Resolution

The accuracy of the depth map depends significantly on the distance of the

scene from the sensor. Smisek et al. [63] measured experimentally the resolution

of the device by capturing planar targets from consecutive depths, ranging from

0.5 m to 15 m, and expressed the distance between two recorded values, referred

to as the quantization step q, as a function of the depth z:

q(z) = 2.73z2 + 0.74z − 0.58 [mm],

with z in meters. We borrow their example to demonstrate how large q can

get: at a distance of 0.5 m we have q(0.50) = 0.65 mm, but for a depth of

15.7 m, q(15.7) = 685 mm, i.e. a 102 increase in order of magnitude. Besides

this decrease in depth resolution, Khoshelham [38] also reports a reduction in

point density as we move away from the sensor. This error is inherent to the

sensing device and cannot be eliminated. Since it is not negligible, even for

close distances, there is a need for methods that compensate for it implicitly.
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Errors Due to the Setup

An additional type of errors due to the capturing configuration is easily con-

trollable by specifying acquisition protocols. The most important one concerns the

surface material of the object captured. The Kinect does not respond well to shiny

materials, and specular surfaces result in invalid values. Furthermore, depending on

the scene configuration, we can get invalid values and occurrences of shadowing for

the following reasons: Either a part of the scene is illuminated by the projector, but

it cannot be seen from the camera, or it is imaged by the camera, but there is no

laser illuminating it.
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Chapter 4

Non-rigid Calibration

An essential step in a setup involving multiple cameras is the calibration of their

external positions. By calibration, we refer to estimating a transformation that can

be applied to a camera’s coordinate system in order to be transformed to a reference

one. The reference coordinate system refers to a single camera system, e.g., a frontal-

looking one, that serves as the one with respect to which all other relative positions

or transformations will be estimated.

Problem statement: Let’s assume that we have captured the same N calibra-

tion points from two different viewpoints using Kinect cameras K1 and K2. Each

Kinect returns a depth map according to the distance of the points from its own

coordinate system. Consequently, point values returned from K1 will refer to a coor-

dinate system origin (0, 0, 0) at the location of K1, while those returned from K2 will

assume a different origin at the location of K2. Therefore a mapping to a common

coordinate system is required in order to form the composite set of points from both
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cameras.

As we shall see in the next Chapter, we can use the depth value z returned from

the Kinect to retrieve the values of x and y, thus obtaining for every calibration point

the triplet (x, y, z) of real world coordinates. To reflect this, we will use the following

notation for the calibration points: We will symbolize the point coordinate values re-

turned from K1 for a single point as the homogeneous vector pi = [xpi , ypi , zpi , 1]T and

the set of N calibration points as {pi = [xpi , ypi , zpi , 1]T , i = 1 . . . N}. Correspond-

ingly, the set of points returned by K2 will be denoted by {qi = [xqi , yqi , zqi , 1]T , i = 1 . . . N}.

In matrix notation, the corresponding 4×N matrices of column-wise concatenated

point coordinates will be P = [p1 . . . pN ] and Q = [q1 . . . qN ]. To avoid any confusion,

we will keep this notation of points pi and qi for K1 and K2 respectively, consistent

throughout this chapter.

As a convention, we choose K2 as the reference coordinate system (Fig. 4.1), thus

the problem now becomes the estimation of the transformation M that will map

point coordinates from K1 to K2.

In this chapter we show that a rigid model is not enough to describe the transfor-

mation between two depth sensors, due to the non-linear nature of errors (and noise)

that appear in the observed scene. Towards a more accurate calibration process, we

first find the underlying affine transformation with the help of automatic calibration

points and then extend it to a non-affine component, after discussing and supporting

the inadequacy of the rigid assumption.
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Figure 4.1: Two local coordinate systems and a global one, coinciding with the

location of one of two Kinect sensors.

4.1 Initial Stereo Calibration

The Euclidean transformation M that maps a coordinate system to another is

composed of a rotation R and translation T and can be found from the calibration

point clouds’ correspondences. Ideally, transforming the matrix of points P using

M , means that it will coincide with the matrix of points Q viewed from the second

camera. We therefore get the linear mapping:

Q = MP, P = [p1 . . . pN ], Q = [q1 . . . qN ], (4.1)
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where the linear transformation M can be written with respect to the individual

rotation R and translation T parameters:

M = RT =



r11 r12 r13 0

r21 r22 r23 0

r31 r32 r33 0

0 0 0 1





0 0 0 tx

0 0 0 ty

0 0 0 tz

0 0 0 1


(4.2)

Eq. 4.2 shows the decomposition of M into the rotation and translation matrices

R and T , expressed in homogeneous coordinates. In total nine rotation and three

translation parameters describe the mapping and require four point-correspondences

to be completely specified.

From Eq. 4.1 and Eq. 4.2 we get the following linear system:

x′1 · · · xN

y′1 · · · yN

z′1 · · · zN

1 · · · 1


=



r11 r12 r13 Tx

r21 r22 r23 Ty

r31 r32 r33 Tz

0 0 0 1





x1 · · · xN

y1 · · · yN

z1 · · · zN

1 · · · 1


, (4.3)

where the two matrices R, T have been combined into one 4× 4 homogeneous trans-

formation matrix with the corresponding translation parameters being:

Tx = r11tx + r12ty + r13tz

Ty = r21tx + r22ty + r23tz

Tz = r31tx + r32ty + r33tz
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The above linear system, with 12 unknown parameters, is overdetermined in the

case of 3N > 12 equations, i.e. N > 4 point correspondences between the two clouds.

Since an exact solution is not feasible for an arbitrary number of points N , we will

approximate M using the Least Squares formulation [46]; we are searching for M

which minimizes the norm of point transformation error ‖Q−MP‖2
F . More formally:

M = argmin
M

{
‖Q−MP‖2

F =
N∑
i=1

‖qi −Mpi‖2

}
. (4.4)

A solution to the Least Squares problem can be obtained using factorization

through Singular Value Decomposition (SVD) [27]. SVD is a matrix factorization

method, according to which, an m× n matrix A can be written in the form:

A = USV T ,

where U is an m×m orthogonal matrix (UUT = UTU = I), whose columns are the

orthonormal eigenvectors of AAT ; V is an n × n orthogonal matrix whose columns

are the orthonormal eigenvectors of ATA and V T is its transpose; S is a diagonal

m× n matrix that contains the square roots of the non-zero eigenvalues of either U

or V (their non-zero eigenvalues are in fact the same, so it makes no difference).

By using SVD, we can obtain the pseudo-inverse of P , symbolized with P †, which

can be used in order to solve Eq. 4.1 with respect to M as follows:

M = QP † = QV S†UT . (4.5)

Here, U and V follow their aforementioned definition, while S† is the pseudo-inverse

of S which is obtained by taking its transpose, after replacing every non-zero diagonal

value (sii) with its reciprocal (1/sii).
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4.2 Insufficiency of the Rigid Assumption

In Chapter 3 we analyzed in detail the sources of error that can affect the accu-

racy of the measurement results. In this section, we link these errors to the overall

calibration process in an effort to understand how they render the rigid calibration

inadequate for the case of the specific depth sensors.

In Fig.4.2 we illustrate how the capturing of one point from both cameras is

affected by errors and the displacement changes these errors introduce. The point

Figure 4.2: Error during depth capturing.

o is captured simultaneously by K1 and K2 which are located at depth distances

z1 and z2 respectively from it. The errors introduced by the cameras here are cu-

mulative and originate from three sources: calibration parameters of the IR sensor,

calibration parameters during triangulation and discretization (quantization) errors
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due to the varying Kinect depth resolution. The first two are relatively small and

do not contribute much to the overall error. They can also be potentially corrected

or mitigated by carefully designing the calibration process. However, the depth res-

olution errors δz grow quadratically with depth (Section 3.3.2), are inherent in the

acquisition process and cannot be eliminated.

As depicted schematically in Fig.4.2, K1 incorrectly captures the depth of point

o at the depth corresponding to the position of point p, i.e. a depth difference of δz1

units. Likewise, K2 acquires point o with depth corresponding to q. Note that the

difference between the intended o and the position of the backprojected point p from

the measurement, is in all 3D dimensions and not only along the z axis. This happens

because depth z is explicitly incorporated in retrieving the x and y coordinates and

translates in a 3D backprojection error.

In Fig.4.3 the error difference is shown for the case two calibration points. Since

the transformations between the two cameras will be specified by a separate dis-

placement ei for each pair of points, we cannot use the same transformation in order

to transform points P to points Q. The parameters of the transformation depend

on the seen point distance e.g. for points close by it could be a translation of some

units (centimeters), less than for points further away. This in turn translates to the

actual point distance from each of the sensors. Note that, if the distances were the

same, a rigid, affine transformation defined by four pairs of points would suffice to

specify a mapping.

In Fig. 4.3 we show a set of calibration points captured simultaneously from two

Kinects, K1 (red) and K2 (blue), transformed to the same coordinate system using
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Figure 4.3: Error difference in calibration points captured by two sensors.

the affine matrix, estimated from the initial rigid calibration step. Ideally those

points should overlap or be approximately overlapping, however, we can actually

observe the error discussed in the previous Section; the corresponding points exhibit

a shift which is different for each pair. This deviation during calibration translates

to an error when registering a scene captured from the two cameras. Unless the

two views of the scene contain a sufficiently overlapping region of points, correcting

for this error during the registration step becomes very challenging, in the sense

that existing algorithms and approaches cannot be applied. Thus, our goal is to

model and compensate for this type of error during the calibration step. Motivated

by the non-linearity that the depth error exhibits, we propose to use a non-rigid

transformation model in order to capture these variations, possibly on top of an
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initial affine transformation.

4.3 Non-rigid Correction

Formulation: According to our notation, we are using N calibration points and

use Q to symbolize the matrix of points qi, i = 1 . . . N . For our analysis, we consider

Kinect K2 as our reference system, thus we adopt the notation P ′ for the matrix P of

points pi, transformed to K2 using an affine, Euclidean transform, estimated through

an overdetermined linear system, as in Sec. 4.1. Our goal is to refine that estimate

by finding a mapping that captures the non-rigid transformation that maps P ′ to Q.

This will have to be a closed-form solution in order to apply it offline for aligning

the point clouds of the captured scenes. In essence, such a solution will function as

calibration function for the registration of any unseen acquisitions.

4.3.1 Thin Plate Splines

We will be using an implicit representation f to model the minimum deforma-

tion that should be applied to a surface passing through points P ′ in order to map

exactly to desired positions Q. Note that the correspondences between points must

be known in advance, which is inherent to our calibration setup. We formulate this

as a Thin Plate Splines (TPS) mapping, due to the attractive properties of the TPS

framework: It provides a closed form solution which is easy and fast to compute for
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a small number of points, and reduces to a regular affine transformation when possi-

ble. The latter means that, due to the affine component, the deformation will be as

smooth as possible, thus reducing the possibilities of overfitting. Thin Plate Splines

were first mentioned as interpolation functions by Duchon [24] and were more exten-

sively studied by Bookstein [11] and Wahba [73] for the description and modeling of

deformations. Even though the original formulation was developed for 2D functions,

it was generalized and effectively applied for interpolation and deformation mapping

in 3D [71, 15, 59, 56]. Intuitively, as the name suggests, the Thin Plate Spline cor-

responds to the deformation that would be applied to a thin metal sheet if it had to

pass through specific points, called control points (Fig.4.4).

Figure 4.4: Thin Plate Splines interpolation (from [22]).

Mathematically, the mapping or deformation corresponds to the function f which

minimizes the sum of two energy terms; the interpolation energy Ei and the bending
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energy Eb. In more detail, the interpolation energy

Ei =
N∑
i=1

‖qi − f(p′i)‖
2

(4.6)

requires that the function passes through all control points by penalizing the mapping

difference error. Minimizing the bending energy

Eb =

∫∫∫ {(
∂2f

∂x2

)2

+

(
∂2f

∂y2

)2

+

(
∂2f

∂z2

)2

+2

(
∂2f

∂x∂y

)2

+ 2

(
∂2f

∂x∂z

)2

+ 2

(
∂2f

∂y∂z

)2
}
dxdydz

(4.7)

enforces f to be as smooth as possible by penalizing the interpolating surface curva-

ture. We are looking for a function f that minimizes the energy functional:

Etps = Ei + Eb (4.8)

In practice however, the energy function 4.8 becomes:

Etps = Ei + λEb (4.9)

where λ is a regularization parameter that controls the trade-off between smoothness

and interpolation. If λ = 0 or very small, we have a scheme with exact interpolation

and limited smoothness constraints, while as λ grows larger, f becomes very smooth

but may not represent the data accurately. The regularizer is mostly used when

there is noise in the data, or the number of control points is small. In our case, and

since all collected points are used as control points, λ is set to the smallest non-zero

value, unless otherwise noted.

The sought function is then the solution to the minimization problem:

ftps = argmin
f
{Etps}. (4.10)
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Notice how this is reminiscent to the classic formulation of supervised regression,

where a function f is learned from a set of known point (qi, p
′
i) matches, using

higher-order regularization constraints to avoid overfitting.

4.3.2 Approximating the Mapping Function with RBFs

A Radial Basis Function (RBF) is a function of the form φ(r), where r = ‖p−pi‖

usually represents the Euclidean distance between two points p and pi. RBFs are

widely used in various fields in order to build function approximations using finite

weighted sums of the form:

f(p) =
N∑
i=1

wiφ(‖p− pi‖) (4.11)

where wi is a weight associated with each of a set of reference or sample points {pi}.

In our case, RBFs are used to approximate the non-rigid part of the transforma-

tion function f , which is of the form:

f(x, y, z) = a1 + a2x+ a3y + a4z︸ ︷︷ ︸
affine

+
N∑
i=1

wiφ(‖(x, y, z)− (xi, yi, zi)‖)︸ ︷︷ ︸
non−affine

(4.12)

The function includes also an affine transformation part aTp = a1 + a2x+ a3y+ a4z,

that accounts for the rigid part of the deformation. The affine a = [a1, a2, a3, a4]T

and non-affine, RBF weights w = [w1, . . . , wN ]T are the unknown parameters of the

mapping function.

Various types of RBFs have been explored, such as the (2D) thin plate spline

φ(r) = r2 log(r), the Gaussian φ(r) = e−(r/σ)2 , or the multiquadric φ(r) =
√

1 + r2.
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In the 3D space Thin Plate Splines formulation, we use those of the biharmonic

spline, i.e. φ(r) = r and thus Eq. 4.12 becomes:

f(x, y, z) = a1 + a2x+ a3y + a4z +
N∑
i=1

wi(‖(x, y, z)− (xi, yi, zi)‖). (4.13)

The biharmonic spline was shown to be the smoothest interpolant in R3 [24] and it

is suitable for non-uniformly sampled data.

Finding the TPS Coefficients

Under the requirement of square-integrable second derivatives for f (Eq. 4.7), we

require the following constraints:

N∑
i=1

wi =
N∑
i=1

wixi =
N∑
i=1

wiyi =
N∑
i=1

wizi = 0. (4.14)

We also have the following interpolation conditions stemming from Eq. 4.6:

qi = f(pi), i = 1, . . . , N. (4.15)

The conditions from 4.14 and 4.15 can be written as a linear system of the equations

for the unknown TPS coefficients w, a as follows: K P ′

P ′T O


w

a

 =

Q
o

 (4.16)

When the regularization parameter λ is included the submatrix K becomes K + λI.

To make the structure of the system more explicit, we provide the analytic form
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in our case. With the left-hand side (N + 4)× (N + 4) matrix, denoted by L:

L =



‖p′1 − p′1‖ · · · ‖p′1 − p′N‖ 1 x′p1 y′p1
z′p1

...
. . .

...
...

...
...

...

‖p′N − p′1‖ · · · ‖p′N − p′N‖ 1 x′pN y′pN z′pN

1 · · · 1 0 0 0 0

x′p1 · · · x′pN 0 0 0 0

y′p1
· · · y′pN 0 0 0 0

z′p1 · · · z′pN 0 0 0 0



(4.17)

the linear system can be written in the more compact form:

L



w1x w1y w1z

...
...

...

wNx wNy wNz

a1x a1y a1z

a2x a2y a2z

a3x a3y a3z

a4x a4y a4z



=



xq1 yq1 zq1

...
...

...

xqN yqN zqN

0 0 0

0 0 0

0 0 0


(4.18)

Each column of coefficients corresponds to the parameters of a TPS, modeling the

warping in each of the three spatial dimensions (x, y, z). The lower 3 × 3 matrix is

a transposed version of the 3D affine matrix A of the transformation.
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(a) Before calibration (b) After affine calibration

(c) After non-rigid correction

Figure 4.5: Calibration steps.

Mapping the Points

The warping coefficients which map {p′} to {q} are given by solving Eq. 4.18 wx wy wz

ax ay az

 = L−1

 xq yq zq

0 0 0

 , (4.19)

where xq = [xq1, . . . , xqN ]T , yq = [yq1, . . . , yqN ]T , zq = [zq1, . . . , zqN ]T the vectors

formed by the coordinates of the points in {q}. In matrix form, the mapping {p′′}
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of points {p′} is then given by

[
x′′p y′′p z′′p

]
=

[
C Q

] wx wy wz

ax ay az

 , (4.20)

where Cji = ‖p′j − p′i‖ and the j-th row of Q being [1, x′p1, y
′
p1
, z′p1] [48].

Complexity

The system solution requires inversion of the array L. This however has a com-

plexity of O(N3) which makes the algorithm very expensive for setups with many

calibration points. For such setups Donato et al. [22] provide three ways of dealing

with the increased complexity problem; (i) random subsampling of the candidate

points, (ii) using only a subset of exact basis functions, (iii) using a full set of ap-

proximate basis functions. In our case, N is relatively low, so we were never faced

with the need to do any efficiency optimizations. The running time for N ≈ 500

points was smaller than 10 sec.
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Chapter 5

Capturing Calibration Points

In this section we present two methods of obtaining reference calibration points.

The first one takes advantage of the direct mapping between the infrared image (IR)

and the depth map and employs the checkerboard pattern in order to retrieve corner

locations. Concretely, this approach directly depends on having access to the IR

image stream. As an alternative to such a prerequisite, we also explore a different

method for obtaining points by making use only of the depth map and an easily

detectable spherical object.

5.1 Using the Infrared Image

The IR image can be directly mapped to the depth image, except from a narrow

band of eight pixels width, that is invalid (zero values) due to the correlation window
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used for the triangulation process [60]. We propose to take advantage of this map-

ping in order to find the 3D positions (in world coordinates) of IR-detected image

points, specifically checkerboard corners, and use the derived points as calibration

points directly in the depth space. Intuitively, the use of the readily available 3D

representation of points is more natural because the errors introduced from the depth

mapping are not ignored.

5.1.1 Obtaining 2D Points

The checkerboard pattern is an established method for capturing points during

calibration in conventional cameras. By using the same principle for depth cameras,

we rely on the same type of points and avoid the need for specialized or custom-

designed calibration objects. Furthermore, we can take advantage of well-established

algorithms and fairly robust open source implementations for detecting contrast-

based corners on the checkerboard pattern. Detection on the monochrome images is

done via the Harris corner operator [26], that discovers high gradient changes (edges)

in the vertical and horizontal directions.

In Fig. 5.1 we show the interface developed as part of this thesis in order to

capture simultaneously IR images (top) and depth maps (bottom) for two Kinects.

In order to increase the accuracy of corner points detection in the IR image, the laser

emitter is masked during the captures, either by manually covered the Xbox Kinect,

or programmatically deactivated for the Windows Kinect device. Figure 5.2 shows

sample IR images of the captured checkerboard and their corresponding depth maps.

54



Figure 5.1: Interface to capture infrared (top) and depth (bottom) images for two

Kinects.

5.1.2 Transforming Points to 3D

After localization in an IR image, points are mapped on the corresponding depth

image, based on the continuous mapping between them. The depth values on the re-

sulting locations can be made smoother by averaging them over local neighborhoods,

i.e. typically on a 9× 9 smoothing window. Figure 5.3 shows the detected checker-

board corners (left) mapped to the depth image (center). Each corner p in the 2D

depth map is essentially a triplet p(u, v, z). While u and v coordinates are in image

space, z is in world space and corresponds to the distance of the 3D point P with

55



Figure 5.2: Example setup with infrared and depth images captured.

Figure 5.3: Detected 2D points mapped to 3D. Left image shows the mapping (su-

perimposed) and the location of points in both domains.

coordinates (x, y, z) to the camera. As in all cases, we make the assumption that the

center of the world coordinate system coincides with the camera origin. To retrieve

the actual 3D position of P , we additionally need to map u, v to the corresponding

world coordinates x, y.

In order to understand better how this mapping is done analytically, we present
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and briefly discuss the pinhole camera model [29]. The model (Fig. 5.4) provides an

approximation of the perspective projection of 3D points in space to the 2D image

plane. It is based on the assumption of an ideal camera with just a point-sized hole

and no lenses so that a single ray can pass through the pinhole. Although such a

model is not physically feasible, it nevertheless provides a sufficient approximation

for the process and is mathematically convenient [29, 26].

Figure 5.4: Geometry of the pinhole camera model.

From the geometry of Fig. 5.4, since θ̂ = φ̂, we get from similar triangles

u

x
=
v

y
=
f

z
, (5.1)

It then follows that

u = fu
x

z
, v = fv

y

z
. (5.2)

where fu and fv is the focal length in pixels, and are generally different under the

general assumption that the pixels are rectangular and thus do not have the same
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resolution along u and v. However, the center of the image plane does not necessarily

coincide with the point that the Z axis intersects the image plane I [51], and this

shift should also be accounted for:

u = fu
x

z
+ ou

v = fv
y

z
+ ov.

(5.3)

Equation 5.3 can be rewritten using homogeneous coordinates for p is:

p = CP ⇒


u

v

w

 =


fu 0 ou

0 fv ov

0 0 1



x

y

z

 (5.4)

Matrix C is then precisely the camera or intrinsics matrix which we retrieve by

camera calibration. Equations 5.3 and 5.4 are showing how a 3D point projects to

the 2D image plane. Recall that our problem is the exact opposite however; from

image coordinates (u, v) retrieve real world coordinates (x, y), i.e. from Eq. 5.3:

x = (u− ou)
z

fu

y = (v − ov)
z

fv
.

(5.5)

By applying Eq. 5.3, we convert each triplet calibration point (u, v, z) to (x, y, z),

where now all coordinates are in reference to the Kinect IR camera center and are

expressed in mm units. After projecting all detected points from all views to the

3D space, we create essentially a calibration point cloud for the specific Kinect, that

non-uniformly samples points in the camera’s 3D space. In Fig 6.7 we present such

a point cloud constructed from 17 views with 28 points on the average in each.
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Figure 5.5: Detected checkerboard corners (28) from multiple views (17) converted

to 3D point cloud.

5.1.3 Using RGB Instead of IR Camera

Alternatively one might consider using the RGB camera in order to collect points

of interest. In that case, the three color component channels can be exploited to

distinguish points based on their color features, thus eliminating the need for a cali-

bration board. However, in this case a direct mapping between the color frame and

the depth map will not be valid, since the images stem from different sensors. Instead,

we must reside to mapping the points to depth values by using the transformation be-

tween the IR and RGB, estimated through the Kinect extrinsics calibration process.

This transformation is in essence an approximate solution, so a re-projection error

will always exist, no matter how small. Another drawback might be the need for a

more controlled capturing environment, in order to use highlight specific features or

detect certain colors.
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5.2 Using the Depth Map Directly

In this section, we explore another promising option for detecting and capturing

calibration points by making use only of the depth map. This would be useful in

cases where we do not have access to the IR stream or for depth sensors other than

Kinect which return only a range map. Detecting points of interest from depth maps

is not as straightforward as detecting them in the RGB frames, and features relate

primarily to shape than texture. We could use some type of 3D feature extraction

(physical or detected such as 3D-Harris or 3D-SIFT) to match with known depth

points of interest, though as in the case of the RGB camera, this would require

controlled capturing environments. In addition, 3D feature detection matching would

be challenging in extreme angles or fail in the case of perpendicular camera positions,

since the cameras would face a limited part of the same scene.

To overcome these difficulties, we propose a method by employing a non-specular,

spherical object with the intent of being easily detected from all views. By moving

a sphere of sufficient size around space, we can produce a fair amount of frames

with the object (a ball) in the foreground. Further, detecting the ball in each frame,

and using it’s known geometry in fitting a simple spherical model, we can select its

center as 3D point of interest (5.8). We present a brief outline of the algorithmic

steps involved in extracting such points of interest for calibration:

1. Background removal.

2. Detection and parameterization of the sphere using RANSAC based model

fitting.
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3. If the sphere is not detectable (i.e., low resolution), resampling using Moving-

Least-Squares and go back to (2).

4. Return center of sphere.

5.2.1 Background Removal

In this step we can distinguish two cases, depending on the way the ball moves

around the 3D space:

A person holding the ball In this case manual background removal would be nec-

essary, since apart from the static background, we need to separate the person

figure, whose position in each frame varies. For each frame the depth is sampled

and manual depth thresholding is performed.

The ball is hanging from a standard point with the use of a cord In order

to overcome this cumbersome procedure, we can attach the ball to a cord and

let it move freely while we record its positions. In that case, a simple, automatic

background subtraction suffices. However, it may be very difficult to control

the ball in order to cover the desirable area and the configurations would be

very difficult for large setups.

5.2.2 RANSAC-based Model Fitting

Based on the assumption that the acquired point set will include outliers, we

apply a RANSAC ([25], [68], [26])-based fitting of a model for a sphere, in order to
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(a) 1 m away from the Kinect. (b) 3 m away from the Kinect.

Figure 5.6: Depth quantization step: At 3 m the depth levels are not enough for

detection.
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(a) Not enough points to fit sphere. (b) After MLS resampling.

Figure 5.7: Moving Least Squares to upsample sphere.

retrieve a set of inlier points that can be described by a 3D sphere function. As

outliers we consider points that have either remained after background extraction or

noisy variations near the surface of the sphere.

5.2.3 MLS Resampling

As we discussed in Chapter 3, the resolution of the sensor decreases dramatically

with the distance from the camera. As a result, when the distance of the ball to the

sensor is larger than 3 m, there will not be enough surface points for the function to

properly fit the depth data (Fig. 5.6). In such cases, we employ the Moving Least

Squares algorithm ([47], [43]) to upsample the cloud and retry the fitting (Fig. 5.7).
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5.2.4 Center Extraction

Since the sphere implicit function is known, we can easily determine the center

of the detected object. In Fig. 5.8 we show the calibration points (sphere centers)

for a free moving sphere setup, captured by a Kinect pair.

Figure 5.8: Calibration points acquired by using a sphere and the depth map (Red-

Right Kinect, Blue-Left Kinect).
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Chapter 6

Reconstruction Experiments and

Calibration Evaluation

In this Chapter we present experimental results on an application of data regis-

tration for object/body scans, using our calibration method and compare it with the

most frequently used approach for stereo calibration from two cameras, described

in detail in Sec. 3.2.3. Before the qualitative evaluations and analysis of the re-

sults, we describe the employed setup for capturing the scenes and any preprocessing

performed on the point clouds before registration.

6.1 Experimental Setup

Two important issues that become apparent in setups involving multiple Kinect

devices (multi-Kinects) relate to a) connecting the sensors and b) dealing with the
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noise introduced by the multiple sensors (interference, invalid values). In this section,

we analyze and provide details on how we tackled these connectivity and noise issues.

6.1.1 Kinect Network

The Kinect, as a streaming device needs at least 50% of the USB bandwidth

and each additional device must be connected to its own USB hub. Furthermore,

if the frames are saved in disk, the multiple streams affect the disk writing speed

and may decrease the frame rate. Consequently, connecting two or more sensors in

the same system is not a straightforward task. To overcome connectivity issues, we

developed a server-client configuration, which is adaptable and easily expandable to

many sensors. Each Kinect can then be connected to a different computer, with one

of the computers, or an additional one, functioning as the server. In Fig. 6.1 we

present an instance of the interface during a two-client data acquisition.

The clients can be connected with the server either through a Local Area Network

or a Wi-Fi. After the server detects all the connected devices, we can synchronize

their initialization and start-time of captures by command-based control through the

server. During acquisition, in order to avoid processing overhead and possible frame

drop, each Kinect writes a binary file with the raw depth data, a binary file with

color data and two text files with frame info. These are local per client and there is

no need transmitting them back to the server, especially given their large size.
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Figure 6.1: Server interface with two connected Kinect clients.

6.1.2 Multiple Kinects Interference

In Chapter 3 we presented in detail the triangulation process through which

Kinect infers depth values for a scene. The important point to remember is that

the method is based on comparing a stored reference pattern to an infrared-captured

image of a scene on which a dot pattern is projected. When more than one sensors

project a pattern to the same scene, then each sensor has trouble distinguishing its

own and thus noise artifacts and invalid values appear. The amount and effect of

noise depends on the positioning of the sensors, relative to the scene and each other.

Rafibakhsh et al. [57] did a comparative evaluation of various angles between Kinects

in order to minimize the interference and propose a minimum angle of 35 degrees

between two sensors for better results. In Fig. 6.2 both the cause and the result of
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sensor interference are shown. In the first case (Fig. 6.2a) two sensors are placed

orthogonal to each other. Interference in this case is almost non existent since the

majority of the projected dots fall on different surfaces. However, in Fig. 6.2b, we

present a worst-case scenario interference-wise; the sensors are on top of each other

and their projections on the surface are highly overlapping. The IR images on the

bottom show the projected pattern as it is perceived by the same sensor. The mixing

of the patterns in the second (lower right) case is obvious, and is reflected on the

depth map (middle images).

A couple of approaches have been proposed in order to mitigate the interference

problem for multi-sensor environments. Kramer et al. [39] use a custom-made hard-

ware shutter used to interrupt the IR emitter and the IR camera alternatively (in

turns) in two sensors and keep only the valid frames post-capture. Schröder et al. [62]

evaluate the feasibility of options such as directly controlling the laser programmat-

ically and implement a time-multiplexing method with a different kind of shutter

(disk).

A different approach is related to adding motion to one or more of the Kinects,

which has been shown to improve significantly the performance and reduce noise

[14, 50]. By attaching a small motor on the Kinect, a motion blur is introduced

which assists in differentiating the patterns. A toy example is shown in Fig. 6.3. The

left image simulates dot patterns from two Kinects while the right one is produced by

introducing movement on one of the two devices. With the added motion blur, the

static Kinect can distinguish its own dots, while the moving one is also discriminative

to its own pattern, as the dots move simultaneously.
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(a) Kinects are placed orthogonally (b) Kinects on top of each other

Figure 6.2: Amount of interference based on two Kinect sensors’ configuration:

a) placed orthogonally; the amount of noise from interference is miniscule b) placed

on top of each other and project dotted pattern in the same scene; interference noise

is non negligible. 69



Initially, while exploring possible setups, we also experimented with the motion

as compensation for interference, based on a specific configuration with multiple (up

to four) devices, where every other Kinect would change its pitch angle (up and

down). Angles were changed every 20 seconds, although Kinect specs dictate that

it should remain still for 20 seconds after 15 tilts. However, this introduced a major

complexity in the system, since the devices needed frame-wise re-calibration, at the

expense of virtually no improvement, since the effect of degradation on the final

reconstructions was not serious. This setup was eventually not incorporated in out

framework, due to the heavy trade-off between complexity and data improvement.

Figure 6.3: Dot pattern interference with and without enforced motion blur.

6.2 Preprocessing for Data Registration

To get from two Kinect captures to a single, registered scene, certain prepro-

cessing steps are required, related to separating the foreground data, producing a

point-cloud representation and registering the color data for a 3D/texture final rep-

resentation. Next we separately discuss these processes, under the framework of

obtaining point clouds for registration.
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6.2.1 Background Removal

In applications where we focus on an object of interest, automatic background

removal is necessary to isolate that object. Manual background subtraction is pos-

sible, but it becomes laborious and cumbersome for a large amount of data. In the

case of depth frames, we are not only restricted to color for object indication, and

the additional stream of depth values can be used to segment the object of interest.

In [41], where an RGB and depth object database is presented, a bounding box ini-

tially removes most of the background and a RANSAC plane fitting determines a

third bounding dimension for depth selection. In [10], part of a method for gesture

recognition, background subtraction is done by automatic thresholding in the depth

image and removing values based on a valley-peak rule. A learning approach with

linear classifiers and HOG descriptors was used for extracting humans from back-

ground [28], while in Stone et al. [64], a background model is created from a number

of frames.

In our processing, we want to isolate a distinct object or group of objects in order

to perform calibration-based data registration from different sensors, and validate

the proposed calibration approach. Our background subtraction for separating the

object of interest resembles closely the one in Stone et al. [64], by making use of

a background model (Fig 6.4). Subtraction is applied in the 2D image, since this

way we can take advantage of the depth info as well as some 2D image processing

techniques. In detail, the algorithm steps, which are visualized in Fig. 6.5 are the

following:
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Figure 6.4: Frames for building a background depth model.

Background selection

We use M frames (usually M ≈ 50) to construct a model for the background

(Fig 6.4). Multiple frames are needed in order to alleviate the frame noise

variation. The model is compared with each target frame; if model[i, j] ≤

frame[i, j], then frame[i, j] = 0 and pixel[i, j] ∈ B is considered background

(Fig 6.5c).

Filtering

The initial subtraction is usually not enough, e.g., see in Fig 6.5c, since it

may keep small-scale, isolated artifacts and depth noise, due to the point-wise

comparisons. A median filter with a 5 × 5 support window is further applied

to retain larger scale objects (Fig 6.5d).
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(a) Original RGB image (b) Original depth image (c) Background removal

(d) Median filtering (e) Largest contour mask (f) Final image

Figure 6.5: Background subtraction steps.

Contouring

The object of interest is found through contouring; after detecting all image

contours, we select the largest one (Fig 6.5e) assuming it corresponds to the

main scene object. The contour mask is applied on the original image to return

the depth values (Fig 6.5f).

6.2.2 Converting Depth to Point Clouds

In Section 5.1.2 we have detailed how to transform a depth frame to its corre-

sponding 3D point cloud. We briefly outline the basic formulation here. We assume

that we have a 2D point in the depth frame, with image coordinates u, v and depth
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value z, in world (camera) coordinates (mm units), and use it to retrieve (x, y)

coordinates:

(x, y) =

(
u− ou
fu

,
v − ov
fv

)
∗ z,

where fu and fv is the focal length in each direction and (ou, ov) the IR camera’s

center of projection. These four parameters are obtained through intrinsic calibration

of the IR camera, described in Chapter 3. In Fig. 6.6 we show the point cloud that

was produced from the corresponding depth map, for a scene with different objects.

Figure 6.6: Depth map converted to point cloud.

6.2.3 Coloring the Point Clouds

The registration of color values with point clouds, amounts to assigning an rgb

value to the each 3D point (x, y, z), based on the underlying image values of (u, v)

and the known IR-color mapping. This is useful for visualizing 3D point clouds, and

reconstructed meshes, associated with a texture value that captures the color of each

point in 3D. We assume that we have stereo-calibrated the IR and RGB camera and
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know the transformation between the two coordinates systems. In order to determine

an RGB value for each point, we use the following steps:

1. Transform point cloud from IR space to RGB space using the affine matrix

acquired during RGB-IR stereo calibration.

2. Project the transformed point cloud to the 2D color image space, using

the RGB camera intrinsic parameters. Assuming (x, y, z) is a 3D point in color

camera space, then its 2D projection (u, v) is given by:

u = (x/z) ∗ fu + ou, v = (y/z) ∗ fv + ov,

where {fu, fv, ou, ov} are the intrinsics of the RGB camera.

3. Color the (x,y,z) point with the RGB value at (u,v).

In Fig. 6.7 we visualize an example of a 3D scene with the color values of the points

superimposed, i.e. a colored point cloud. This composite representation captures the

relative positions (scene structure) and the visible-light variations (scene texture)

that identify objects by color or texture values.

6.3 Registration Results and Comparison

In this Section we present our main validation results for the effectiveness of the

proposed calibration method and framework. In effect we aim to support our claims

that a) calibration based on 3D points is more accurate and efficient than conven-

tional stereo calibration methods, b) choice of a small number of points directly in
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Figure 6.7: Coloring of point cloud through mapping of the RGB frame.

the 3D space is practical and more accurate with respect to sensor errors, c) param-

eters and camera positions should always be calibrated and accounted based on the

specific devices and acquisition set-ups.

The target goal is to achieve two-scan body and object registration with data

from two Kinect sensors. Unfortunately, due to the lack of ground truth data or

standard applications/databases for quantitative evaluations, established evaluation

protocols and metrics, it is hard to establish a statistically meaningful quantitative
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comparison. We reside on our own captures, set-ups and data, for which a ground

truth point cloud is not feasible, and evaluate registration results qualitatively using

various visual assessment metrics, i.e., perceptual quality, naturalness in appearance,

preservation of original object features, introduction of non-existing features and

artifacts (i.e. edges, contours, asymmetry, surface smoothness).

6.3.1 Data, Methods, Setups, Visuals

Our main axis of comparison is improvements against the conventional stereo

camera calibration method (SC) that most of the current multi-Kinect approaches

use (Chapter 2, Section 3.2.3). We use a variety of objects and two human subjects

in different body poses and demonstrate the merit of the different components of our

calibration method, based on 3D depth correspondences: a) a global affine transform

on the data (GA), b) the non-rigid Thin Plate Splines (TPS) which includes an

affine component, and c) an initial global affine calibration with non-rigid correction

(GA+TPS). For validation we used two different, Kinect pair set-ups: a) positioned

at 120◦ so a partial scene overlap is achieved and b) positioned orthogonal at 90◦

in which case the sensors view disjoint surfaces. In most comparisons we present

reconstruction results as a composite point cloud, with the different methods color-

coded (see Table 6.3.2) and a reconstructed scene or object of interest with color

values superimposed.
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Red Cloud captured from reference camera A (cloud A)

White Cloud captured from camera B (cloud B) with no transformation

Blue Cloud B transformed based on conventional camera calibration

Green Cloud B transformed based based on global affine transformation

and non-rigid correction

Table 6.1: Color-coded point clouds

6.3.2 Visual Registration Comparisons

Figure 6.8: Uncalibrated point clouds.
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(a)

(b)

Figure 6.9: (a) Conventional and (b) our registration results.
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Figure 6.10: Uncalibrated point clouds.

6.3.3 Qualitative and Comparative Analysis

Below we provide a set of qualitative observations that point to specific figure

examples.

Proposed method and stereo calibration The proposed method provides im-

proved point-cloud and color registration scans in all cases with better align-

ment and smoother surfaces and boundaries (see Figures 6.11, 6.16). This

observation is consistent across many trials and captures in the sense that by

using a default number of parameters and the described intrinsic and extrinsic

calibration procedures, the superiority of the depth based calibration method

was not undermined. This is also evident by the color reconstructions, for

which the conventional method results in more surface artifacts and un-natural

looking texture merges (Fig. 6.9).
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(a) (b)

Figure 6.11: (a) Conventional and (b) our registration results.
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(a) (b)

Figure 6.12: Colored registered point clouds using (a) conventional calibration and

(b) our method.

(a) GA (b) GA+TPS (c) TPS

Figure 6.13: Variance of the proposed method
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(a)

(b)

Figure 6.14: Registration using our method for different poses (a) and (b).

83



(a)

(b)

Figure 6.15: Registration using our method for different scenes (a) and (b).
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(a)

(b)

Figure 6.16: Registration results of (a) conventional and (b) our method in cloud

with very little overlap. 85



(a)

(b)

Figure 6.17: Registration results of (a) conventional and (b) our method in clouds

with almost no overlap.
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Registration under orthogonal views In the orthogonal view scenario, the per-

formance of the proposed calibration method is impressive (Figs. 6.16, 6.17).

On the contrary, the traditional stereo calibration, operating on the non-

overlapping views, aligns the scans with limited or no overlap. As a result, the

registration output is in essence non-usable from methods based on point-to-

point correspondence (e.g. correction through ICP). The conventional method,

as opposed to the proposed one, cannot be used for calibration of a registration

process from orthogonal, or extreme views!

Color and point cloud reconstructions In cases where the point cloud recon-

struction result looks very accurate, balanced and the scans aligned, the ar-

tifacts that appear on the reconstruction with color are ghost-effects, i.e. the

color values create an illusion of inconsistency due to subtle surface point cloud

variations (Fig.6.14). Such effects may be fixable during an actual mesh recon-

struction from the composite point cloud.

Variants of the proposed method In many cases the results from the variants

of the method (GA),(TPS),(GA+TPS) look very similar (Fig. 6.13). This

can have many probable causes and explanations. In theory the TPS model

will always result in optimum results, since it already accounts for an affine

component. Any non-rigid refinement will only decrease the distance and error

of individual control points. Moreover, since no quantitative evaluations or

ground truth exist we cannot be positive on the error-wise performance of each

variant.
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Chapter 7

Conclusion

In this thesis we outlined a novel method for non-rigid registration of depth

measurement acquisition from multiple Kinect sensors. We motivated this work by

describing the new framework and requirements brought by the specifications of

this new sensor along with the unique aspects of a relevant sensor-dependent, depth

acquisition error model.

We showed that the affine model used for calibration of conventional cameras does

not suffice and a new model is required to account for the distance-dependent, non-

uniformly distributed sensor difference error across pairs of simultaneously captured

points. We proposed modeling these variations and depth error inconsistencies using

non-rigid deformations, and an associated calibration framework based on affine and

non-affine transformations. Object and scene registration results from Kinect pairs

were shown to be superior, especially under extreme acquisition angles, in terms of

consistency, continuity and alignment of the resulting composite point clouds. The
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method depends on establishing intra-sensor point correspondences, for which, as

opposed to conventional methods, we proposed two different methods for locating

points directly on the 3D space: a) based on reconstructing 3D coordinates from

2D infrared points and b) using a rigid, known object and its estimated location in

3D space. Empirically, the first method is more suitable, due to not suffering from

depth measurement inconsistencies in large distances from the sensor. This, however,

depends on the specific setup and configuration.

7.1 Future Work

This preliminary study highlighted the potential of using multiple Kinect sensors

for capturing full-angle, 3D scans of objects of interest such as human bodies. This

can be further generalized to more than two sensors as well as dynamic scanning and

modeling across time. At the same time, the results of this work identified a number

of short-comings of the current methods in the literature, many of which depend

on empirical observations and practical considerations. From the point of view of

potential applications, the results can be integrated to methods for shape modeling,

motion analysis and recognition, dynamic 3D reconstruction etc.

The potential of the proposed methods, the remaining shortcomings and the

targeted applications dictate a number of useful extensions for this work. These

relate to refining the selection and identification of landmark calibration points and

the generalization to multiple sensors (spatial integration) and dynamic acquisition

(temporal integration). In the following we provide brief outlines of examples for
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possible extensions and future work.

Additional point retrieval methods

We have presented and compared two methods for selecting calibration points.

Since both the initial transformation estimation, as well as the proposed non-

rigid extension depend significantly on the distribution and correspondence

accuracy of those points, we will look into novel and more robust methods

for identifying and establishing depth correspondences. This can involve both

sophisticated sampling schemes based on the geometry of the calibration ob-

jects and calibration designs adapted to the proposed method. For example,

the RGB camera could be used in conjunction with a colored stick in order to

detect continuous points in the color frames and map them to get their corre-

sponding depth. However, one should always keep in mind the requirements

for a practical system with minimum complexity and user interaction.

Point selection refinement

As was described in Chapter 4, finding the coefficients of the Thin Plate Splines

transform can be a very costly procedure when the number of points is large.

An approach towards reducing that cost would be to experiment with tech-

niques for reducing the dimensionality of the point sample space in order to

get an optimal cost-performance trade-off. A straightforward step would be

to apply clustering techniques, e.g., K-means with variations for K, and pick

the resulting cluster centers as our chosen points. A more formal approach

though would be applying dimensionality reduction techniques like Principal

Component Analysis (PCA) to reduce the final number of matching points.
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An additional direction would be to explore outlier detection techniques (e.g.

like RANSAC) to isolate a set of consistent matches across frames.

Global refinement for more than two sensors

The proposed methods and presented case-study results apply to a dual-camera

system. If more cameras are to be included in the configuration, calibration

should then be done on a pair-wise manner, i.e., register each camera to a ref-

erence one. This however, may be susceptible to cumulative errors, due to the

fact that each camera pair is treated independently. This can be compensated

for by introducing some form of global refinement of the calibration parameters.

A logical next step would be to expand our method for multi-camera setups (in

this context by multi- we mean more than two). There are two ways towards

generalizing to multi-camera setups: a) apply a Bundle Adjustment algorithm,

modified for depth cameras, as a post-processing step to the initial pair-wise cal-

ibration step, b) apply a global calibration method by optimizing with respect

to all configuration parameters, in order to simultaneously find the (relative)

position of all cameras on the scene. The latter would probably prove more

difficult, since this would require an optimization function with multiple un-

knowns, and thus possibly local minima, and simultaneously retrieve multiple

point correspondences from all the available views.

From the point of view of the actual sensor, we anticipate that with the widespread

use of the Kinect as a research data acquisition device, future releases and designs

will have to acknowledge and cope with issues that are up to now overlooked, such
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as data depth resolution and error models, resilience to noise and interferences, data

fusion and sensor synchronization. By adapting the ideas of this work to any ad-

vancements towards those directions we will be moving towards more efficient (com-

putationally), more robust (to scene or sensor settings) and more accurate (in terms

of registration/reconstruction error) methods for multi-sensor, multi-angle, multi-

capture dynamic object scans.
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