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#### Abstract

ABSTKACT

Situaticns where a non-redundant tear with respect to stream loops is impossible are frequently encountered in process simulation and give rise to difficulties in convergence of stream variables and overall heat and mass balances. Previous work has been directed at tearing the network at certain points renaering it acyclic and then precedence ordering the process units for computation. Such an approach is based on the structure of the directed graph alone and does not take into account in good measure the energy and mass flow patterns while precedence ordering. The idea in the present work has been to emphasise the stream loop as a major information recycle stream. Methods and criteria for precedence ordering simple and cyclic cascades have been established and shown to be better than the conventional cut set approach.
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## CHAPTER I

## INTRODUCTION

One approach to the computer aided design and optimization of a large chemical processing system is to develop an executive program coordinating the subroutines which perform the computations for the process units. Integral in this approach, is the specification of a precedence ordering which determines the sequence in which each unit subroutine is to be computed. An input process stream to a unit subroutine which has not been specified at the time of computation is called a recycle or torn stream, because, the stream must be cut by assuming initial values for all the process variables that are present in that stream. Later in the procedure, when the torn stream appears as an output from some unit subroutine, an iterative method is employed to force convergence of the torn stream i.e., the difference between the assumed and computed values of the stream variables, to within a specified tolerance.

A large body of theory has been developed and various criteria established to select these torn streams. The most important conclusion reached is that a non-redundant tear set has better convergence characteristics than those belonging to a redundant family (1). By redundancy we mear
that the members of the cut-set open the same recycle loop at more than one point. However, situations arise when such a non-redundant tear is not possible if recycle loops are to include non-simple cycles. Such systems where non-simple cycles called the stream loop exists, are more difficult to converge than normal problems, particularly, when we are considering overall mass balances.

Cascades are a particular class of examples which fall into this catagory. It is the purpose of this thesis to look at cascade systems, and develop methods to tackle the problem of precedence ordering and convergence in these situations.

## CHAPTER II

## GRAPH DEFINITIONS AND LITERATURE SURVEY

There are three main types of graphs - nondirected, directed graphs and graphs of a mixed type.

A nondirected graph consists of a number of nodes and a number of lines. Between the nodes and lines there exists an incidence relation which is defined as follows. Each line is incident either with one node or with two distinct nodes. Conversely, each node is incident with an arbitrary number of lines. This number may even be zero in which case the node is an isolated node.

Directed graphs are defined in the same way as nondirected graphs except for an additional requirement: each line must be oriented, i.e., for each line both a starting point and an end point must be specified, although the two may coincide.

In a mixed type of graph, some lines will be oriented and others not. Our interest is primarily in directed graphs and we will give more formal definitions.

Let N be an arbitrary set of nodes, and L an arbitrary set of lines and let $N * N$ be the set of all unordered pairs of nodes in $N$. If $\alpha, \beta \in N$ and $\alpha \neq \beta$ then the oair formed by $\alpha$ and $\beta$ is the set $\{\alpha, \beta\}$. If $\alpha=\beta$ then using the same notation we write $\{\alpha, \alpha\}$

Hence we can define

$$
N^{*} \mathbb{N}=\{\{\alpha, \beta\} \mid \alpha, \beta \in \mathbb{N}\}
$$

A non-directed graph ( $N, L, g$ ) can be defined by $N$ and $L$ and a mapping $g: L \rightarrow N * N$, so that for each $b \in L$ and suitable $\alpha, \beta \in \mathbb{N}$

$$
g b=\{\alpha, \beta\}
$$

A directed graph ( $N, I, f$ ) can be defined by $N$ and $L$ and $a$ mapping $f: L \rightarrow N X_{N}$, so that for each $b \in L$ and suitable $\alpha, \beta \in \mathbb{N}$

$$
f b=(\alpha, \beta)
$$

Every directed graph (N,L,f) also defines a non-directed graph ( $\mathrm{N}, \mathrm{L}, \mathrm{g}$ ) where

$$
\mathrm{gb}=\{\alpha, \beta\} \text { if } \mathrm{fb}=(\alpha, \beta), b \in \mathrm{~L}, \alpha, \beta \in \mathbb{N}
$$

( $\mathrm{N}, \mathrm{L}, \mathrm{g}$ ) is obtained from ( $N, \mathrm{~L}, \mathrm{f}$ ) by disregarding the crder of the pairs of nodes, i.e., by disregarding the orientation of the lines.

A graph is called finite if N and L are finite sets. A subgraph $G_{1}$ of a graph $G=(N, L, f)$ is defined by a graph $\left(N_{1}, L_{1}, f_{1}\right)$ where $N_{1} \subseteq N, L_{1} \subseteq L$ and $f_{1}$ is induced by $£$ which means that if $f b=(\alpha, \beta), b \in L_{1}$ and $\alpha, \beta \in \mathbb{N}_{1}$ then

$$
f_{1} b=(\alpha, \beta) .
$$

If $\mathrm{fb}=(\alpha, \beta)$ we say that $\alpha$ is the starting point of $b$ and $\beta$ is its end point.

A path by definition is formed by a number of ordered nodes $\alpha_{0}, \ldots \ldots . \alpha_{n}$ and ordered lines $b_{1}, \ldots . b_{n}$ where $n \geq l$ such that $\mathrm{gb}_{\mathrm{i}}=\left\{\alpha_{\mathrm{i}-1}, \alpha_{\mathrm{i}}\right\}, \mathrm{i}=1, \ldots . \mathrm{n}$.

This path is denoted by the sequence $\left(\alpha_{0}, b_{1}, \alpha_{1}, \ldots b_{n}, \alpha_{n}\right)$
from which we sometimes omit the nodes. We say that the path $\left(\alpha_{0}, b_{1}, \alpha_{1}, \ldots b_{n}, \alpha_{n}\right)$ connects $\alpha_{0}$ and $\alpha_{n}$, and that if it contains $n$ lines, it consists of $n$ steps or that its lencth is $n$.

A directed path is defined in the same way except that instead of requiring that $g b_{i}=\left\{\alpha_{i-1}, \alpha_{i}\right\}$ we require that $f b_{i}=\left(\alpha_{i-1}, \alpha_{i}\right), i=1, \ldots . n$. This directed path we again denote by $\left(\alpha_{0}, b_{1}, \ldots . b_{n}, \alpha_{n}\right)$. A directed path is said to be directed from $\alpha_{0}$ to $\alpha_{n}$ and $\alpha_{0}$ and $\alpha_{n}$ are said to be the starting and ending points respectively.

A directed cycle is a directed path $\left(\alpha_{0}, b_{1}, \alpha_{1}, \ldots b_{n}, \alpha_{0}\right)$ where $\alpha_{0}=\alpha_{n}$ and $n \geqslant 1$. The sequences $\left(\alpha_{1}, b_{2}, \alpha_{2} \ldots\right.$ $\left.b_{n}, \alpha_{0}, b_{1}, \alpha_{1}\right)$ and ( $\left.\alpha_{0}, b_{1}, \alpha_{1}, \ldots b_{n}, \alpha_{0}\right)$ are considered to represent the same cycle.

A simple directed path is a directed path all of whose nodes are distinct and a simple directed cycle is a directed cycle $\left(\alpha_{0}, b_{1}, \alpha_{1}, \ldots b_{n}, \alpha_{0}\right)$ where all the nodes $\alpha_{0}, \ldots \alpha_{n-1}$ are distinct.
A hinged directed cycle is a directed cycle in which only all the lines are distinct. This is also called a stream loop. A graph is connected if for every pair of nodes $\alpha$ and $\beta$ there exists a path connecting $\alpha$ and $\beta$.

A cyclical loop is maximal if and only if it is cyclical and contains all other cyclical graphs as its subgraph. A maximal cyclical net contains no vertex of another larger net and hence for calculation purposes can be considered
separately. If the graph contains no simple loop it is called acyclic. The indegree of a node is the number of edges directed towards it, while the outdegree is, the number of edges directed outwards from it. The sum of the indegree and outdegree is called the degree of the vertex.

## Decomposition of nets

This consists of two parts

1. Identification of maximal cyclical nets.
2. Reduction of individual nets.

By the definition of a maximal cyclical graph, a recycle system must contain at least a simple loop. A common method of cutting this loop is to assume initial values for all the variables in any one of the streams which constitute the loop. The loop is said to be torn at the chosen point. If all the loops in the recycle system are 亡orn in this manner, the resulting graph becomes acyclic and can then be precedence ordered to produce a set of new values for the torn variables. An iteration procedure is then performed to force the agreement between the assumed and computed torn variables to some preset tolerance. For a complex system, more than one such stream will have to be selected. A cut-set is said to be non-redundant if no simple loop is opened more than once by the cut streams. Upadhye and Grens (1) have shown that a non-redundant tear set has better
convergence characteristics than redundant tear sets. Three types of criteria are usually used to select the 'optimal' cut set (12)

1. To minimize the cut set of streams
2. To minimize the cut set of stream variables.
3. To minimize the largest eigenvalue of the sensitivity matrix related to the cut strean variables.

The problem of precedence ordering may now be divided into

- Identification of maximal nets
- Tearing
- Convergence

The main identification algorithms are shown in Table 2.1, and we can see that there are two major approaches : the path tracing methods (PTM) and powers of adjacency matrix methods (PAM). While PTM are difficult to program PAM has large core requirements. A summary of the major tearing algorithms is shown in Table 2.2 .

From Tab. 2.2 we can summarize the basic approaches:

1. Steward's tearing algorithm
2. Integer programming technique
3. Boolean matrix operations
4. Branch and bound method
5. Boolean approach for bivalent optimization
6. Heuristic methods

Table 2.1 . Identification of process flow networks

| Author | Method |
| :--- | :--- |
| Norman (2) | PAM |
| Himmelblau (2,3) | PAM |
| Steward (4,5) | PTM |
| Sarcent and Westerberg (6) | PTM |
| Christensen and Rudd (7) | PTM |
| Kehat and Shacham (8) | PAM |
| Ledet (9) | PAM + PTM |
| Jain and Eakmen (10) | PTM |
| Forder and Hutchinson (16) | PAM |
| Janicke and Biess (11) | PTM |
| Barkley and Motard (31) |  |

Abbreviations: PAM powers of adjacency matrix PTM path tracing methods

Table 2.2 Algorithms for tearing

| Author | Method | Comments |
| :---: | :---: | :---: |
| Sargent and Westerberg | Dynamic programming | Advantageous for a network with few units and many recycle loops |
| Crowe et al. (14) | Comparison of combinations | Not practical for large systems. Efficient for small number of nodes |
| Steward (5) | Loop tracing | Procedure results in one excess tear |
| Lee and Rudd (15) | Cyclic matrix operation | Advantageous for small systems and hand calculations |
| Forder and Hutchinson (16) | Cyclic matrix operation | Modification of Lee and Rudd procedure in an interactive mode |
| Lee, Christensen and Rudd (17) | Steward's procedure | Modification of Stewara's procedure Inefficient for large systems |
| Christensen (18) | Bipartite graphs | Suitable for optimization and design calculations |
| Ledet and <br> nimmelblau | Loop tracing |  |

Tab. 2.2: Algorithms for tearing contd.

| Author | Method | Comments |
| :---: | :---: | :---: |
| Westerberg and Edie (19) | Steward's procedure dynamic programming | Optimization of the output set to minimize the number of cut variables |
| Johns (20) | Search algorithm | Search algorithm arranges the nodes in a calculation order which creates a set of recycle nets of minimal sizes |
| Upadhye and Grens (21) | Dynamic programming | Efficient for large systems |
| Pho and Lapidus (22) | Graph approach | Graph simplification technique via repeated reduction of ineligible streams and two-way edges |
| Christensen and Rudd (7) | Graph approach | Minimum number of tears not gaurenteed |
| Ramirez and Vestal (23) | Elimination and structuring algorithm | Suitahle for design calculation |
| Piehler (24,25) | Integer programming | Not practical for large systems |
| Junicke and Bieß (ll) | Occurence matrix operation | Iterative variables identified by inspecting a minimum number of rows and columns in the occurence matrix |
| Kevorkian and Snoek (26) |  |  |

Tab. 2.2 Algorithms for tearing contd.

| Author | Method | Cominents |
| :---: | :---: | :---: |
| Garfinkel and Nemhauser (27) | Covering algorithm | Inteser programming approach |
| Hammer (28) | BABO algorithm | Boolean approach for bivalent optimization |
| Wilde and Atherton (29) | Branch and bound solution | - |
| Barkely and Motara (31) | Graph apprcach | Signal flowgraph method. Minimal cut-set gaurenteed. Suitable for large systems |

All the work in this field upto this point has been directed at finding the 'optimal' cut-set. Such ar approach relies too heavily on the structure of the corresponding directed graph alone, and does not take into account the mass and energy flow patterns that exist in the system. This work has been directed at developing a feasible, but at the same time not completely heuristic, approach which can lay emphasis on this aspect as applied to cascade systems.

## NOMENCLATURE FOR CHAPTER II

| $a_{i}: b_{i}$ | Iines in the graph |
| :---: | :---: |
| I | mapping function for a directed graph |
| g | mapping function for a non-directed graph |
| L | set of lines in the graph |
| $\mathrm{I}_{1}$ | set of lines in the subgraph |
| N | set of nodes or vertices in the graph |
| $\mathrm{N}_{1}$ | set of nodes or vertices in the subgraph |

## Greek:

$\alpha, B \quad$ individual nodes or vertices

## CHAPTER III

SIGNAL FLOW GRAPHS

Signal flow graphs are a special type of directed graphs which provide the engineer with a method of analysing and solving a system described by a set of simultaeneous linear algebraic or differential equations without resorting to matrix calculations. The information contained in the signal flow graph is neither more nor less than that contained in the relation equations, but the signal flow graph does provide a visual representation of the system equations from which a logical reduction procedure can be effected. The visual representation of the system equations often makes the system more amenable to analysis.

Fig.3.1 illustrates the basic elements of a signal flow graph. The vertices (nodes) are the variables in the related equation connected by a directed line or branch, with the arrow pointing towards the dependent variable and away from the independent variable. Superimposed on the arrow is the symbol representing the branch transmittance (branch operator or branch gain) which represents the ratio of output to input, i.e., the ratio of the dependent. to the independent variable. (A node may be a dependent variable in one part of the graph and an independent


Block diagram


Equation

$$
Y(s)=G(s) X(s)
$$

Figure 3.1: Basic signal flow graph elements.


Subtraction

$y=h z-g x$

$$
y=g x
$$

Division


$$
y=x / g
$$

Identity or unit transmittance


$$
y=x
$$



Negative unit transmittance


Figure 3.2: Basic rules for signal flow diagrams.
variable in another.) It corresponds to the transfer function if the variables are in Laplace transform space. A network of one or more branches is the 'signal flow graph'. The node represents both the operation of summation and the variables.

The rules for drawing signal flow graphs are as follows:

1. Material or information travel along the branch only in the direction of the arrow.
2. Any signal travelling along any branch is multiplied by the transmittance of that branch.
3. The value of the variable represented by any node is the sum of all inputs entering that node.
4. The value of the variable represented by any node is transmitted on all branches leaving that node. The basic rules for addition, subtraction, multiplication and division are shown in Fig.3.2. The rules for manipulating and consolidating signal flow graphs are as follows.
5. Addition rule:


$$
\begin{aligned}
y & =g_{1} x+g_{2} x+g_{3} x \\
& =\left(g_{1}+g_{2}+g_{3}\right) x \\
& =\tilde{g} x
\end{aligned}
$$



Parallel branches can be replaced by a single branch with a transmittance equal to the sum of the individual branch transmittances.
2. Multiplication rule:


Series branches can be replaced by a single branch with transmittance equal to the product of the individual branch transmittances if all the intermediate nodes are chain nodes. (i.e. $\rightarrow x \rightarrow$ is a chain node; a node containing a self loop is not a chain node)
3.

Splitting:
A complicated node can be split up into a series of simpler ones by the use of unit transmittances.

is equivalent to


CHAPTER IV
SYSTEM SENSITIVITY AND SENSITIVITY MATRICES

System sensitivity, as a general concept, refers to the change in the output variable which can be attributed to a change in one of the system parameters (coefficients or in some cases system inputs). As a quantitative measure, sensitivity has value in allowing the engineer to predict possible changes in system outputs based on proposed or actual changes in system parameters. Sensitivity becomes especially important in recycle processes in which the possibility exists for the system output to influence itself. Systems with recycle have two sources of input: the normal flows into the system plus flows which depend upon the system output. The relative sensitivity of an iterative calculation can be defined as(35)

$$
S=\left|\frac{x_{i}^{(n+1)}-x_{i}^{(n)}}{x_{i}^{(n)}}\right|
$$

where the superscript refers to the cycle number of the iterative procedure. Briefly, the requirement for an iterative procedure to converge to a solution are as follows.

Firstly, the initial guess must be reasonably close. Second , the matrix of partial derivatives $J$, the Jacobian
must have moduli less than one.

For the set of system equations

$$
\begin{aligned}
& f_{1}\left(y_{1}, \ldots \cdot y_{n}\right)=0 \\
& \cdot \\
& f_{n}\left(y_{1}, \ldots . y_{n}\right)=0
\end{aligned}
$$

the matrix J is
$J\left(y_{1}, \ldots y_{n}\right)=\left[\begin{array}{cccc}\frac{\partial f_{1}}{\partial y_{1}} & \cdots \cdots \cdot & \frac{\partial f_{1}}{\partial y_{n}} \\ \cdot & & \\ \dot{\cdot} & & \\ \frac{\partial f_{1}}{\partial y_{1}} & \cdots \cdots \cdot & \frac{\partial f_{n}}{\partial y_{n}}\end{array}\right]$
where the $J$ is evaluated at $\left(Y_{1}, \ldots Y_{n}\right)$

We will now show how the Jacobian can be obtained for a Iinear system which has to be solved by iteration and that it is identical to the one obtained from the signal flow graph.

Let us suppose we have a three element cascade which looks like:


Let $a_{i j}$ be the split fraction from stream $i$ to $j$.

$$
\begin{array}{r}
\text { e.g., } a_{12}, a_{42} \quad \text { imply the relation } \\
x_{2}=x_{1} a_{12}+x_{4} a_{42}
\end{array}
$$

The sum of the $a_{i j}$ 's leaving any node equals one due to mass balance requirements. Streams 1 and 3 will be chosen as cut streams. $X_{6}$ and $X_{8}$ are constant valued feed streams while $X_{5}$ and $X_{7}$ are product streams. We start the iterative procedure by assuming streams 1 and 3 at $X_{1}^{0}$ and $X_{3}^{0}$ while $g_{1}$ and $g_{3}$ are new estimates for streams 1 and 3 obtained after one cycle.

The computation sequence will be $C \rightarrow B \rightarrow A$. The following relations are obtained:

$$
\begin{aligned}
& x_{4}=x_{3}^{0} a_{34}+x_{6} a_{64} \\
& x_{2}=x_{1}^{0} a_{12}+x_{4} a_{42}=x_{1}^{0} a_{12}+x_{3}^{0} a_{34} a_{42}+x_{6} a_{64} a_{42}
\end{aligned}
$$

And so

$$
g_{3}=x_{3}^{1}=\left(X_{3}^{0} a_{34}+X_{6} a_{64}\right) a_{43}+X_{1}^{0} a_{13}
$$

and

$$
\begin{aligned}
g_{1}= & x_{8} a_{81}+x_{2} a_{21} \\
= & x_{8} a_{81}+x_{1}^{0} a_{12} a_{21}
\end{aligned} 十^{+x_{3}^{0} a_{34} a_{42} a_{21}} \begin{aligned}
& +x_{6} a_{64} a_{42} a_{21}
\end{aligned}
$$

and hence

$$
\frac{\partial g}{\partial x_{1}}=a_{12} a_{21}
$$

$$
\frac{\partial g_{1}}{\partial X_{3}}=a_{34} a_{42} a_{21}
$$

$$
\frac{\partial g_{3}}{\partial x_{1}}=a_{13}
$$

$$
\frac{\partial g_{3}}{\partial X_{3}}=a_{34} a_{43}
$$

Therefore

$$
J=\left(\begin{array}{lll}
a_{12} & a_{21} & a_{34} \\
a_{42} & a_{21} \\
a_{13} & a_{34} & a_{43}
\end{array}\right)
$$



Shown above is the signal flow graph for the system considered previously. The partial derivative $\partial g_{1} / \partial X_{I}$ is equal to the total transmittance from 1 to $g_{1}(12)$ calculated according to the principles and methods explained earlier.

Hence,

$$
\begin{aligned}
& \partial g_{1} / \partial X_{1}=a_{12} a_{21} \\
& \partial g_{1} / \partial X_{3}=a_{34} a_{42} a_{21} \\
& \partial g_{3} / \partial X_{1}=a_{13} \\
& \partial g_{3} / \partial X_{3}=a_{34} a_{43}
\end{aligned}
$$

This is identical to the result obtained earlier.

The usefulness of sensitivity matrices arises in the prediction of the convergence rate of an iterative procedure. If we are sufficiently close to the solution that we can assume a linear approach to the solution, then the number of iterations required to reduce the error in the estimates by a factor $\varepsilon$ is given by the following expression (33)

$$
\mathrm{n}=\frac{\log _{10} \varepsilon}{\log _{10}\left|\lambda_{\text {max }}\right|} \quad[4.1]
$$

where $n$ is the number of iterations and $\lambda_{\max }$ is the largest eigenvalue of the sensitivity matrix. In the following chapter a general method to evaluate the sensitivity matrix for any arbitrary system will be derived.

## CHAPTER V

## A GENERAL METHOD FOR EVALUATING THE JACOBIAN

One of the techniques for reducing the number of iterations taken by a recycle system to converge is to minimize the largest eigenvalue of the Jacobian matrix. Upto this point, this has been done by comparing alternate cut sets. The approach here has been to achieve this by repetition of certain units in the cascade by following the longest stream loop. It is therefore necessary to have a method by which we can evaluate the Jacobian for any arbitrary system.

For the method developed here the following information is required:
a) A feasible cut set with reference to which the Jacobian is computed.
b) A precedence ordering
c) The split fractions at each unit.

The Jacobian is computed assuming one variable per stream viz., the total molar flow rate. Hówever, this method can be extended to include individual components.

Associated with each digraph is a Boclean matrix $R$ (associated matrix, relation matrix, transition matrix, adjacency matrix) which is a square matrix with as many rows (and columns) as the digraph has vertices. The element $r_{i j}=1$ if there is a flow directed from vertex i to j, otherwise zero.

For example


R:

| 0 | 1 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 |

Figure 5.1: Directed graph and adjacency matrix Note that the first column, fourth row and diagonal are all zero. This means that there there are no edges directed towards (1), no edges directed out of (4) and that there are no self loops.

By taking the $n^{\text {th }}$ power of $R$, if $r_{i j}$ is one then there exists a path $n$ steps long from $i$ to $j$ in the graph. The powers of $R$ are taken with the usual rules of matrix multiplication except that Boolean algebraic rules hold for individual elements.

$$
\begin{aligned}
\mathrm{viz}, & \mathrm{x}+\mathrm{y}=\max (\mathrm{x}, \mathrm{y}) \\
\mathrm{x} * \mathrm{y} & =\min (\mathrm{x}, \mathrm{y})
\end{aligned}
$$

Another feature of the adjacency matrix associated with a directed graph is that it indicates when cyclical nets (dir.cycles) occur (35). If the graph has no directed cycles it is called acyclic and there will be some value $N$, corresponding to the longest path in the graph such that

$$
R^{\mathrm{N}+\mathrm{m}}=0 \text { for all } \mathrm{m} \geqq 1
$$

For the example shown in Fig.5.1, $N=4$, whereas For the example shown below, no such $N$ exists.


Now suppose that the rules for Boolean multiplication are substituted with that of regular multiplication and we are also given that the graph is acyclic. Then, the integers appearing as entries in $R^{n}$ give the number of $n$-step paths from node i to j. For example in Fig.5.l, $R^{2}=$

| 0 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 2 | 0 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 |

i.e., the nodes $(1,3),(1,5),(2,3),\left(5,7^{4}\right)$ are connected by two step paths, while there are two 2-step paths from noax 2 to 4.

Now if the entries were replaced by the corresponding $a_{i j}$, the split fraction, the products appearing as entries will be the transmittances due to n-step paths. Thus by knowing the location corresponding to the Jacobian elements we can successively sum these to get the sensitivity matrix. This procedure is further guaranteed to terminate, since the signal flow graph obtained from the cut set must necessarily be acyclic. This procedure is illustrated by an example.


Figure 5.2: Example to illustrate the generalized method.

The adjacency matrix of the signal flow graph with $a_{i j}$ entries is as follows:
1
2
4
$g_{2}$
$g_{4}$
$\left.\begin{array}{lllllll}1 & 2 & 3 & 4 & g_{2} & g_{4} \\ a_{21} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & a_{13} & 0 & a_{12} & 0 \\ 0 & 0 & a_{43} & 0 & a_{42} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$

The underlined entries correspond to the Jacobian elements. For instance, if we need $\partial g_{2} / \partial X_{4}$, it is the toial transmittance along all branches from $X_{4}$ to $g_{2}$. $a_{42}$ corresponds to the transmittance along the one step path. Similarly by taking higher powers of $R$ we can get the transmittance along the longer paths. These when summed together give the total transmittance from $X_{4}$ to $g_{2}$ which is equal to the corresponding partial derivative.

Shown below is $\mathrm{R}^{2}$
1
$\left.\begin{array}{l}1 \\ 1 \\ 2 \\ 3 \\ 4 \\ g_{2} \\ g_{4}\end{array} \begin{array}{llllll}0 & 3 & 4 & g_{2} & g_{4} \\ 0 & 0 & 0 & 0 & 0 & a_{13} a_{34} \\ 0 & 0 & a_{21} a_{13} & 0 & \underline{a_{21} a_{12}} & \underline{0} \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & \underline{a_{43} a_{34}} \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$

The contributions due to two-step paths have emerged. $\mathrm{R}^{3}$ :
1

| 1 |
| :--- |
| 2 |
| 3 |
| 4 |
| $g_{2}$ |
| $g_{4}$ | | 1 | 2 | 3 | 4 | $g_{2}$ | $g_{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | $\underline{0}$ | $\underline{a_{21} a_{13} a_{34}}$ |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | $\underline{0}$ | $\underline{0}$ |
| 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{4}=0$. |  |  |  | 0 | 0 |
| 0 | 0 |  |  |  |  |.

The following shows the summary of the entire operation.

From $R^{1}$

$$
\left(\begin{array}{ll}
0 & a_{42} \\
0 & 0
\end{array}\right)
$$

From $R^{2}$

$$
\left(\begin{array}{ll}
a_{21} a_{12} & a_{42} \\
0 & a_{43} a_{34}
\end{array}\right)
$$

From $R^{3}$

$$
\left(\begin{array}{cc}
a_{21} a_{12} & a_{42} \\
a_{21} a_{13} a_{34} & a_{43} a_{34}
\end{array}\right)
$$

There will be no further contributions from higher powers since $R^{4}=0$. This procedure has been programmed and the details are presented in the appendix.

## CHAPTER VI

REDUNDANT AND NON-REDUNDANT TEARING

In our earlier definition of a cyclic path a node and a streani could appear only once per cycle, and this was termed as a node loop. In such a case a non-redundant tear set can always be found with respect to the fundamental set of cycles in the graph(1). By a fundamental set, we mean that every cycle existing in the graph can be expressed as concatenations of parts of the cycles belonging to the fundamental set. For example, see Fig.6.l.

However, if we define stream loops as cyclic paths in which a node can be traversed more than once, but, every stream exactly once, then we frequently get a situation where a non-redundant tear with respect to stream loops is impossible. Fig.6.2. illustrates this situation. The prediction of the existence of stream loops is fairly straightforward. If we have a node which has at least two input edges and at least two output edges, then it means that the node can be traversed a second time, leaving by the remaining edge.

A cyclic path which includes every stream in the graph exactly once is called an Eulerian path. By


Fundamental cycles: 1. AfBaCbA
2. AcDdBeA

Other cycles:

$$
\left.\begin{array}{l}
\operatorname{AcDdBaCbA}
\end{array}=[\operatorname{AcDdB}(2)]+[\operatorname{aCbA}(1)]\right][\operatorname{AfBeA} \quad=[\operatorname{AfB}(1)]+[2)]
$$

'+' means that the two strings are to concatenated.
( ) indicates which fundamental cycle the string has been extracted from.

Figure 6.1 : Fundamental cycles


Node loops: A 1 B 2 A B 3 C 4 B

Cut sets: $(1,3),(2,4),(1,4)$, or $(2,3)$
All equivalent by the Replacement rule (l).

Stream loop: A 1 B 3 C 4 B 2 A

No cut set can tear network without opening the stream loop at more than one point.

Figure 6.2: Non-redundant tearing
definition, it is obvious that an Eulerian cycle is also the lorgest cycle existing in the system. However, this need not be unique, and more than one Eulerian cycle can exist, as will be demonstrated later. It can be easily shown that the necessary and sufficient condition for the existence of an Eulerian cycle is that every node must have as many edges entering it, as are leaving it(13).

Cascades are a particular class of situations where the existence of the stream loop causes significant difficulties in convergence of both streams and overall mass balances. Cascades are frequently employed in the seperation of pure components from mixtures, occasionally accomplishing a chemical reaction. In each stage, two process streams are contacted and brought approximately to equilibrium with respect to each other. A number of such contacting stages are arranged in a cascade which produces the desired physical seperation or chemical change.

The number of such stages might vary anywhere from three or four in side strippers, to the order of a hundred or more in superfractionators. If such systems are solved by using the conventional cut set approach, every unit is repeated exactly once per cycle and so the major information feedback loop which exists due to the stream loop is not utilized.

Let us consider a five unit cascade and examine the sensitivity matrices obtained from the cut set and other
sequences. Hence we can estimate the eigenvalues and convergence rates.

$a_{i j}=$ transmittance or split fraction from stream i to $j$ $a_{k}=$ split associated with a particular module

$$
\begin{aligned}
\text { e.g., } a_{21} & =1-a_{1} \\
a_{12} & =a_{2} \quad \text { and so on. }
\end{aligned}
$$

We have a four member cut set (2,4,6,8). (Or (1,3,5,7) or ( $1,4,5,8$ ) all equivalent by the Replacement rule of Upadhye and Grens (1). For our purposes we will take $(2,4,6,8)$
(2),(4),(6),(8) are starting points for computation while $g_{2}, g_{4}, g_{6}, g_{8}$ are new estimates for the same streams after one iterative cycle. Shown on the next page is the signal flow graph for the sequence $A \rightarrow B \rightarrow C \rightarrow D \rightarrow E$, which arises from the cut set $(2,4,6,8)$.


Figure 6.3 : Signal flow graph for sequence $A \rightarrow B \rightarrow C \rightarrow D \rightarrow E$

As explained previously, the Jacobain can be written as
$a_{21}{ }^{a} 12$
$a_{42}$
0
0
$a_{21} a_{13} a_{34}$
$a_{43} a_{34}$
$a_{64}$
0
$\mathrm{a}_{21^{\mathrm{a}}}^{13} \mathrm{a}_{35^{\mathrm{a}}}^{56}$
$a_{43} a_{35} a_{56}$
$a_{65}{ }^{a_{56}}$
$a_{86}$
$a_{21} a_{13} a_{35^{a}}{ }_{57} a_{81}$
$a_{43} a_{35^{a}}{ }_{57^{a}}{ }_{78}$
$a_{65} a_{57}{ }^{a_{78}}$
$\mathrm{a}_{87^{\mathrm{a}} 78}$

The upper triangle of zeros gets correspondingly larger for bigger systems. This means that the partial derivative, for example $\partial g_{2} / \partial X_{8}=0$. Therefore any assumption or perturbation made to stream 8 wili not affect stream 2 during that computation cycle. This introduces a delay into the system. The claim made here is that this delay is responsible for poor convergence and difficulties with overall mass balances.

Let us compare this with a different sequence. A smaller system with four units ( $A, B, C, D$ ) will be used for illustrative purposes.

The sequence considered is 'ABABCBABCD'. The Jacobian for this will contain all non-zero elements. It


Figure 6.4: Comparison of sequences
is also less diagonally dominant than the Jacobian for 'ABCD'. This results in a lower maximum eigenvalue and a correspondingly lower number of predicted iterations. However, the computational effort expended per cycle for the longer sequence is correspondingly more. For comparing, the number of iterations predicted for both sequences will be weighted by the number of units in that cycle. The Jacobians and their eigenvalues were all evaluated using the generalized method developed in Chapter 5 •

Fig. 6. 4 shows the result over a particular range of module split fractions. We can see that for particular ranges of split fractions, the longer sequence requires only $30 \%$ of the effort required to converge the cut-set sequence 'ABCD'. Similar results were obtained for larger systems.

This leads to the conclusion that we can improve convergence rate by minimizing the delay in the system, i.e., we should precedence order the streams in the cascade rather than the units. A binary distillation column and a thermally coupled distillation system were chosen for further examination and these are discussed in Chapters 7 and 8.

## LINEAR CASCADE - BINARY DISTILLATION COLUMN

The problem considered here is the binary distillation of benzene and toluene in a ten stage column. Stage 1 is a total condenser with a reflux ratio of 3.0 and stage 10 is a partial reboiler. Saturated liquid feed enters at stage 5.

Two cases are considered. First, when the top and bottom withdrawal rates are equal to half the feed flow rate irrespective of the feed composition and second, when the withdrawal rates are proportional to the amounts of benzene and toluene in the feed. The column was set up as a series of mixers and adiabatic flashes using the CHESS simulator (36). In this manner the sequence in which the stages were computed could be controlled. Tables 7.1 and 7.2 show the results.

The top entry is the number of iterations multiplied by the ratio (number of units in cycie)/(number of units in the cut-set cycle(10)). The second entry is the time ratio = (time taken for convergence by given sequence)/(time taken by the cut-set sequence). All simulations were run with a relative error tolerance of l\%.

Inspection of Table 7.1 reveals that all the proposed sequences perform better than the cut-set sequence as the


Figure 7.1 : Binary distillation column setup in CHESS simulator

| $B / T \rightarrow$ | 90/10 | 70/30 | 60/40 | 50/50 |
| :---: | :---: | :---: | :---: | :---: |
| $1 \rightarrow 10$ | 128 | 119 | 110 | 110 |
|  | 1.0 | 1.0 | 1.0 | 1.0 |
| $1 \rightarrow 10 \rightarrow 2$ | 112 | 99 | 83 | 67 |
|  | 0.84 | 0.80 | 0.73 | 0.61 |
| $10 \rightarrow 5 \rightarrow 10$ | 173 | 92 | 56 | 48 |
| $\rightarrow 1 \rightarrow 9$ | 1.06 | 0.77 | 0.50 | 0.44 |
| $\begin{aligned} & 1 \rightarrow 5 \rightarrow 1 \\ & \rightarrow 10 \rightarrow 2 \end{aligned}$ | >169 | 156 | 135 | 112 |
|  | >1.2 | 1.2 | 1.13 | 0.94 |
| $\begin{aligned} & 5 \rightarrow 6 \rightarrow 4 \\ & \rightarrow 10 \rightarrow 1 \rightarrow 4 \end{aligned}$ | 141 | 128 | 106 | 84 |
|  | 1.03 | 1.01 | 0.91 | 0.72 |
| $\begin{aligned} & 5 \rightarrow 7 \rightarrow 3 \\ & \rightarrow 10 \rightarrow 1 \rightarrow 4 \end{aligned}$ | >169 | 132 | 110 | 104 |
|  | >1.2 | 1.2 | 1.09 | 0.87 |

Binary distillation column on different sequences Top and bottom flow rates same as $B / T$ in feed.

Table 7.1

| $\mathrm{B} / \mathrm{T} \rightarrow$ | 90/10 | 80/20 | 70/30 | 60/40 | 50/50 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1 \rightarrow 10$ | 110 | 110 | 110 | 110 | 110 |
|  | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| $1 \rightarrow 10 \rightarrow 2$ | 27 | 31 | 32 | 32 | 67 |
|  | 0.29 | 0.30 | 0.32 | 0.32 | 0.61 |
| $\begin{aligned} & 10 \rightarrow 5 \rightarrow 10 \\ & \rightarrow 1 \rightarrow 9 \end{aligned}$ | 39 | 45 | 48 | 50 | 48 |
|  | 0.37 | 0.42 | 0.43 | 0.47 | 0.44 |
| $\begin{aligned} & 1+5 \rightarrow 1 \\ & \rightarrow 10 \rightarrow 2 \end{aligned}$ | 36 | 36 | 39 | 47 | 112 |
|  | 0.33 | 0.33 | 0.36 | 0.39 | 0.94 |
| $\begin{aligned} & 5 \rightarrow 6 \rightarrow 4 \\ & \rightarrow 10 \rightarrow 1 \rightarrow 4 \end{aligned}$ | 31 | 35 | 35 | 37 | 84 |
|  | 0.30 | 0.34 | 0.33 | 0.35 | 0.72 |
| $\begin{aligned} & 5 \rightarrow 7 \rightarrow 3 \\ & \rightarrow 10 \rightarrow 1 \rightarrow 4 \end{aligned}$ | 36 | 39 | 39 | 44 | 104 |
|  | 0.33 | 0.36 | 0.36 | 0.44 | 0.87 |

Binary distillation column on different sequences 50-50 moles drawoff.

Table 7.2

Table 7.3: Convergence error data for 50-50 benzene toluere feed.

| Sequence | Overall <br> Benzene | balance error Toluene | ? <br> Total molar flow |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & 1 \rightarrow 10 \\ & (\text { cut-set }) \end{aligned}$ | 0.94 | 3.43 | 1.25 |
| $1 \rightarrow 10 \rightarrow 2$ | 2.7 | 2.5 | 0.12 |
| $10 \rightarrow 5 \rightarrow 10 \rightarrow 1 \rightarrow 9$ | 1.43 | 2.01 | 0.29 |
| $1 \rightarrow 5+1 \rightarrow 10 \rightarrow 2$ | 2.39 | 2.21 | 0.09 |
| $5 \rightarrow 6 \rightarrow 4 \rightarrow 10 \rightarrow 1 \rightarrow 4$ | 2.48 | 2.27 | 0.10 |
| $5 \rightarrow 7 \rightarrow 3 \rightarrow 10 \rightarrow 1 \rightarrow 4$ | 1.93 | 1.05 | 0.08 |



Figure 7.2: Eigenvalues of Jacobian with iteration.
benzene to toluene ratio becomes one. Sequence $10 \rightarrow 5 \rightarrow 10 \rightarrow 1 \rightarrow 9$ performs much better than others over a smaller range, while $1 \rightarrow 10 \rightarrow 2$ performs better than the cut-set in all cases. Inspection of Table 7.2 reveals that all sequences perform better than the cut-set, while $1 \rightarrow 10 \rightarrow 2$ is best in all except for equimolar mixture of benzene and toluene. Also the number of iterations taken take a sudden jump at this point. This is probably because the system now gets more strongly interactive. Attention is drawn to the fact that the sequence $1 \rightarrow 10 \rightarrow 2$ performs better than the cut-set sequence more consistently than the others in this example.

Table 7.3 reveals an order of magnitude reduction in the overall mass balance error when based on total flow rates. Though individual component errors are lower than the cut-set error in most cases, they are still above the stream tolerances. This means that the overall mass flow pattern has stabilized much faster than the individual components. The individual errors for the components are observed to be opposite in sign, accounting for the low overall error. This suggests a compensating convergence acceleration to be performed, since we now have a bound for the total flow rates. By compensating, we mean that if the convergence acceleration of a component increases its flow rate, the others need not be accelerated independently, but can be proportionately reduced to satisfy
the total mass flow rate.
Figure 7.2 shows the variation in the eigenvalues of the Jacobian for the cut-set sequence and the sequence 1102 with the number of iterations. The longer sequence has been multiplied by 1.8 to compensate for its extra length. This is reasonable in this case since most of the units take approximately the same computation time. The Jacobian has been based on the overall flow rate and the eigenvalues computed using the program and method developed in Chapter 5. The use of overall flow rate is justified in retrospective . Using equation 4.1 , we get

$$
\begin{aligned}
\mathrm{n} & =\log (0.01) / \log (0.8815) \\
& =36.51
\end{aligned}
$$

and when multiplied by 1.8 to account for its length we get $n^{\prime}=66$. The actual number of iterations taken works out to 67.

All said, we can conclude that the sequence based on including every stream exactly once can be expected to perform better than the cut-set generated sequence. This principle is extended to a more complex case of a thermally connected distillation system and is discussed in the next chapter.

## CHAPTER VIII

## CYCLIC CASCADE - THERMALLY COUPLED DISTILLATION SYSTEM

A distillation system contains a thermal coupling when a heat flux is utilized for more than one fractionation, and the heat transfer between fractionation sections occurs by direct contact of vapor and liquid. Compared with a conventional system, thermally coupled distillation systems can seperate close boiling components with considerable saving of heating and cooling costs (32). The sefaration of a multicomponent mixture is conventionally accomplisheci in a series of columns numbering one less than the number of products, each having a condenser and a reboiler,

In a ternary mixture of $A, B$, and $C$, in a conventional scheme we can have

(C)
$\rightarrow \quad(A)$

| B |  |
| :--- | :--- |
| C | $\rightarrow$ |
| $(\mathrm{B})$ |  |

(C)

In a thermally coupled system, initial seperation is made between $A$ and $C$ while $(A, B)$ are seperated in the top
of the second column and ( $B, C$ ) at the bottom. The separations are essentially binary and can be carried out without interference from the third component. Details of the case are shown in Figure 8.1. The primary purpose was to simulate a cyclic cascade system and no attempt was made to design the columns for a sharp seperation.

A result observed in the binary column case will be used here viz., a sequence of units based on evaluating each stream exactly once is likely to be better than one based on cut-sets. This means that we have to find the Eulerian paths in the system. This was done by considering the reduced system shown in Figure 8.2 .

Finding all the stream loops in a directed graph is itself a fairly difficult task. There are again two major approaches: path tracing and powers of adjacency matrix methods. Path tracing methods are believed to be more efficient from the standpoint of running time in spite of relatively large storage requirements (34). The algorithm presented by Weinblatt(30) was programmed in pL/I with some minor modifications. Details of this program are given in the appendix.

There are a total of sixty one loops in Fig.8.2 out of which twelve are Eulerian. These are shown in Table 8.1.

Moles ant.


Figure 8.1: CHESS setup for thermally coupled system.


Figure 8.2 Reduced structure

| Total number of stream loops | $=61$ |
| :---: | :---: |
| Total number of Eulerian |  |
| paths | $=12$ |



Table 8.1 Eulerian loops in Fig 8.2.
Loops are listed by stream number sequence

Table 8.2: Sequences arising from Eulerian paths

No.
Sequence
1.

ABCBECDCEB
2.

A BCEBECDCB
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.

ABCECDCBEB
$A B C D C B E E B$
ABCDCEBECB
ABCDCECBEB
ABEBCECDCB
ABEBCDCECB
ABECBCDCEB
ABECDCBCEB
ABECDCEBCB
ABECEBCDCB

Table 8.3: Iteration and simulation time data on cyclic cascades

Iterations taken by cut-set: 130

| Sequence \# | Iterations* | Time ratio |
| :---: | :---: | :---: |
| 1 | 102 | 0.77 |
| 2 | 102 | 0.77 |
| 3a** | 100 | 0.75 |
| 3 b | 104 | 0.77 |
| 3 c | 125 | 0.92 |
| 4 | 100 | 0.75 |
| 5 | 104 | 0.78 |
| 6 a | 100 | 0.76 |
| 6 b | 102 | 0.77 |
| 6 c | 128 | 0.94 |
| 7 a | 102 | 0.77 |
| 7b | 100 | 0.76 |
| 7 c | 128 | 0.94 |
| 8 a | 100 | 0.75 |
| 8 b | 102 | 0.76 |
| 8 C | 123 | 0.91 |
| 9 | 106 | 0.80 |
| 10 | 104 | 0.79 |
| 11 | 100 | 0.76 |
| 12 | 102 | 0.77 |

* : Multiplied by the ratio of the number of units
** : See text for explanation of 'a' 'b', and 'c'.

Table 8.4: Convergence data on cyclic cascades
$\left.\begin{array}{lllll}\begin{array}{l}\text { Sequence } \\ \text { Reference } \\ \text { Number }\end{array} & \text { Overall mass balance error } \\ \text { Cut-set }\end{array}\right)$

Table 8.2 shows the sequences which arise by following the Eulerian paths. The basic sequences are interpreted as follows:(see Fig.8.1 also)

Sequence \# 1: A B C B E C D C E B leads to a unit precedence ordering
$7 \rightarrow 8 \rightarrow 9 \rightarrow 10 \rightarrow 11 \rightarrow 12 \rightarrow 13 \rightarrow 14 \rightarrow 15 \rightarrow 14 \rightarrow 13 \rightarrow 12 \rightarrow 11 \rightarrow 10 \rightarrow 9 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \rightarrow 15 \rightarrow$ $16 \rightarrow 17 \rightarrow 18 \rightarrow 17 \rightarrow 16 \rightarrow 15 \rightarrow 6 \rightarrow 5 \rightarrow 4 \rightarrow 3 \rightarrow 2 \rightarrow 1 \rightarrow 9 \rightarrow 8$

Sometimes more than one interpretation is possible. (Seq. 3,6,7, and8) For example sequence \# 3 is A B C E C D C B E B could be interpreted as

3a: E passed in both directions at first occurence. 3b: E passed in both directions at second occurence 3c: E passed in both directions at both occurences.

The result of the simulations on all these possibilities are shown ir Table 8.3. The results are fairly conspicuous. All the sequences perform better than the cut-set. Two catagories arise; one with a time ratio between 0.75 and 0.8 and the other with the time ratio over 0.90. The one with the greater ratio has unit $E$ repeated in both directions at both occurences. Ne can safely conclude that in cases where more than one interpretation is possible, any one which covers the units in both directions once will suffice.

Table 8.4 shows convergence data on some of the
sequences. Similar trends as in the binary distillation case are observed. The overall mass balance based on total flow rates is cut by an order of magnitude, while some others are reduced significantly. This is again due to the fact that the overall flow rates are stabilizing much faster than the individual components. As suggested earlier in Chapter 7, this can be made the basis for a compensating acceleration algorithm.

It is now established quite clearly that in case of cascade systems, faster convergence is obtained by following the longest stream loop, and that this invariably performs better than the cut-set approach.

## CHAPTER IX

## CONCLUSIONS AND RECOMMENDATION FOR FURTHER WORK

The importance of the stream loop as a major information recycle stream has been established. A general method to evaluate the sensitivity matrix for any arbitrary system has been developed. Cut-set approaches to solving cascade systems have been shown to have a delay inherent in them by considering their sensitivity matrices. It was further shown that this was reponsible for poor convergence characteristics. Stream loop sequences stabilize much faster at lower eigenvalues than cut-set sequences. It has been shown that following an Eulerian path in a cascade is definitely superior to cut-set approaches.

This work has established a framework for a new generation of precedence ordering algorithms which can be designed to handle very large systems more effectively. This is possible by developing a method to recognize an embedded cascade structure from a global viewpoint and being able to partition the graph as such. We have observed that overall mass balances based on total flow rates converge much faster than the individual components. This can form the basis for a different type of convergence acceleration algorithm which can utilize the bounds established.
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## APPENDIX A

In Chapter 5 the basis for a generalized Jacobian generator was established. This appendix briefly covers the programming details, information input and output.

We need four basic sets of information:

1. The structure of the process flow network
2. The cut-set with reference to which the Jacobian is evaluated.
3. The proposed precedence ordering
4. The split fractions between streams at each node. The example shown in Figure Al will be used for illustration. It is assumed here that
a) The streams are numbered 1 through $N_{\text {streams }}$
b) The nodes are numbered 1 through $N_{\text {nodes }}$


Figure Al.

The structure is coded by means of the following vectors as follows:

NFTCIN

NPROC

NSTIOV
This specifies the stream numbers coming into and leaving each node from 1 through $N_{\text {nodes }}$ For the above example NPROC would be $/ 2,1,1,4,2,3,3,6,4,5,5,6 /$
This specifies all possible stream to stream connections existing in the system. For example 1 to 3 and 1 to 2 arise from stream 1 and node 2. This is coded in a field of length six as follows

Entry $=($ From stream \#)*1000 + To stream \# For the above example NFTCIN would be /1002,1003,2001,3004,3005,4002,4003,5006, 6004,6005/

$$
/ 2,1,1,4,2,3,3,6,4,5,5,6 /
$$

This specifies the indegree and outdegree of the nodes from 1 through $N_{\text {nodes. }}$ For the above example NSTIOV would be /1001,2002,2002,1001/

The entries are again coded as
Entry $=($ Indegree $) * 1000+$ Outdegree
Only reduced network is to be considered; feed and product streams are to be eliminated

NSEQ The precedence ordering of the nodes is stored in this vector.

NCSET Contains cut-set. The streams in the cut-set must be specified in the same order it is required in the precedence ordering. For example if we have $1 \rightarrow 2 \rightarrow 3 \rightarrow 4$ as the precedence ordering then NCSET $=/ 2,4,6 /$, while if we have $4 \rightarrow 3 \rightarrow 2 \rightarrow 1$ then NCSET $=/ 5,3,1 /$.

SFIN
This specifies the split fractions between streams at each node. The order must exactly follow the stream connections specified in the NFTCIN vector.

NFT
Signal flow vector; contains SFG in vector storage
NDNFT Length of NFT
NSTRMS Total number of streams
NUNITS Total number of nodes or units
NSU Stream update vector; used while creating signal flow graph; length must be specified NSTRMS

NB,NC,SFA Vectors used in matrix multiplication; Adequate SFB, SFC

NCODL
Vector contains locations of split fractions in SFIN to be associated with NFT entries.

## Comments



Figure A2: Overall orgainization of subroutines in generalized Jacobian generator.
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    VC: (K< )=',
    I N!:Ex=-1
    VO=vこUT
    VC.JL=V゙JJT
        EPS=1.1)-16
        =ALL EISYS(NI,NCDL,NCUT,INDEX,EPS,NC2,XJ2), K2=1,NEUT)
    50j1 CONTINJE
049 FJJTMNAT(4112)
O'7
    FJMvat(4112)
    FORMAT(//,' SE2 UNOER COVSIDERATIDN ',25I4.//)
    STIP
    SUBRJUTIVE NIULII(VA, VDVFT,LAST,SFIV, YI, NCUT,NAC.J,NSTRM,NSU,NCODL,
```

```
    I LENQ,NE,NC,SFA,SFB,SFC
```



```
    OULHLE DRECISIIN,XJ(vCJT,NCUT)
```




```
    ~VFI(2)=:UIGIT(U~JT)
C IVITIALITANSNON:ANANO M!S TO ZFRM ANUSFA TO SFB
    IVITIALIPE ALL VANIABLES TO ZERO
    Dコこ7% I=1, |NFT
    Ng(I)=1
    Jこ(I)=1
    SFA(I)=,
    SFH(I)=?
299 ¢丁VTIVU:
C
    NUJN:A=,
    NOUNA=' I=1, NSTRA
15J 唯MA=MJIMA+NJU(I)
    (i| 2)) i i i=1,ivCUT
    O7 30.2 MM=1,NCUT
    x丁(4, पM) =', %
3992 COvTINUE
3'i`1 CONTINUE
    0) 78: I X={,LAST
    AB(IX)=vA(IX)
    SFJ(IX)=SFIFN(LLG)
    SFF(IIX)=SFAG(IX)
CR2CHEX FLSTVUESNTEP PATHS AIND ACC.
        3071: I =l, V[.|T
    11=FLOHT (iv.ACJ(I))/1).0:.
    N2=FLJAT(|へこJ(J))/1`רL.
    V =Y1こJ(J)-v2**!, )
    LOC=VD*1:G"+j?
    XJ(I,J)=XJ(I,J) + FFF(LOC,VA,SFA,NDVFT,LAST)
72% EJ:NTIVUE
    WQITE(%;N\veeFI)((xJ!IZL,IZ2),IZ2=1,VCUT),IZ1=1,VEUT)
    K.3UツIT=.:
9997
    k.JJT=KJUNT+1
```



```
    DO 20J I=1,NDINA
    !0) 37! J=1,!Ji)IMA
    T=
    C ENCOLE LDEATIUN GF OLEMENS UF VA AND NS FESPY.
        1=1';}\because:=1+
    C SEARCH SECUND LIST STNOF IT NILL PROGRESSIVELY HAVE LESSER ELEMEVTS
        T?=FFF(L2,NG,SFR,ND:JFT,NLASTB)
        IF (T2) 5, b,5
    T1=FFF(LI,NA,SFA,:NDNFT,LAST)
    T=T+Ti>T?
4) CJ!TIJU.
43) GFNTIV,J,4,7
```




```
    C=LC+1
    iN(LC) = LUCAC
    SF-(LE)=T
%,0
zう) CHVTIN
    -lasTB=1
    IF(L=
```



```
    O7 21:! I =1, NCUT
    Ul=FLO\T(NACJ!i)}1/=72%
    i`=FLDAT(|A(JiJ))/! in:
```



```
    L?C=V1*[GJ"+j?
    XJ(I,J)=YJ(1,J)+FFF(LOC,NC,SFC,ND:IFT,LC)
    5?'1 EJVTIVJE
```





```
    Jo TD *C AvU ERASE NC
        O和) JX=!, अVFT
    v(Jx)=
    SFE(.jx)=SF((JX)
    SF-}(JX)=
ol: c}ovivu=g
```

```
        z=TURV
    SJBROJTIVF VFTSET(VFT, VPROE,NSU, JSEO,NU, ISTRM,NSTIOV,NUNITS,LASTI
        DIMENSIUG AFT(:57),NPRJCIIS.S)
    O!ROVSIOR NSU(JSTRM),VS=Q(VU), USTIOV(NUNITS)
    PURPISE: TO ESTABLISH SIGVAL FLJW INFORMATION STORED IN NFT VECTOR
                            FuR ANY GIV =N CuapJTATIJV SEQuENCE
    LAST=1
    IN I=1,NU
    NUG
    JUC=VS=U(I)
```




```
    NOLU NUMBER UF STR=A,1S L=AVIVR JMIT
    VLIO STAKIIVNGLICATIJN DFFINFJ. IHNPROC VECTJR
```



```
    :JTU UUTPUT STREAM נVUES CONSIOERATION
```



```
        NLOCIN=ワLuE+NINU-I
        NLOCII=NLUCIV+1
```



```
    FRJM LJJP WILL UjPGATF VSU IF IT IS ZERO
        [0 2n, J]=|NOC, *LDOEIN
```



```
    IF(VSJ(VFRJM):=0.0) VSU(NFRJM)=1
    TO CONTINJEWILL HPOATE NSU WHENLVER STKEAM IS CJMPUTED
        072!, J 2=VLICI2,VLO2O
        ivTリ=\人2Jc(J?)
        NSU(VT))=NSU(NTO)+1
    cjotIvu=
    ENEODE STzFAM A|MEB=2%
        MJ22J,j1=NLOC, FLOSIV
        NF-OM=:\P&DE\Jl!
```



```
        \capO23) J?=yLUCII,NLDCO
```



```
        VFTTJ={思泣SU(VTJ)+VTO
        NFT(LASTI=VFFFR&DOON+VFTTO
    LAST =LAST+1
    &vTIvuE
```

```
22` CONTNUE
    WILL CJVTAIV THE LOこATION OF THE LAST NON-ZERO ELEMERT OF INFT---
    LAST=LAST\cdotsi
        OETURN
            CUBRJUTINE LOEAFE(NSTIJV,NPROE,NUC,NINU,NOLU,NLOC,NUNITS)
            BlA:VS lu's yJROC(15, )
            DIN:HSIJN vSTIMv(VMPITS)
C
    VJCl=V.jこ-i
    idT:0.P=1
    IF (NUC1),3,
    205
```



```
    N2=ivSTlUV(I)-NI*1)
    VF}=~P=vTEMD+vi+v
12) CONTINut
    30) NL:OC=NTEMP+
    *IU=FLOAT(ISTIOV(INUS))/10)
```



```
    RETURN
    F.V.I
    SUn<<⿸UTIM: crmvEz (NFT,LASTI,NSU,NSTQMS)
    DINGVSINJ YFT(IE,)
```



```
    LOCATIOYS JF THF SIOVAL FLOW MATRIX
    DO 1, I= ,LASTi.
    NFKON=F!MAT(!F!(I))/1 M...-
```



```
    NR:IN = NXY(NF SM,NSJ,NSTRMS)
    NCIL=VXY(:ITO,NSU,NSTRMS)
```



```
C,NOT FTHAT TMEVFT FIELD HAS BEFN マEDULED TJ 2*3=6
    cuivTINUE
        zeTuzV
        FNU
        INTLGER FUNCTIUN NXY(NEINTRY,NSU. VSTR)
        OIMEMSIJN NSU(NSTR)
```



```
        NS:N=NENTDY - NRFCOR*1&!
        IF(|SNGEQ 1) GO TOZ?,
        VS\cupI=vSV - 1
        NT(jT=;
```



```
    NXY=iNTOT +iNRECUR
    QETURV
2n.}\quadV\overline{X}Y=VZ:こU
    RETJRV
    ENH,
    SH&RJUTIHE CODSET(NANJ,NCSET,NOUT,IISU,NSTRY
    BIv, vSIDV varj(-V-UT) vSU(VSTZM), VCSET(NCUT)
C THIS USTESMINESWIIICH ELEHENTS JF YHE SIGVAL FLOW MATRIY SHOULD
C 3E SMNGES TJ OGT THE ELEMENSG DF TGE JACOBIAV
```



```
C IS NUT ?.OCIFIEL FIRET
    < ) !}\cdot1T
    #G1:? I=1, JCUT
    ISTKMC=VCSET(I)
```



```
    vTJT=u
    ASTRM2 = YSTRMC - 1
Ml <%J J=1,ISTPN
    \TOT=NTIT+MSU(J)
    V2JW=VTTT+!
    NCNL=NTUT+ESU(ISTPNAC)
    NACJ(I)=NRON%1 1..1 + NICOL
    K)UソT=KJU\T+i
GOLSLO
    MRUN=1
    V=TL=VゝU(I)
    K\UNT I= 人OUMT+1
    NACJ(KUU:NTI)=N:くON*iUOO + VCOL
    0.) こJ!TIN!=
    zこ「UマV
    SUNE(HUTINE,SFFNCO(NFT,LAST,NCJDL,VFTCIV,LEVI
    2IMEVSION NFT(15:),NCODL(1F:)
    HIMEVSIJ:N VFTCIN(LZVI)
```



```
    VT&=FL7^T(VFT(1))/1,J:.
    NT=VFT(I)-irn`只vTI
    \T3=FLOAT(UT]), %
    VT4=FLJAT(VI2)/
    TT
```



```
C SEARCH IV VFTこIN(LGVI) VEこTOR
    IF(IFTSIM(j)G:NOC.NDE) GO TO 3).
```

```
    50 10 2:10
    NCJOL(I)=J
    CO.TYTVM:
    <う% c!vilvis
    4)% CONT1, %-N=
    2FTURV
    Ev:
    DEAL FUINCTIDH FFF(I,VX,SFX,NOIY,VLAST)
    OIMEVSION {X(VNIM),SFX(NOIM)
C PJRPGSE:TJOETE&MIVEIF'LVEXJSTS JV LIST NX
    (10 1):I=1,NLAST
    IF(L-NX(I) ) 6,7,5
    FFF=SFY(I)
    RFTUR!
6. cuNTluva
lom Eciliv!j
    FFF=
    R:%
    SHBRJUTINE DRIVF.MFT,NMROC,NSJ,NSEO,NU,NSTRYONSTIOV,NUNITS,LAST,
```



```
    \varepsilon INUNITS), INCODL(NDNFT), MFTCIN(LEMI),NACJ(NCUTI,MCSET(NEUT
        DO il, I=1,NDVFT
        NFT(I)=,
        NEN0L(1)=:
112 covTivu=
OU1?1 I=1,iJSTKM
1.11 iNSU(I)=
1)2 CHOJ(i)==1,VCUT
1)2 CALL(NFTSET(NFT,NPPNC,NSU,MSEG,NJ,NSTQM,VSTIOV,NUNITS,LAST)
```



```
    CALLSFONCO(NFT,LAST,VECOL,NFTOIV,LEN1)
    WRITE(R,1;)(NCOHL(JJ),JJ=1,LAST)
    all zoNVE? (INFT,LAST,NSU,O!STRA!
    w<ETC(0,1J)(NFT(I),I=I,LAST)
    WRITE(j,10;)(NSU(J);J=1,NSTRM)
    -4LL OUDSET(MIAEJ,NCSET,HCNT,NISJ,NSTPM)
    WZ1TE(o,1,!(vaこう(J),J=2,NEUT)
    &,) FO^MAT(3X,11.1,1)
    OETUWN
    EVU
```


## APPENDIX B

The algorithm programmed has been presented by Weinblatt (30). To find the stream loops we input the signal flow graph of the given directed graph. Since the nodes of the original graph become the streams and the streams, nodes, we can find all the stream loops in the original graph by finding all the node loops in its signal flow graph.

The inputs are number of nodes, number of streams, followed by XREE ( $\mathrm{N}_{\text {streams }}, 4$ ) which is entered as follows:

XREF ( i,l) = stream number
$\operatorname{XREF}(i, 2)=$ starting node number
$\operatorname{XREF}(i, 3)=$ terminal node number of that stream
XREF ( i,4) = zero; this space is used during program execution.

All other dimensions are allocated during execution time.

```
(STマラ,STKZ,SU3RJ):
CYCLES:PROCEOUR& OPT[JVS(MAINJ);
DEELARE (NULLS, vSTPMS)FIXEO LECIMAL(<,N);
Э#T LIGT(VJJES, NSTOMS):
M1:g%GIN;/* ARR\Y A?SA FOR JTHER VARIAELES ASSIGNEO HERE*/
DECLARE (XRUF(NSTRMS,4),STATV(NOOES), \ESUR,VSTR,EYCV,K,I,
```




```
CELAQEZLJJOY(EYYJ,VSTRMS)FIXED DELIMAL(I,M) JjVTRJLLEO,TZ CHARACTER
(2),XXFIXEO DECIAILI?,.;
```



```
    UECL&2E (INOE`(NODES), HUTDEG(INDDES))FIXED DECIMAL(?`'))
DECLARE(CYC(125))SHARNCTER(3*(NODES+NSTR))VARYIVG CJVTRJLLED;
    IECLARE (LABELI,LAZELZ,LABEL3,LAREL4) LAB=L,
    DECLA*E TT CHAFACTER(3*(VOUES +SSTRO)VARYIVG CJVTRJLLED;
ON ERROK PJT,LIST (OYQ);
```



```
GALLID=(G2E=; CJPY; HUT LIST(* NOW WALLIN, OETREE').
```




```
, X(7),F(?),X(2),F(?),X(8),F(2));EV口;
    NSTR=VSTRM':
    PUT LIST(i, NTME, INUEGREE JUTUEjRES STATV'ISKIP(2)
)] 
```




```
TJ4; 4UTEJIT(X2=F(K_,K2))(X(3),F(2),X(4),F(2),X(3),F(2),X(4),F(2));
EvD;:YO;
    CYCV=1;
    FREE INUこ.{,OUTLIEG:
    ALLGこATETT,CY=;
```



```
    C\DeltaLL COVCAT('V'||ENCODE(VFRT));
```



```
STATV=3:
INDES゙ JUTOES= - 
```




```
INDES(TV)=I NIEG(TV)+1;LE:ENDLI; EVO OFOFFE;
```



```
    IF(STATV(I)=, I=SHON DJ;
                        VFRT=I;
                        STATV(I)=:;NOMOE(VERT):
                    L4[SEL1=L2., ;
    PUT SKIP LIST(' NODF SELSCTED,',VERT);
                        KETURN:
                            EvD;
```



```
ENDSSLECT;
ExTEVO:PROこにDUR:;
    DECLA2: XL FIXEO DESTMAL(2,') i
        IF (DEBJG=1) THFN DJ; PUT SKID;
PUT LIST(" ENTELIGSGEXEND VEQT=',VERT,NNSTR=',VSTR):
OUT LISTI, STQNMNSV TV STATUSIJSKIP(Z):IJKL=1 TO NSTRNS;DOKK2=1
TJ4;PJTEDIT(XZ:F(KZ,<2))(X(3),F(2),X(4),F(<i,X(3),F(2),X(4),F(2));
END:END;
PUT LIST(' STATV=',STATV);
EVD;LLS=;
Li: 笽I=! TJ.NST?;
    IF(XREF(I, 2)=V'ERT) THEN
                            Lえ:OO;IF(XRFF(I,4)=2)THEN
                            L3:DO;
                                    LASTARC=XROF(1, 左):
                                    LASELZ=LEXAY;
                                    XQEF(1,4)=2;
```



```
PUT SKIP LIST('LASTARS=',LASTARC,'TT=', 「TI;
```

```
                        RETUR`;
    Evn L 1;
XL=L-EVGTH(TT);
\F(XL=3)YHENSOU;TT=1'; SO
```



```
PUT SKIPLIST('XL=',XL:'TT NEAR LLL',TT):
FVD;ELSシ:
```



```
#NO EXTLINO;
BACKUP：PRJC：OIIR；
IF（LE：ASTH（TI）＝；THFM DI；LABEL3＝L1）；RETURV；END；
```



```
\(T T=S U 3 S T R(T T, 1,(L E V G T H(T T)-3)!;\)
PUT SKIP LIST（＇FKOM RACKUP TT＝＇，TT）：
EVD BACKU？：
```




```
XV＝IV次（TT，Si）；
\(x \cdot N L=L{ }^{\prime}{ }^{\prime} G T H(T T) ;\)
\(S=S U B S T R(T T, X V+3, X V L-X V-2)\) ；
```



```
CYC（EYSN）＝\(=4\) ；
```



```
PUT SKIP LIST（XI＝＇，XVI；PUT SKIP LIJT（XVL，XVL）；PUT SKIPILISTI：SZ＇，S2
```



```
CYC（CYCV）： IUT SKIP LIST（CYC：V）：
END：FLS：
EV）\(A D O\) O \(\underset{C}{C Y} V=C Y C J+1\) ；
EXAMIソF：PROC：NUR－
```




```
TJ 4;PUT 三JIT(X2:F(K1,K2))(X(3),F(2),X(4),F(2),X(3),F(2), X(4),F(2));
END;ENN:
L1: NF(XREFTI, NSTR:ISTASTARC) THEN
    L2:RU:IF(STATV(XR=F(1,3))=)) THEN
13:00;
                                TT=TT|!':N'|!ENCDDE(XPEF(1,3)));
        V=२TATV(x:FR(I,3))=1;
        V=2T=人R&F(T, 3):
```



```
PJT S<IP LIST('TT=',TT); PUT SKIP LISTI'VERT=*,VERTI;
END: ELSE; RETURN;
        Evj R苂:
        LF (STATV(XRGF(I, 3))=:) THEV
        L4:07;
```



```
    IF {UEBJGG=L} THENNOJ; PUT SKIP;
PUT SKIP LIST(' LJUP4-L4 VERTI,VERT);
Evว:ELSE;
        2:TJ心\:
            END L4;
    #LSE IF(STATV(XREF(1,3))=?) THEN
        VERASEL4=L5)A;
OIF SKIPGUO=1Y(VHGY SJ; PUUT SKIP;
END;ELS:;
        EvD LS; rLS:;
ENO L?;
    ELSE;
END EXAMIVE;
こコVこムT:\muRDことJリRE(STRO) REこURSIVE;
DECLARF (CYTiN ) FIXED DECIMAL(2,0);
    CYTN=1 USLAZ STEG CHARACTEF.(*) VARYING;
            UEGLARE STEG CHARACTEF(\*) VARYING; 
```



```
                            DFCLAR=(LTTYL,TYI,GOT2,LTT3,LTT4,LTT5,LTTG, FIXER JECIMAL(3,U):
    DECLARE TCSTI CHAKASTER(多);
OECLARE XJX CHASACT:つT2);
JCLARE (CYTAIL(SJ))CHA゙ACTER(3*(NJDES+VSTR)IVARYIVG CJVTRJLLED;
ALLJこATE こYTAIL ; CYTAIL(*)=":;
    IF (i)EBJG=1) THEV (J; PJT SKIP:
PUT SKIF LIST(1 *;***FRTERI GOCONCAT NITH RECUR=',RESUR); PUT LIST
(STATV):PUT S<IP LIST(こY:O); PUT SKIP LIST(CYTAIL);
PJTLIST('STRU& SV T'STATUS'SKIP(2);JOK1=1 TO ilSTRMS;DOK2=1
TO_;DUT EUIT(XZËF(Ki,K_))(X(Z),F(2),X(4),F(i),X(3),F(2),X(4),F(2));
Ev);`:ND;
    EVO;ELSE:
            LS=LENGTH(STRS);
            TESTI=SU?STL(STR.3,LS-2,3);
            y=SU:{jTR(TEST2,2,2):
            CCl=CYCM-1;
    L1: UO =%=1 TUCCl:
```



```
        ELSE:
            T=LENSTH(EYC(EC))-IPT-2; /* ALSO=LENG,TH OF TAIL*/
            TAIL=jUFSTR(CY=(CS),(IPT+3),LTT);
    IF (CYTIN=1) THEV IJ;CYTAIL(I)=TAIL; CYTV=2;GJ TJ CHK;EVD;
ELSE;
```



```
    ENO L&; YTAIL(CYTI)=TAII:CYTV=CYTN+IEGS JN STRコ*/
    ご水:
            LT3=LTY':3;
```



```
                        TEST=SJKSTR(TAIL&(3*K<+1), 3);
                        LLS=; EvD LSI;
            ENLCP=SUHSTS(CYCICC), LEMGTH(CYC(CC))-2, 3);
```



```
    IF(STATV(DECjDF(xjxi)=2) THE`
    Ló:00; RECUR=1
        CALL COVCAT(STRO||TAIL);
            心.JTJEVJLi: ENSL6;
```

```
    ELSE;
    LTT1=LEN;TH(CYF(CC));
```



```
            LT2=INOUX(TT,CIL)+3;
            LTTう=L二N今TH(TT);
    C.12=SJuSTR(TT,LTT2,LTT{+1);
            C13=T=ST:;
```



```
            LTTo二LTT\ - LTT品
            CHA=SJTSIR(CYC(CCC),LTTS:LTTG+1);
```



```
    三\VO;
            UJKKX=i TG (EYCJ-1) BY l; 自 EVvil;
PJT SKIP'SE;SVD; CYCVFRM 274=', こY=V):
```



```
    FREEVOLTAILZVO LI;
    END CJJCAT:
LSTJP: PUT PÁ,E;PUT SKIP LIST(" FINAL ANSWERS'); DO K=1 TO CYCN-i:
PJT SKIDLIST(CYC(K)); END;
    LDЭPCY(*,*)=;;
```




```
EVD; PUT SKIJ(2);
EvD;
*THE VUTEE LIJIPS ON THE SIGNAL FLON SRAPH ARE THE STREAM LJJPS
```



```
/* THIS FOLLUWIVOSSETIJV SPECIFIS FOR THIS PBM ONLY*/
```



```
pJT S<IP(5;;
```





```
% END UF SECTIJN*/
#VこJこE:%マJこEJOR%(LL) マこTURNS(C4ARAこTER(2));
```

UECLARE CC CHABACTER（O）；
 －I＇
！）ISITL＝T～MNC（LL／：）：

－TUR，何）：




L1：$\quad$ 00 $I=$ ？$T, ~$ GY 1 ；

IF（ŠH＝CHR（I）THEN DIGITえ＝I；
EJn L1：

マ三TUマV（LX）；
END DECいうミ；
Eiv）CYCLES：


Stream loops in Figure 8.2

| 3 | $\because 1$ | 9 | ' | 3 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 11 | 9 | 4 | 7 | Q | 2 | 1 |  |  |
| 3 | 17 | 3 | 4 | 7 | 8 | 3 |  |  |  |  |
| 1 | 3 | 1) | 7 | 5 | 5 | 4 | 2 | 1 |  |  |
| 3 | $1 \therefore$ | 7 | $\overline{7}$ | 6 | 4 | 3 |  |  |  |  |
| 1 | 3 | 1 | 9 | 5 | 6 | 4 | 7 | 8 | 2 | 1 |
| 3 | 11 | 7 | 5 | 0 | 4 | 7 | 3 | 3 |  |  |
| 1 | 3 | 5 | 0 | 4 | 2 | 1 |  |  |  |  |
| 3 | $=$ | $\bigcirc$ | 4 | 3 |  |  |  |  |  |  |
| 1 | 3 | 5 | 6 | 4 | 7 | 8 | 2 | 1 |  |  |
| 3 | 5 | $\bigcirc$ | 4 | 7 | 8 | 3 |  |  |  |  |
| 1 | 2 | $j$ | 6 | 4 | 7 | 9 | $\because$ | 8 | 2 | 1 |
| 3 | 5 | 6 | 4 | 7 | 9 | $1)$ | 8 | 3 |  |  |
| 1 | 3 | $i$ | 0 | $:$ | 8 | 7 | 3 | 4 | 2 | 1 |
| 3 | 5 | ; | 1: | 8 | 7 | 9 | 4 | 3 |  |  |
| 1 | 3 | 5 | 5 | 21 | 8 | 2 | 1 |  |  |  |
| 3 | 5 | $\bigcirc$ | 15 | 3 | 3 |  |  |  |  |  |
| 1 | 3 | 5 | 5 | $1)$ | 9 | 4 | 2 | 1 |  |  |
| 3 | 5 | 5 | i) | 9 | 4 | 3 |  |  |  |  |
| 1 | 3 | ; | 0 | $1 \%$ | 9 | 4 | 7 | 9 | 2 | 1 |
| 3 | 5 | $\bigcirc$ | 1. | 9 | 4 | 7 | 8 | 3 |  |  |
| 1 | 7 | 9 | 2 | 1 |  |  |  |  |  |  |
| 1 | 7 | 0 | 3 | 4 | 2 | 1 |  |  |  |  |
| 1 | 7 | 3 | 3 | 11. | 9 | 4 | 2 | 1 |  |  |
| 1 | 7 | 3 | 3 | 13 | 9 | 5 | 6 | 4 | 2 | 1 |
| 1 | 7 | r | 3 | 5 | ó | 4 | 2 | 1 |  |  |
| 1 | 7 | $\vdots$ | 2 | 5 | 6 | 19 | 9 | 4 | 2 | 1 |
| 1 | 7 | 9 | 4 | 2 | 1 |  |  |  |  |  |
| 1 | 7 | 7 | 4 | 3 | 10 | 9 | 2 | 1 |  |  |
| 1 | 7 | 9 | 4 | 3 | 5 | 5 | 10 | 8 | 2 | 1 |

Stream loops in Figure 8.2 contd.

| 1 | 7 | 9 | $j$ | 5 | 4 | 2 | $i$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 7 | 9 | 5 | 6 | 4 | 3 | 10 | 8 | 2 | 1 |
| 1 | 7 | 7 | $j$ | 0 | 1 | 8 | 2 | 1 |  |  |
| 1 | 7 | 7 | 5 | 5 | 17 | 3 | 3 | 4 | 2 | 1 |
| 1 | 7 | 9 | 1 | 3 | 2 | 1 |  |  |  |  |
| 1 | 7 | 3 | 3 | 3 | 3 | 4 | 2 | 1 |  |  |
| 1 | 7 | 7 | 1 | 5 | 3 | 5 | 6 | 4 | 2 | 1 |

Stream loops in Figure 8.2 conta.

