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Abstract

This dissertation is comprised of two essays in political economy and one in micro-
econometrics. Each of them proposes an alternative methodology to improve on the

estimation of a specific economic phenomenon.

The first essay studies the political allocation of US federal resources to localities tak-
ing into consideration that the states are also actively involved in allocating resources
to localities. I found that federal funds are biased towards localities within states
that are not represented by the same party as the one that represents the federal
government. This finding implies that a strategic federal government takes into ac-
count that non-aligned states have different spending priorities. These results suggest
that past research on the allocation of federal resources to localities has shown biased
estimates when the political allocation of resources is not studied in the context of a

multi-layered government environment.

The second essay exploits the existence of extended interlude periods (i.e., time be-
tween elections and government change date) from Latin American countries to iden-
tify a causal effect of a change in the probability of electoral defeat on a change
in the budget deficit. Theoretical studies on the strategic use of debt argue that
governments issue more debt when facing a higher probability of electoral defeat.
Testing this hypothesis has proven challenging since measures of that probability are
potentially endogenous. Since my identification strategy is focused on identifying the
effects of electoral surprises, I provide a plausible source of exogenous variation. I
find that the higher the increase in the probability of electoral defeat (victory), the

larger the increase (decrease) in the deficit.

The third essay studies the properties of a maximum likelihood estimator (MLE) of
dynamic panel data models with fixed effect when difference GMM methods suffer

from weak identification. While previous studies propose moments to solve the weak

il



identification under difference GMM for stationary processes only, this study shows
that MLE solves the weak identification issue not only when the process is stationary,

but also when it is not.

v



Acknowledgements

[ am grateful to Gergely Ujhelyi for his exceptional advice and encouragement during
these years. I thank Bent E. Sgrensen and Chinhui Juhn for very helpful comments.
This dissertation would not have been possible without their guidance. I also thank
Francisco Cantu for serving on my dissertation committee, and Jorge Streb for his

helpful comments during these years.
Sine Tepe deserves my deepest gratitude for her never-ending support and belief.

Finally, I want to thank my family for their constant support.



Contents

Chapter 1. Strategic Spending in Federal Govern-
ment: Theory and Evidence from the US

1.1 Introduction 2
1.2 Related literature 6
1.3 Background: Who controls the budget? 8
1.4 Theoretical framework 10
1.5 Data and econometric specification 16
1.5.1 Data. . . . . . . . e 16
1.5.2 Econometric specifications . . . . . . . .. ..o 17
1.6 Main results 20
1.7 Robustness checks 22
1.7.1 Redefining the dependent variable: Federal transfers in per capita terms 23
1.7.2 Alternative party control of the state definition . . . . .. .. .. .. 23
1.7.3 Addressing unobserved heterogeneity at state level . . . . . . .. .. 24
1.7.4 Elected council-executive counties . . . . . . .. ... ... ... .. 25
1.7.5 States with only one congressional district . . . . . . ... ... ... 26
1.7.6 Multi congressional districts counties . . . . . . . . . ... ... ... 27
1.7.7 Controlling for state transfers to localities . . . . . . . .. ... ... 27
1.8 Conclusion 28
Appendices 30
Tables and Figures 36

Chapter 2. Horizon Effect in Government Deficit: Ev-
idence from Presidential Interludes in Latin America

2.1 Introduction 43
2.2 Theoretical framework 46
2.3 Data and empirical strategy 52
2.3.1 Data and variable definitions . . . . . . . . . . . ... .. ... ... 52
2.3.2 Methods and Econometric specification . . . . . .. ... ... ... 23
2.4 Esmtimation results 55
2.4.1 Basicmodel . . . . . . . . 5H
2.4.2 Reelected incumbent vs. successor from the same party . . . .. .. o7

vi



2.5 Robustness checks 58

2.5.1 The timing of the pre-electoral fiscal manipulation . . .. .. .. .. 28
2.5.2 Interludes’ length . . . . . . . . ... .. ... 60
2.6 Conclusion 60
Appendices 62
Tables and Figures 66

Chapter 3. Weak Identification in Dynamic Panel
Data Models under Non-stationary Processes

3.1 Introduction 78
3.2 The model and some well known IV-based consistent estimators 79
3.2.1 The instrumental variable estimator (IV) . . .. .. ... ... ... 80
3.2.2 Difference GMM estimator (GMM) . . . . . ... .. ... ... ... 81
3.2.3 Limited information maximun likelihood estimator (LIML) . . . . . 83
3.3 The problem of weak instruments 84
3.4 A transformed maximun likelihood-based estimator 85
3.5 Monte Carlo simulations 88
3.6 Conclusion 89
Tables 91

References 93

Vil



Chapter 1
Strategic Spending in Federal Government: Theory

and Evidence from the US



1.1 Introduction

Incumbent politicians may have several reasons to sway the distribution of resources
away from pure welfare maximization. Electoral competition may induce incumbents
to allocate more resources to localities with a high proportion of swing voters - voters
who are not specifically attached to any of the parties.! By contrast, if politicians
are risk averse, they might see a safer investment in targeting partisan localities -
localities with many voters loyal to the incumbent’s party.? Apart from their own
policy objectives, incumbents may also want to help other politicians from their party:
for example, influencing the composition of Congress can help to enact a greater
portion of the executive’s legislative agenda when a large number of co-partisans
reside within Congress.?

Studies on the political allocation of resources tend to treat democracies as if
they were unitary systems with only one level of government actively involved in
the distribution of resources. In reality, however, multiple levels of government each
pursue their own political goals. For example, apart from the US federal government,
states also allocate resources to localities.* In such a system, governments will have
an incentive to act strategically. For example, the central government should consider

whether to allocate resources to state governments or to localities taking into account

! Lindbeck and Weibull (1987, 1993), Case (2001), Strémberg (2008), Arulampalam et al. (2009).

2 Cox and McCubbins (1986), Ansolabehere and Snyder (2006), Larcinese et al. (2006).

3 Colleman (1999), Howell et al. (2000).

4 Studies on the political determinants of state-county transfers include Frederickson and Cho

(1974), Ansolabehere et al. (2002), and Ansolabehere and Snyder (2006).



that state governments will also target specific localities. In this paper, I model this
type of strategic interaction between different levels of government, and test the model
using data on the distribution of federal transfers between states and localities in the
Us.

Government preferences regarding resource allocation are determined to a large
extent by party politics. State and federal governments may be aligned (when they
are controlled by politicians from the same party) or non-aligned (when they are
controlled by different parties). Because aligned governments have similar preferences
regarding resource allocation, they are likely to want to target spending towards the
same localities. Non-aligned governments, by contrast, are likely to have different
spending priorities. A strategic federal government should take this into account.
It should spend more on its preferred localities in non-aligned states, where these
localities are likely to be at a disadvantage, than in aligned states, where the same
localities are likely to receive state funds as well. Considering federal-to-state rather
than federal-to-local transfers, federal transfers to aligned states should be greater
than to non-aligned states, since the former would behave as a political partner and
the latter as a political competitor of the federal government.

I formalize this idea by setting up a sequential move game with perfect information
in which the federal government is the leader and the states are the followers. States
can be aligned or non-aligned with the federal government, and each player chooses
the intergovernmental transfers made to lower level governments (federal-to-state,
federal-to-local, state-to-local). I show that, in equilibrium, the federal government
will not transfer funds to localities that are also the target of state spending. Doing so
would simply crowd out similar spending by the state. In aligned states, the optimal
federal strategy is to target spending towards the state government. By contrast,
the federal government does transfer directly to localities in non-aligned states, since

these state governments have different spending priorities. The prediction therefore is



that we should observe more federal transfer to politically preferred localities within
non-aligned states than within aligned ones.

I estimate the predictions of the model using data on the allocation of US federal
government transfers between states and counties. I follow a difference-in-difference
strategy to test whether the federal government transfers more resources to politi-
cally aligned counties within non-aligned states than within aligned ones.> Consistent
with the model, I find that the federal government increases transfers to politically
aligned counties by around 6 percentage points, or roughly $11.50 per capita when
the state government changes from being aligned with the federal government to be-
ing non-aligned. There is no evidence for such an increase for non-aligned counties.
This demonstrates the importance of controlling for the three-way political alignment
between local, state, and federal government when studying the determinants of in-
tergovernmental spending. The finding that these interaction terms matter survives
a long list of robustness checks - among others, controlling for unobserved hetero-
geneity at the state-year level, alternative definitions of political alignment, and an
IV estimation to control for state transfers to localities.

My study has three broad implications. First, my results suggest that previous
findings on the political determinants of federal transfers to localities may contain
biased estimates. For example, some previous studies estimate the effect of local-
federal political alignment on the allocation of federal transfers without controlling
for state-federal alignment (Levitt and Snyder, 1995, 1997; Berry et al., 2010). If
local-federal and state-federal alignment are positively correlated, my findings imply
that the effect of local-federal alignment will be underestimated since it represents a

weighted average of non-aligned states, where I find strong effects, and aligned states,

5 Section 3 contains a detailed discussion on the construction of these measures of political

alignment.



where I find none.

Second, I show that - once the strategic interaction between governments is taken
into account - the data shows evidence of political opportunism in the allocation of
US federal transfers. The federal government appears to take advantage of the multi-
layered system of government in bringing federal dollars to its constituencies. While
some previous studies highlight the political incentives present in a federal system
(Dixit and Londregan, 1998; Volden, 2005), to my knowledge this is the first paper
to test this empirically.

Third, my results have general implications for normative studies of decentraliza-
tion. Other scholars have studied the efficiency gains from decentralization, either in
the sense of aggregate surplus or in the Pareto sense (Oates, 1972; Lockwood, 2002;
Besley and Coate, 2003). However, these studies compare public good provision in
a pure central system to pure regional or local provision. My results suggest that a
federal system with both central and multiple lower governments behaves differently
from these extremes. In this type of decentralized system, the federal government
might engage in a sort of competition with non-aligned states for mobilizing voters,
while cooperating with states that are politically aligned with it.

The rest of the paper is organized as follows. The next section places this paper in
the related literature. In section 3, I explain in detail how I define political alignment
based on previous studies. In section 4, I present the model. In section 5, I present the
data and econometric specification used to test the theoretical predictions. Section
6 contains the main empirical results, and section 7 the robustness checks. Finally,

section 8 concludes.



1.2 Related literature

There are three types of studies in the literature on the political allocation of govern-
mental resources: some study the allocation of federal resources to state governments,
others the allocation of state resources to localities, and still others the distribution
of federal resources to localities. None of the studies in the third group control for
the interaction between federal and state governments. In this sense, my study brings
together these previous papers by including all three effects.

In the first group of papers, on federal transfers to state governments, Grossman
(1994) estimates that federal grants increase when the number of public employees
and union membership per capita increase. He also finds that federal grants to states
increase when the percentage of seats held by Democrats in the House of Representa-
tives increases. Larcinese et al. (2006) show that federal outlays to states are affected
mainly by the President. Contrary to the common belief, the Senate and the House
of Representatives have much smaller impact on federal outlays. In particular, the
authors find that federal transfers are affected mainly by the alignment between the
President and the state governor and by the alignment between the former and the
majority of the state delegates in the House. By contrast, the governor’s alignment
with either the House or the Senate has no effect.

In the second group of papers studying the relationship between states and local-
ities, Ansolabehere and Snyder (2006) examine the effect of party control of the state
on the allocation of the state budget. They find that the party that controls the state
(which is not necessarily the party of the Governor) skews the distribution of funds
towards partisan localities. By contrast, they find weak evidence that swing voters
are being targeted.

In the third group of papers, on the allocation of the federal budget to locali-

ties, Levitt and Snyder (1995) estimate that, over a period of Democratic control of



Congress, federal programs with higher variability across districts were biased towards
districts with more Democrats.® Berry et al. (2010) follow Larcinese et al. (2006) but
use federal outlays to localities instead of states. They also find that the president
has ample opportunities to influence the allocation of high variability funds to local-
ities, both before and after congressional approval of the budget. Specifically, federal
spending to counties increases if the county’s House Representative is aligned with
the President. In contrast, they do not find evidence that congressional committee
assignments influence federal spending.

Bringing these results together, if the federal government transfers more funds to
aligned states, and states allocate more resources to aligned localities, then some of
the federal-to-state transfers might reflect the ultimate objective of targeting localities
aligned with the federal government. At the same time, this also implies that the
federal government will have more incentive to directly transfer funds to aligned
localities within non-aligned states. This is the starting point of my analysis below.
My findings will imply that studies such as Levitt and Snyder (1995) and Berry et al.
(2010), which do not control for federal-state alignment, are likely to underestimate
the effect of political alignment on federal-to-local transfers.

I know of only two (theoretical) studies that consider strategic interaction between
different levels of government. Dixit and Londregan (1998) study a model of political
platform competition and compare a centralized government with two levels of politi-
cal competition, central and state. They predict that the central policy implemented
is going to be a function of the policy implemented at the state level, since state
politicians compete during the second stage of the game. In Volden’s (2005) model,

state and federal governments may compete in the provision of public goods, leading

6 High variability programs are assumed to be more discretionary, and hence more likely to reflect

political motivations. See more on this in Appendix B.



to over-taxation and over-provision because both seek credit via public spending and
they do not want to be blamed for taxing. My contribution relative to these stud-
ies is to focus on the role of political alignment in the strategic interaction between

governments, and to provide empirical evidence consistent with my model.

1.3 Background: Who controls the budget?

This section discusses the concept of political alignment between governments based
on which actor is most likely to have control over the allocation of the budget.

At the federal level, both in the construction of budgets and in their implemen-
tation, the President has ample opportunities to affect the geographic distribution
of federal outlays since the Budget and Accounting Act of 1921. The President has
been responsible for composing a complete budget, which is submitted to Congress
in February of each year, and which initiates the actual authorization and appropri-
ations processes. Substantial efforts are made to ensure that the president’s budget
reflects his or her policy priorities (Berry et al., 2010). The Office of Management
and Budget (OMB) is an important vehicle of presidential control. Rather than sub-
mitting requests directly to Congress, agencies seeking federal funding must submit
detailed reports to the OMB. The OMB clears each of these reports to ensure that it
reflects the chief’s executive’s policy priorities. The end product is a proposed budget
that closely adheres to the President’s policy agenda. This ability of the President
to target funds towards desired areas does not imply that the members of Congress
cannot make amendments. However, the threat of a presidential veto gives mem-
bers of Congress an incentive to keep the budget proposal close to the initial form

proposed by the President (McCarty, 2000).” The President also has substantial in-

" This threat does not apply when a supermajority in Congress would be likely to overturn



fluence over the allocation of federal funds once the budget has been approved. For
instance, administrative agencies can be created through executive action; in such a
case, they are significantly less isolated from presidential control than are agencies
created through legislation (Howell and Lewis, 2002). In addition, the President can
reprogram funds within certain budgetary accounts; and with Congress’s approval,
he can transfer funds between accounts (Berry et al., 2010). In light of these facts,
the President’s party will be taken in this paper as the party that controls the Federal
budget. As discussed in section 2, this is consistent with the empirical findings of
Larcinese et al. (2006) and Berry et al. (2010), among others.

Regarding state governments, there are a variety of ways to define party control of
the state. One option is to use the governor’s party, analogously to the federal level.
However, it is important to note that, in contrast with Congress, during my period
of study (from 1982 to 2002) there were several instances of a party having a super-
majority in both chambers of the state legislature without holding the Governor’s
seat. In such cases overturning a Governor’s veto would have been likely, and this has
to be taken account in order to define the state control of the budget accurately. In
the main analysis, I will use the measure used by Ansolabehere and Snyder (2006),
which accounts for this type of divided government.® Based on this measure, the state
is under, say, Democratic control if (i) Democrats have a majority in both legislative
chambers and the Governor is a Democrat, or (ii) Democrats hold at least two thirds

of the seats in both legislative chambers. Republican control is defined analogously.

a presidential veto. In such a case, we might expect the budget to be less representative of the
President’s priorities. During my period of analysis (1982-2002), there was never a super-majority

against the President’s party, therefore overturning his veto would have been highly unlikely.

8 I discuss the robustness of my findings using alternative measures in section 7.



Ansolabehere and Snyder show that, under this definition of party control of the state,
state funds are targeted towards localities where the fraction of political supporters

is the highest.

1.4 Theoretical framework

[ model the political allocation of government expenditures by two levels of govern-
ment: federal and state. Both governments can spend directly at the local level (by
spending funds in specific districts or counties). In addition, the federal government
can make intergovernmental transfers to states, giving them discretion in how these
funds are ultimately spent.

Consider two states, ¢ = 1,2, with the same number of counties and assume that
the party that controls State 1 is aligned with the President and the party that
controls State 2 is not.” Counties in both states can be politically preferred by the
President (represented by the set F;) and / or politically preferred by the State i
(represented by the set S;). Following the literature discussed in sections 1 and 2
above, a county may be “politically preferred” because it has many loyal voters, or
because it is a swing county. The source of political preference will not matter for
the theory, but I will consider each of these possibilities separately in the empirical
analysis below. Assume that, in state 7, m; counties are politically preferred by both
the President and the party in control of the state (|F; NS;| = m;), n; counties are
politically preferred by the President only (|F;\(F; N S;)| = n;), and r; counties are

politically preferred by the party in control of the state only (|.S;\(F;N.S;)| = r;). This

% As in section 3, a state is aligned if the party that controls the state budget is the same as the

President’s party.
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is illustrated in Figure 1. As the figure makes clear, it is not unrealistic to assume
that the number of counties that are preferred by both the President and the state
government is higher in State 1 than in State 2 (m; > my) since the former is aligned
with the President. Similarly, the number of counties that are preferred by one level
of government only is higher for State 2 (n; < ny and r; < 73).1°

Each county is represented by an elected congressman who may or may not be
from the President’s party. Let the sets f; C{F;\(F;NS;)} and fs;C(F;NS;) denote
the counties whose House Representative is aligned with the President, and {(F;\(F;N

Si)\fi} and {(F; N S;)\fs;} the sets of counties whose House Representative is non-

Al Bl sl Ifsdl
|F1\(F1NS1)| |Fo\ (F2NS2)| [F1NSy| | FoNSa|

aligned. I assume that = q, i.e., there is
a constant share of counties aligned with the President within each group for each
state.!!

The President decides in the first stage of the game how much to transfer to each
state (77 and T3) and how much to transfer directly to each county j within each
state (Tﬁ and Tj%) In the second stage of the game, both state 1 and 2 decide how
much to transfer to each county (tlc] and tzcj respectively). I will assume that the
government’s budget is exogenous in order to avoid dealing with another source of
political opportunism, that is raising or lowering taxes. The federal government’s
budget is BFand states’ budgets are Bland B? respectively.

Assuming that all individuals have the same utility function and the same personal

income, the representative individual’s utility function of locality j in State i € (1,2)

10 Intuitively, aligned states have more things in common with the President, hence the preferences

over the political allocation of resources are more similar than in the non-aligned state.

1 One could instead assume that the proportion of aligned localities is higher within the aligned
state. The assumption of constant proportion within each state simplifies the algebra without

affecting the main result of the model.
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is UY = H (2"), where H (0) =0, H' (z) > 0, H"(x) < 0, and 2% is the total public
spending in the county. Public spending could be financed by either the State 7 only,
State ¢ and the President, or by the President only. Following Oates (1999), I assume
that higher level governments are less efficient at spending at the local level than
lower level governments that are “closer” to the target of spending.'? Specifically, I
let total public spending be 2% = QTC + tg, where 6 € (0, 1) represents the relative

inefficiency or leakage of President provision compared with the state provision.

The President’s payoff is

2
SO yH (0TS +5) + > yH (0T5) + Y HOTS +1t5)

i=1 jefs; jEfi JE(FNSi)\fs:)
c
T > H (0T5)),
Je((FN\FINS:)\ fi)
where v > 1 represents a relative preference towards spending in localities that have

an aligned House Representative.!®> The President faces the following budget con-

straint:

-S4,

i=1 jeF;

12 Qates (1999) argued that lower level governments should be more efficient in providing local
public goods because they are “closer to the people,” possessing knowledge of both local preferences
and cost conditions that a central agency is unlikely to have. Such local knowledge could also make

the political allocation of resources more effective when lower levels of government take the lead.

13 Presidents may have various reasons to help members of their own party. For example, based
on the discussion in Sections 2 and 3, a president can avoid the potential overturn of a future veto,
and thereby keep control of the budget, by ensuring that a certain number of co-partisans are elected

into office.
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State i’s payoff is

> HOTI+t)+ > H(),

JE(FiNS;) JE(S\(FiNS;))

and it faces the budget constraint

B +T8 =)t

JES;

Note that, because each government only cares about counties that are preferred by

it, t& = 0 for j € (F}\(F;N.S;)) and T = 0 for j € (S;\(F; N S;))."

(]

Solving the model using Backward Induction yields the following:

Proposition 1. In a Subgame Perfect Nash Equilibrium, (i) federal transfers to
counties that are politically preferred by the President only will be larger when the
House Representative is from the President’s party (Tg =T° > T = TS, for
i=1,2, 7€ fi, l € (F\(F;NS))\f:)); (ii) federal transfers to counties that are
preferred by both the President and the state will be equal to zero regardless of the
House representative’s party (Tg =T =0fori=1,2,5€ fs;, | € (FSi\fsi)).

Proof. See appendix A. B

Part (i) of Proposition 1 follows simply from the fact that the President puts
higher weight on counties with an aligned representative. Part (ii) is more surprising:

it says that the President will not transfer funds to counties that are also politically

preferred by the state. To interpret this result, consider the states’ reaction function

14 Similarly to the President, I assume that States only care about their preferred counties. This
means that a State’s payoff is not affected by federal transfers to its non-preferred counties. This
assumption could easily be relaxed: as long as the State attaches a higher weight to preferred
counties, allowing non-preferred counties to also have a positive weight would not affect the main

implications of the model.
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from solving their maximization problem in the second stage of the game:

* 1 ~.
9 = B'+T 46 Y Tf| —0T5, fori=1,2and j € (F,NS)1)
m; - T | le(F;NS;)
ti = - B'+T° 40 E Ty | ,fori=1,2and j € S;\(F;NS;) (2)
m; T
i le(FmSi)

Consider the President’s choice between transferring an extra dollar to county j €
(F;NS;) or to State . In the first case, county 7 would receive a fraction § < 1 of that

dollar. Moreover, given (1), State ¢ would decrease the transfer to that county j by

the amount Atf" = (mi::‘ri — 1)8 and given (2), it would increase the transfers to all

the other counties in the group S; — {j € (F; N S;)} by the amount At$" = (mﬂrr)ﬁ
to keep the total public spending in each county that belongs to the state i’s preferred
group S; equal. Instead, if the President gave the 1 dollar to State ¢, then the State

would increase the transfers to each county in the group S; by the same amount

At%* = mlim Comparing the two strategies, the president can target “indirectly”

each of his preferred counties in the group F;NS; with an extra amount of (mir )(1—-0)
dollars if he transfers one extra dollar to states and not directly to the counties in that
group. Then, transferring to his preferred counties in the group F; N.S; is dominated
by transferring to the state. This property of the equilibrium comes from the fact that
the President is comparatively inefficient at allocating political resources, combined
with the fact that he knows that each State ¢+ can undo anything he does in the first
stage, to meet State i’s goals in terms of political allocation.

By contrast, the President does transfer to counties that only he prefers (j €
F\(F;NS;)), because State 4 is not allocating any funds to them. Hence, in equilib-
rium, the President will allocate resources to his own preferred counties only.

Since the number of counties within each of the three groups (F;NS;, F;\(FN.5S;)

and S;\(F; N S;)) differs between State 1 and 2, we observe, on average, different

14



federal transfers to the President’s preferred counties within the non-aligned state 2

and within the aligned state 1. Formally stated, we have:

Corollary 1. Awverage federal transfers to the President’s preferred counties are
greater in the non-aligned State 2 than in the aligned State 1. The difference between
the states is greater in the case of counties that have a House Representative aligned

with the President. Formally, ((n;}fmz) — (mﬂm))Tf > ((mfm) - (anml))TSa > 0.

Corollary 1 is the main result of the theoretical model. On average, we observe
greater federal transfers to preferred counties within non-aligned states because (1)
there are more counties preferred by the President only, and (2) as stated in Proposi-
tion 1, those counties are the ones that the President targets. The difference between
states is greater when the county is represented by an aligned House Representative,
because these counties have a higher weight in the President’s objective function.

The model also has implications regarding federal-to-state transfers. As stated in
Proposition 1, transferring federal funds to the President’s preferred counties in the
group F; N S; is dominated by the strategy of transferring to the State ¢. Since the
number of counties preferred by both the President and the State is greater for the
aligned State 1, that state will receive more federal transfers than the non-aligned
State 2. Essentially, the President is more willing to delegate the allocation of funds
to State 1 with whom he has more in common.' This is formalized in the following

corollary:

Corollary 2. Federal transfers to State 1 are greater than to State 2 (TP > Ty')

if the endowments of both states are equal (B* = B2).

Proof. See appendix A. B

15 This result is consistent with the findings of Larcinese et al. (2006) in which federal government

transfers more funds to aligned states.
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1.5 Data and econometric specification

1.5.1 Data

The Census of Governments provides reliable and comparable data on the distribution
of Federal expenditures. It collects data on Government spending at five year intervals
throughout the U.S. I use the years 1982, 1987, 1992, 1997 and 2002, providing county
level data for around 3100 counties. The dependent variable for my analysis is the
sum of federal transfers to all local governments inside the county, as a percentage
of county personal income (from the Census Bureau). Importantly, the data allows
me to identify whether federal funds go directly to any local governments inside the
county (federal to county transfers), or indirectly through the state (federal to state
transfers).1®

To what extent are federal to county transfers discretionary, as opposed to strictly
formula based? In Appendix B, I study this question in detail, using techniques from
the literature to measure the extent of discretion. In particular, Levitt and Snyder
(1995, 1997) and Berry et al. (2010) argue that variability in spending provides
evidence of discretion, and I show that the variable I use displays more variance than
even the highly discretionary programs from CFFR. In the Appendix, I also propose

an alternative, more stringent test for measuring the variability of federal programs

16 Some previous studies have used data from the Consolidated Federal Fund Report (CFFR
hereafter). This data details federal transfers by programs and recipients every year, but one cannot
identify whether those funds go directly to a locality through federal agencies, or indirectly through
state agencies. This distinction is crucial for my study. Another advantage of using data aggregated
across programs is that federal programs from an integrated and complex federal budget are often
linked, so using aggregate data controls for this correlation, avoiding the simultaneous equation bias

that might arise if specific programs were studied instead.
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and show that the variable I use appears highly discretionary based on this test as
well.

Other data used here include controls that are standard in the public finance
literature (see Appendix C for detailed sources). I use county level income per capita,
black population, population under 18, population over 65, total population, and
presidential elections statistics, all from the Census Bureau. The information about
Congressional districts was collected from the Atlas of Congressional Districts, taking
into account the changing district boundaries. I also use voting data about Governors,
state legislatures, and US House Representatives from multiple sources described in

Appendix C.

1.5.2 Econometric specifications

Based on Corollary 1, I estimate the difference in federal transfers to counties in
aligned vs. non-aligned states depending on whether the county is represented by
a House Representative from the President’s party (“aligned counties”). I present
two econometric models. In the first one, I do not try to identify which counties are
“preferred” by the President, i.e., these could be either partisan or swing counties. In
the second one, I explicitly study which of these two groups drives the results.

The first econometric specification is as follows:

7}% = a+LrsFSiu+BrcF Cii+BrsxrcF S ><FCjit+X3itb+ﬁposp05jit+ﬁclose05086m

+ D¢ +ujteji (3)

Here, T¢,

Jit 1s federal transfer to county j in State ¢ during year ¢, X;it are various time
varying controls (natural log of real income per capita, percentage of blacks, percent-

age of people under 18, percentage of people over 65 and natural log of population)

17



and F'C and F'S are political alignment dummy variables. Namely, F'S is an indicator
that represents federal-state political alignment for the current and the previous two
years.!” Based on the discussion in Section 3, this variable takes a value of 1 if the
party that controls the state budget is the same as the President’s party. Similarly,
FC'is an indicator that represents federal-county alignment for the current and the
previous two years. It takes a value of 1 if the congressional district in which county
j lies has a US House Representative from the same party as the President.!® The
variables pos and close are indicators of the last presidential election vote margin.
The former takes a value of 1 if the vote margin was higher than 0.10, and the latter
takes a value of 1 if the margin was between -0.10 and 0.10.'° These variables are
included because of the potential correlation between alignment categories and pre-
vious electoral vote margins, in which case excluding them could lead to an omitted
variable bias. The specification also includes fixed effects: time fixed effects (Dy)
are used to control for country-wide effects, such as the political and economic envi-
ronment at the federal level, and county fixed effects (u;) control for time-invariant

unobserved heterogeneity at the county level, such as the number of local government

17 My results below are virtually unchanged if I use the previous two years (ignoring the current

year).

18 Tf the county is divided into many congressional districts, as it happens with highly populated
counties, I categorize the county as being aligned with the President if at least 70% of its House
Representatives are from the President’s party. In section 7, I show that the results are robust if I

exclude these cases from the analysis.

19 Margin is a continuous variable taking values between [-1,1]. For example, if the president is a
Democrat and 55% of the electorate in county j voted for Democrats and 45% for Republicans, the

margin will be 0.10. However, if the President were Republican, the margin would have been -0.10.
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units within each county, or urban vs. rural areas where the President might have
different political incentives.

Based on the prediction of the model in Section 4, we expect the difference-in-
difference estimator Srsx re in (3) to be negative. As stated in Corollary 1, frsxro =

((nz’};w) — (m’rml))(Tfa —TY) < 0. This means that the change in federal transfers

when the State becomes non-aligned with the President (changing the party that
controls the state budget) has to be greater, on average, for aligned counties than for
non-aligned ones.

By not conditioning the difference-in-difference estimate Srgxpc on “preferred”
counties, equation (3) is likely to provide an underestimate of the true effect. This
is the average effect between the President’s preferred and non-preferred counties.
Based on the theory, the effect should only be present among the preferred counties.

In the second econometric model, I investigate which counties, partisan or swing,
are more likely to be preferred. For example, if preferred counties are the partisan
counties, we expect the difference-in-difference to be stronger for this group. I incor-
porate in equation (3) the effect of partisanship on the change of federal to county
transfers due to changes in alignments by fully interacting the alignment variables
with the presidential vote margin categories: negative partisan (margin below -10%),
swing (margin between -10% and 10%) and positive partisan (margin above 10%). I

run the following regression:

7}% = o+ PrsF'Si + BroF Ciis + Brsxrcel Sit X FCji 4 Bposp0sjit + Beioseclosejiy
+ﬁFS><posFSit X POS it + BFSXcloseFSit X Closejit + 6FC’><posFCjit X POSjit
+BrCxcloseF' Clir X closeji + Brsgx roxpost Sit X FCjy X posji

+Brsx FOxcloselSit X F'Cji X closejy + X;itb + D¢ + uj+eji,
(4)

where pos;; stands for positive partisan, closej; for swing, and the excluded
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category is negative partisan counties.

1.6 Main results

In this section I present the main empirical findings of the paper. In Table 1, I
regress federal to county transfers on federal-state and federal-county alignment, and
the time varying covariates listed under Equation (3). In Column (1) and (2), we
see that federal transfers to counties are not significantly affected by the alignment
between the President and the party that controls the state (F'S) or by the alignment
between the President and the House Representative of a county (F'C). However,
the coefficients in both regressions have the correct sign. Namely, in Column (1)
federal transfers to counties are 2.5 percentage points smaller inside aligned states,
suggesting that the President has more interests in targeting counties within non-
aligned states compared with aligned ones. Transfers are 1 percentage point greater
when the county is aligned with the President, as seen in Column (2). The latter result
is in line with the findings in Berry et al. (2010), where an aligned Representative
with the President receives more federal funds for his district.

The estimation of equation (3), presented in Column (3), controls for the differ-
ential effect between aligned and non-aligned states on federal transfers to aligned
and non-aligned counties. Consistent with the model, I find that the President tar-
gets spending towards counties represented by an aligned Representative more within
non-aligned states. The coefficient estimate Bpg is almost zero, which means that
the transfer to a non-aligned county does not change if the State changes from non-
aligned to aligned with the President. Instead, when this difference is conditional
on aligned counties, the transfer decreases by 5.6 percentage points as shown by the

linear combination BFS + BFSXpC in panel B. This finding is explained by Proposi-
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tion 1: There is no incentive to spend in aligned counties within aligned states, since
that would simply crowd out similar spending by the State. There is, however, an
incentive to spend in aligned counties within non-aligned states.

Based on Corollary 1, the precision of the estimation can be increased by condi-
tioning on counties preferred by the President. For that purpose, Table 2 presents
the results from estimating equation (4). The table shows the estimators conditional
on positive partisan (in panel A: margin > 0.10), swing (in panel B: margin< |0.10])
and negative partisan counties (in panel C: margin < -0.10). For each case, I report
the estimates for the change in federal transfers to an aligned county when the state
changes from non-aligned to aligned with the President (first row in all panels of Ta-
ble 2), the change in federal transfers to a non-aligned county when the state changes
from non-aligned to aligned (second row in all panels of Table 2), and the difference
between these two changes (reported in the third row in all panels of Table 2).

In the first row of Panel A, federal transfers to an aligned partisan county are
5.9 percentage points smaller when the state changes from non-aligned to aligned
with the President. The second row of the same panel shows the same difference
when the county is not aligned with the President. This estimate is close to zero and
insignificant, indicating that the President does not change the allocation of resources
to non-aligned counties when the state’s political alignment changes. As the third
row of the panel shows, the two estimates are significantly different from each other,
indicating that there is a difference in the President’s behavior regarding aligned and
non-aligned partisan counties.

As panel B shows, I do not find similar differences for swing counties (although
the coefficients have the expected sign). This suggests that, in this context, the
President has a preference towards targeting aligned partisan counties rather than
swing counties.

In Panel C, the estimate Brs indicates a significant effect for aligned negative
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partisan counties. However, as the last row shows, there is no evidence of a difference
between aligned and non-aligned counties in this case. Given the small number of
aligned negative partisan counties, results for this category should be interpreted with
care.?

The results in this section are in line with the theoretical model. The President
has an incentive to allocate funds strategically to aligned counties only within non-
aligned states. This effect appears to be stronger within partisan counties, suggesting
that these might be the counties viewed as politically valuable by the President in

this setting.

1.7 Robustness checks

In this section, I explore the robustness of the above results by estimating speci-
fications (3) and (4) on different sub samples, by changing how the dependent or
independent variables are measured, and by controlling for various sources of unob-

served heterogeneity.

20 For aligned states (i.e., 'S = 1), we have 190 negative partisan counties, compared with 360
swing and 990 positive partisan counties. For aligned counties (i.e., F'C = 1), we have 250 negative
partisan counties, compared with 760 swing and 2400 positive partisan counties. For aligned counties
inside aligned states (i.e., F'S x F'C' = 1) we have 31 negative partisan counties, compared with 100

swing and 570 positive partisan counties.
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1.7.1 Redefining the dependent variable: Federal transfers in

per capita terms

The dependent variable throughout this study is federal-county transfers as a percent-
age of county personal income. If income can also fluctuate due to political cycles, the
dependent variable might have an unclear interpretation because every time the fed-
eral government changes transfers due to political alignment, both the numerator and
the denominator will be moving in the same direction. As a robustness check, I use
real federal transfers (prices of 2000) in per capita terms as the dependent variable.?!

The results can be seen in Column (2) of Tables 3 and 4. In Column (2) of Table
3, we see that the main results do not change, although the difference in difference be-
came non-significant.?> Column (2) of Table 4 separates partisan and swing counties,
and shows that the results are qualitatively the same as above. I find a significant

and negative difference-in-difference for partisan counties but not for swing counties.

1.7.2 Alternative party control of the state definition

The party in control of the state can be defined in alternative ways (see Section 3).
Above, I have used the measure proposed by Ansolabehere and Snyder (2006). In
this section, I change that definition slightly to show that the main results are not

sensitive to changes in the way of defining party control of the state.

21 The drawback of this variable compared to income is that people can move due to public good

provision as in the Tiebout sorting model.

22 This could be explained by Tiebout sorting. It could also be due to an attenuation bias because

a linear extrapolation was used to get population at 5 year intervals from the decennial census.
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A governor’s veto power is an important element of control over the state budget.
However, a veto can in some cases be overturned by two thirds of the legislators. The
greater the share of co-partisan legislators, the smaller the probability of overturning
a Governor’s veto, and the more likely that the governor’s preferences will determine
the budget. To capture this, I use the following definition of party control: if the
Governor’s party has a simple majority in one of the legislative chambers and holds
at least one third of the seats in the other chamber, then the state is controlled by
the Governor’s party. Intuitively, a veto overturn is unlikely in this case since the
legislature needs more than two thirds in both chambers for overturning a Governor’s
veto. I use this new definition to construct the federal-state alignment variable, and
re-estimate equations (3) and (4).

The results can be seen in Column (3) of Table 3 and 4. As we can see in Table
3, the results change little, with the difference in difference increasing somewhat in
absolute value for this new definition of party control of the state. Column (3) of Table
4 shows a similar pattern: the finding of a differential effect for partisan counties is

reinforced compared to the measure used earlier.

1.7.3 Addressing unobserved heterogeneity at state level

The results could be subject to an omitted variable bias if federal transfers to counties
were correlated with unobserved state-time varying covariates. One example of this
is federal to state transfers. Since these are potentially endogenous, controlling for
them would not be appropriate. Using state-time fixed effects will address this and
other potential state-time level heterogeneity.

In Column (4) of Table 3 and 4, we can see the estimation of equations (3) and
(4), respectively, once these fixed effects are included. In Column (4) of Table 3,

as before, aligned counties receive significantly higher transfers only in non-aligned
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states. In aligned states, the effect of federal-county alignment is negative and not
statistically significant.?> In Column (4) of Table 4, the estimates change little, and
the difference in difference for partisan counties is still significant. Note that there is
a considerable loss in degrees of freedom in these regressions due to the inclusion of
around 250 new fixed effects. Based on these results, state level heterogeneity does

not appear to affect the main findings of the paper.

1.7.4 Elected council-executive counties

There are three basic forms of county government: Commission, Administrator and
Council-Executive. The last one differs from the others in that the executive is
independently elected by county voters instead of being appointed by a council or
commission board. The county board remains the legislative body, but in this case
the executive can veto ordinances enacted by the commission. The county executive
has as much power as a mayor-council in a strong municipality or city. For counties
with such a strong executives the President might care about the party of the executive
more than about the party of the House Representative.

[ am not aware of any dataset that would contain the party affiliation of the
county executives or the date this form of governments was first introduced in each
county. However, the National Association of Counties (NACO) identifies which
counties currently have this form of government. In Column (5) of Table 3, I drop
these 400 counties and re-estimate the model. The estimator BFSXFC is still negative
but not significant. Nevertheless, the linear combination BFS + BFSX re is significant

and negative, and BFS is close to zero, just like in Column (1). When we control for

23 Although not significant, the sign of Brgx pe remains unchanged.
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partisan and swing counties as shown in Column (5) of Table 4, the results are very
similar to the ones shown in Column (1). These results reinforce the main findings of
the paper. They also suggest that either the organizational form of the counties and
the party affiliation of their executives are not correlated with the party affiliation
of the House Representative, or that, even council-executive counties, the President

cares more about the party of the House Representative.

1.7.5 States with only one congressional district

If a state has only one congressional district, this increases the correlation between the
federal-state and the federal-county alignment measures. If we assume the extreme
case in which all the states have only one congressional district as large as them-
selves, then neither the model of equation (3) nor equation (4) would be identified.
Even though the situation is away from this extreme case, there are states with one
congressional district that increases the correlation between those two measures of
alignment. This could reduce the significance of the individual parameter estimates,
while still resulting in significant linear combinations like in panel B of Table 1 and
Table 2. In order to see whether the results are affected by the correlation between
F'S and FC, I drop from the sample the states with only one congressional district
(Alaska, Delaware, North Dakota, Vermont, Wyoming and South Dakota). These
results are in Column (6) of Table 3 and 4, and the estimates are very similar to the
ones obtained earlier. Hence, we can conclude that states with only one congressional

district are not driving the results found above.
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1.7.6 Multi congressional districts counties

The most populous counties are divided into many congressional districts. Since
the unit of observation is the county, federal-county alignment could be measured
in different ways in these cases. For the estimates above, I defined a multi-district
county as being aligned if at least 70% of the House Representatives were aligned
with the President. To check whether these counties are biasing the results I drop
them from the sample. The result of re-estimating the specifications in this manner
are in Column (7) of Tables 3 and 4. In Table 3, the difference-in-difference estimate
is significant at 10% as in the main estimation of Column (1) with an increase in
absolute value. In Table 4, the results change very little compared with estimation in
Column (1) of the same table. The definition of alignment for counties with multiple

congressional districts does not drive the findings above.

1.7.7 Controlling for state transfers to localities

Since state-county transfers are endogenous based on the model, an instrument is
required in order to include them in the regression. Here I instrument state transfers
to county j with the average transfer inside the congressional district where county j

lies, but without county j. Formally, for a congressional district [, I estimate

Rl
C C /
i = a+ ¢ R_1 Z L | + leitC‘|‘Dt + U5 + € (5)
k#j
T = o+t + Wigd + Do+ 15 + i (6)

where Wiy = (F'Sy, F'Clit, F'Sit X FCuit, Xjiie, posjiit, closeji)’', d = (Brs, Bre,
Brsxrc, B, Bposs Betose)’, and tﬁit represents the state transfer to county 7, which lies

within congressional district [, inside state i, during year ¢. Equation (5) represents
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the first stage of a just identified system of equations composed by (5) and (6), where
the excluded instrument for state to county j transfers is (ﬁ ZkP‘;j ti?m) because
it is less likely that ej;; is correlated with <ﬁ ZkR; y tkclit) than with tjczit- Equation
(4) can be instrumented in a similar manner.

The results are in Column (8) of Table 3 and 4. Since the instrument cannot be
constructed if the county is divided in multiple congressional districts, I exclude these
counties from the regression.?* As we can see, the instrument is fairly strong. In the
bottom panel of Table 3 and Table 4, the F-statistic of the first stage is higher than
55 in both cases, the adjusted R? of the first stage regression is around 0.36, and the
coefficient of the instrument is significant at 1%.

The estimated coefficient on state-county transfers is close to zero, while compar-
ing Column (7) and (8) in both tables shows little change in the coefficient estimates

BFS, BFC and BngFC. This reinforces the validity of the OLS estimates presented

above.

1.8 Conclusion

To this point, scholars have been studying the political allocation of federal resources
without considering the involvement of state governments. Because state govern-
ments allocate resources based on some of the same considerations, a strategic federal
government should take this into account. Controlling for this fact using party align-
ment between these two layers of governments, [ have found that the President skews

the distribution of funds towards counties whose House Representatives are from the

24 The IV estimates from Column (8) can be compared with the OLS estimates of Column (7)

because the sub-samples are the same.
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President’s party, but only within non-aligned states. Specifically, federal transfers to
such counties decrease by around 6 percentage points when the party that controls the
state becomes aligned with the President. Consistent with my model, no effect has
been found for counties whose House Representatives are not from the President’s
party. This demonstrates the importance of controlling for the three-way political
alignment between county, state, and federal government when studying the determi-
nants of intergovernmental spending. The finding that these interaction terms matter
survives a long list of robustness checks, as shown in Section 7 above.

This paper has important implications for normative studies of decentralization.
My results suggest that in a highly decentralized federal system such as the US, the
federal government might engage in a sort of competition with non-aligned states for
mobilizing voters, while cooperating with states that are politically aligned with it.
Understanding the welfare impact of the strategic interaction between different layers
of governments is outside the scope of this paper, but my findings do imply that
taking this interaction into account is important for welfare analysis.

The standard view of decentralization is that it removes political power from
the center. The findings in this paper indicate the presence of an offsetting effect.
After decentralization, a strategic central government may be able to rely on some
local governments to further his political goals, and could concentrate more direct
spending on those areas where his power has declined. The ultimate impact on the

central government’s de facto power may be ambiguous.
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Appendix A. Proof of propositions of section 4

I solve the model using Backward Induction. In the second stage, each State ¢ = 1,2
maximizes the following Lagrangian:

Li= Y HOTS+t5)+ ¥ H(tG) +pu(B+T5— > 15), fori=1,2
JE(FNS;) JE(S\(FinS;)) JES:

The first order conditions are:

H'(0TF +t5;) = i, for all j € (F; N S;) (1)

H'(t5) = i, for all j € (S\(F; N S;)) (2)

B+ TS = >tf (3)
JES;

working with (1), (2) and (3) yields state i’s reaction functions:

tg* - m-{i-r- él + Tis +0 Z Tzlc - eTga
L IE(FinSi) |

te = —— B 4+TS+0 Y TS| foralli=1,2and j € S;\(F;NS)) (5)
‘ ‘ lE(FiﬁSi)

foralli=1,2and j € (F;NS;) (4)

Given this, the Lagrangian for the President’s maximization problem in the first

stage is given by

LP =30 | S AH (0TS +¢57) + S vH (0T5) + S H (0TS +t5) +
JEfsi JEfi JE((FinSi)\ fsi)

JE{((FN(FNS))\ i} JEF;

H (QTS)) +37 (Z vi T35 + Uﬂ}s) +

A <§F 3L TS +Tﬁ>> :

JEF;

The first order conditions for maximization are,

g =0 HOTS +65) (s —0) + 5 HETE 4§ )5k +
le((FinSs)\fs:), I#£]
Z HI(GTLIC + tlc;*) 10 A + Vij = O, for all 7 = 1, 2 and j S ((FZ N SZ)\fSZ) (6)

m;+7;
Iefs; e

Liag =00 HUOTS +45) (8 —20) + 50 HOTY +1) 52+
€fsi, ¥
> H' (0T + 17" ) 2= — A+ wv;; =0, foralli = 1,2 and j € fs; (7)
le((FinSi)\fsi) Y
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LPTg =0:0H'(0T) — A+ v;; =0, for all i = 1,2 and j € ((F\(F N S;)\fi (8)

LPTg =0: 97H’(9Ti]c) —A+v;;=0,foralli=1,2and j € f; (9)
L =00 X TG S AH TS+ ) A =0,
le((FinSi)\fsi) lefs;
fori=1,2 (10)
LPA:o:EF—zle(;n§+ﬂ5):o, for i =1,2 (11)
JEF;

Lemma 1: TS =0 for all j € (F;NS;), T,{ > 0 for all j € (F\(F;NS;)), T >0

for all « = 1,2 is an equilibrium.

Rewriting conditions (4) to (11) by imposing the restrictions in Lemma 1 shows

that the first order conditions hold, we therefore have an equilibrium.
Using Lemma 1 to rearrange conditions (8) and (9) yields the following,

TS =TS, foralli =1,2 and j € (F\(FNS:)\fi; .5 = TS for all i = 1,2 and

ij

j € fi;and TS > TS, (12)
Lemma 1 combined with condition (12) verifies Proposition 1 and Corollary 1.
Lemma 2: T§ > 0 for any [ € (F; N S;), or TS = 0 for any | € F\(F; N S;)

cannot be an equilibrium.
One can easily verify that rewriting conditions (4) to (11) based on the restric-

tions imposed in Lemma 2 will lead to a contradiction. Thus, Lemma 2 shows the

uniqueness of the equilibrium stated in Proposition 1.

Rewrite (8), (9) and (10) based on Lemma 1 and condition (12) to get

,,1((1704)1711 amy )

mo—+r2 531 S mi+rq ﬁ/m1+'r1 _ 2 _ mS
mi+r1 (B +T ) 1—1(d=a)mg amy BT =15
H=H( ma+ry M2+T2)

It is easy to see that T =Ty for B! = B2, since m; > my and 7, < 79. This

proves Corollary 2.
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Appendix B. The discretionary nature of federal trans-

fers to counties

Berry et al. (2010), among others, used data from CFFR. To separate broad-based
entitlement programs from federal programs that represent discretionary spending,
Levitt and Snyder (1995, 1997) and Berry et al. (2010) calculate coefficients of
variation for each program and they separate them into two categories: low and high
variability programs (using as threshold a coefficient of variation of 3/4), because
they assume that high variability represents discretionary spending. Unfortunately, I
cannot follow the same methodology since the data from the Census does not allow
me to identify each source of spending individually. However, I can compare the data
from Census of Governments with high-variability programs from CFFR to show that
the former is highly discretionary as well.

In Table B1 column (4) we can see that the coefficient of variation associated with
Federal to county transfers is 1.45, by far higher than the threshold 3/4 proposed by
Levitt and Snyder (1995). The composition of federal to county transfers is detailed
in Column (1).?> There, we can see that almost half of it, on average, is composed by
Housing and community development, a highly discretionary set of programs based

on the coefficient of variation.?® Education is the second highest component of federal

25 The data [ am using from the Census of Government does not allow me to identify each source
of spending individually at county level. However, each source can be observed aggregated at state
level. That is to say the sum of all the federal to county transfers inside the state divided by program,

which is what I am using to calculate the shares in column 1.

26 The magnitudes of federal to county transfers cannot be compared with federal funds from
CFFR because the former only accounts for direct transfers to localities, while the second one

contains both direct and indirect transfers.

32



transfers to counties at 19%, also fairly discretionary. Health and Highways are the
third and fourth, with 4% and 3% respectively, and these are unlikely to exert much
influence overall.

A high coefficient of variation may not be due to discretion, but instead to large
demographic or economic changes in a county during a period of time. If this were the
case, the coefficient of variation would mistakenly indicate that the program is highly
discretionary when it is not. In order to address this potential issue, I will compare
the variance of the residual that comes from a regression of each program against
all the observable demographic and economic characteristics with the variance of the

program itself. To compute the former, I estimate
Yjit = & + ijitﬁ + D;Dt + u; + €jit, (Bl)

where y;i; is a given federal outlay in county j within State 7 in year ¢ as a percentage
of personal income; X;it is a matrix of demographic and economic county level-time
varying controls (natural log of real income per capita, % of blacks, % under 18 years
old, % over 65 years old and natural log of population); D;D‘c captures state by state
level heterogeneity per year and uj is a county fixed effect that captures unobserved
fixed heterogeneity; and e;; is the residual.

If the ratio var(é;it)/var(y;) is close to one, it means that the model did not ab-
sorb much variation of y;;, in which case demographic and economic changes did not
explain the variability, hence the program could be considered as highly discretionary.
The opposite is concluded if that ratio is close to zero.

The results can be seen in Column (6) of Table B1, federal to county transfers are
not less discretionary than the variables used in previous studies, detailed in Column
(8). Even more, it is at least as discretionary as all of them except for highway

programs.
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Appendix C. Data sources

All the data comes from the Census Bureau - USA Counties, unless indicated.

http://www.census.gov/support/USACdataDownloads.html#INC

Intergovernmental transfers from Federal government to Counties. U.S. Census

Bureau - USA Counties, Census of Governments (1982, 1987, 1992, 1997, 2002).

Intergovernmental transfers from State government to Counties. U.S. Census

Bureau - USA Counties, Census of Governments (1982, 1987, 1992, 1997, 2002).

Regional Consumer Price Index (CPI) for all urban consumers, not seasonally
adjusted. Yearly value obtained by averaging across months. U.S Department of

Labor: Bureau of Labor Statistics.
Personal Income. Bureau of Economic Analysis - USA Counties.
Percentage of Blacks. Race Data, U.S. Census Bureau - USA Counties.
Percentage of People Under 18. Age, U.S. Census Bureau - USA Counties.
Percentage of People Over 65. Age, U.S. Census Bureau - USA Counties.
Population. U.S. Census Bureau - USA Counties.

Presidential election Outcomes, Democrat and Republican vote share. CQ) Press

- USA Counties.

Matched Counties with Congressional district and Redistricting. Congressional

District Atlas: 95th to 109th Congress.

President, Governors, and United States House Representatives’ Parties. Library

of Congress Web Archive; OQurCampaigns.com.

State legislative seats held by each party. Burnham, W Dean, “Partisan Division
of American State Governments, 1834-1985". ICPSR Study No. 00013; Council of

State Governments, Book of the States.

34



Elected council-executive counties. National Association of Counties (NACO).
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Table 1: Federal-County transfers conditional on State and County alignment. Estimation of equation (3)

Panel A: Estimation Results (1) (2) (3)
Estimators
Brs -0.025 -0.007
[0.017] [0.015]
Brc 0.010 0.021%*
[0.011] [0.009]
Brsxrc -0.049*
[0.029]
Observations 15,067 15,054 15,054
R2 within 0.180 0.179 0.181
Number of counties 3,071 3,071 3,071

Panel B: Linear combination of estimators

(1) Brs + Brsxrc -0.056**
[0.027]

(2) Brc + Brsxrc -0.027
[0.029]

Notes: This table shows how federal to county transfers increase within non-aligned states compared to aligned ones. In panel A column 1 and 2
I estimate the effect of state and county alignment on federal to county transfers. Panel A column 3 shows the result of estimating equation (3). In
Panel B column 3, row (1) shows the difference in Federal transfers to an aligned county between aligned and non-aligned states. The row (2) shows
the difference within an aligned state between an aligned and a non-aligned county. All regressions include county and year fixed effects, as well as
the natural log of income per capita, natural log of population, % of blacks, % of inhabitants younger than 19 and % of inhabitants older than 65.
The highest 2% values of the dependent variable were considered outliers and dropped from the sample. Robust standard errors clustered at the state
level are reported in parenthesis. *, ** and *** denote 10, 5 and 1% level of significance, respectively.
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Table 2: Federal-County transfers conditional on State and County alignment as well as partisan or swing counties. Linear
combination of estimators from the estimation of equation (4)

(1) (2)

Panel A: Positive partisan (margin > 0.1)

(1) Brs + Brsxrc + Brsxpos + Brsx Foxpos -0.059*
0.032]
(2) ﬁFS +BFS><pos 0.018
0.018]
(3) Brsxrc + BrsxFcxpos -0.077**
[0.037]
Panel B: Swing (margin < |0.1])
(1) BFSJ’_BFSXFCJ’_BFSXCIOSB+BFS><FCXCIOSB -0.044
0.035]
(2) ﬁFS + BFSXclose -0.021
[0.023]
(8) Brsxrc + BrsxFoxclose -0.024
|0.044]
Panel C: [Omitted category| Negative partisan (margin < -0.1)
(1)  Brs+ Brsxrc -0.016
0.076]
(2) PBrs -0.046**
[0.02]
(8) Brsxrc 0.031
0.082]

Notes: This table shows how federal to county transfers increase within non aligned states, compared to aligned ones, for three different categories
of the last presidential electoral vote share. Each cell represents a linear combination of estimators obtained from estimating equation (3). The number
of observations is 15,054, the number of counties is 3,071. R2=0.179. The highest 2% values of the dependent variable were considered outliers and
dropped from the sample. Robust standard errors for the linear combinations clustered at the state level are reported in parenthesis. *, ** and ***
denote 10, 5 and 1% level of significance, respectively.
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Table 3: Robustness checks. Different subsamples and specifications. Estimation of equation (3)

E) I ) N ) N N ©) (©) W (®)
Method: OLS v
estimators
7 0.011
[0.008]
BFS -0.007 -1.715 0.008 - -0.013 -0.020 -0.000 -0.000
[0.015]  [3.316]  [0.011] - [0.017]  [0.015]  [0.016]  [0.012]
BFC 0.021**  3.471**  0.020%* 0.013*  0.018*  0.023%**  0.020** 0.014*
[0.009]  [1.654]  [0.009] [0.007] [0.009]  [0.009]  [0.009]  [0.007]
BFSXFC -0.049%* -9.659 -0.054*  -0.034 -0.046 -0.036 -0.059*  -0.055***
[0.020]  [6.003]  [0.028] [0.024] [0.031]  [0.029]  [0.030]  [0.017]
Observations 15,054 15,066 15,054 15,054 13218 14260 13,292 13,133
R-squared 0.181 0.110 0.180 0.217 0.167 0.181 0.173 0.167
Number of Counties 3,071 3077 3,071 3,071 2,699 2,976 2,927 2,892
Brs + Brsxrc -0.056**  -11.37**  -0.046 - -0.059*%*  -0.056*  -0.059** -0.056***
0.027]  [5.668]  [0.028] - [0.028]  [0.029]  [0.027]  [0.013]
Brc + Brsxrc 20.027 -6.188  -0.034 -0.022  -0.028  -0.014  -0.039 -0.04
[0.028]  [6.017]  [0.027] [0.023] [0.032]  [0.029]  [0.029]  [0.016]
First Stage R2 0.360
First Stage F test 70.12
First Stage excluded instrument coefficient 0.520%**
Standard error [0.015]

Note: This table shows the same result as in Table 2 in Column 1. In Column 2, I use federal transfers in per capita terms as the dependent
variable. In Column 3 I use an alternative measure of party control of the State. In Column 4 I control for State level Heterogeneity by using
State*year dummy variables. In Column 5 I eliminate from the sample those counties in which voters in a county elect a council-executive. In
Column 6 I eliminate states with one congressional district. In Column 7 I eliminate counties divided in many congressional districts. In Column 8 I
perform an IV estimation where State-County transfers are instrumented with the average of State-County transfers inside the district but outside the
country. All regressions include county and year fixed effects, as well as the natural log of income per capita, natural log of population, % of blacks,
% of inhabitants younger than 19 and % of inhabitants older than 65. The highest 2% values of the dependent variable were considered outliers and
dropped from the sample. Robust standard errors clustered at the state level are reported in parenthesis. *, ** and *** denote 10, 5 and 1% level of

significance, respectively.
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Table 4: Robustness checks. Different subsamples and specifications. Estimation of equation (4)

(1) (2) (3) (4) (5) (6) (7) (8)

Method: | OLS v
] -0.0006
[0.006]
BFSxFC + BFSXFCXPOS -0.078%*  -14.438* -0.091** -0.053* -0.074* -0.065* -0.091** -0.085%***
[0.037] [7.708] [0.038]  [0.031] [0.041] [0.038]  [0.038] [0.023]
Brsxrc + Brsx Foxdose -0.024 -6.723 -0.031 -0.021  -0.016  -0.017 -0.032 -0.029
[0.044] [7.474] [0.043]  [0.040] [0.056] [0.044]  [0.046] [0.034]
BFSXFC 0.031 3.29 -0.027 0.043 0.006 0.034 0.039 0.042
[0.082] [13.852] [0.030] [0.081] [0.086] [0.083] [0.089]  [0.062]
Observations 15,054 15,066 15,054 15,054 13,218 14,260 13,292 13,133
R-squared 0.179 0.109 0.179 0.216 0.165 0.181 0.172 0.169
Number of Counties 3,071 3,077 3071 3,071 2,699 2976 2927 2,892
First Stage R2 0.36
First Stage F test 56.05
First Stage excluded instrument coefficient 0.572%%*
Standard error [0.021]

Note: This table shows the same result as in Table 3 in Column 1, but only for the linear combinations. In Column 2, I use federal transfers in
per capita terms as the dependent variable. In Column 3 I use an alternative measure of party control of the State. In Column 4 I control for State
level Heterogeneity by using State*year dummy variables. In Column 5 I eliminate from the sample those counties in which voters in a county elect
a council-executive. In Column 6 I eliminate states with one congressional district. In Column 7 I eliminate counties divided in many congressional
districts. In Column 8 I perform an IV estimation where State-County transfers are instrumented with the average of State-County transfers inside
the district but outside the country. All regressions include county and year fixed effects, as well as the natural log of income per capita, natural log
of population, % of blacks, % of inhabitants younger than 19 and % of inhabitants older than 65. The highest 2% values of the dependent variable
were considered outliers and dropped from the sample. Robust standard errors clustered at the state level are reported in parenthesis. *, ** and ***
denote 10, 5 and 1% level of significance, respectively.
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Table B1. The discretionary nature of federal transfers to counties. Comparison with other transfers and programs

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

var(ejit)

variable y;; mean(y;¢) var(y;z) CV  var(ejir) ar(goe) Source Used in previous studies by:
Federal-County transfers as % PI 0.50 0.52 1.45 0.24 0.46 ng(iriur;eorfts -

Frederickson and Cho (1974)
State-County transfers as % PI 4.53 5.71 0.53 0.73 0.13 ng(iriurieorfts AATSOOIE bbeeh}f;fee;nzg'sgifo(?;)

(2006)

Federal-State transfers as % PI 3.33 143 036 013 0.09 Ggfen;“;;fts Géj’ii‘g?n(;éfgf)
Federal funds on Health as % PI 4% 5.61 38.64 1.11 5.56 0.14 CFFR
Federal funds on Education as % PI  19% 0.43 0.40 1.47 0.15 0.38 CFFR
el B A g o o an e omm Moo
Federal funds on Housing and 49% 0.83 1.09 126  0.52 0.47 CFFR

Community development as % PI

Note: Column 1 shows the composition of federal-county transfers as % of personal income (PI) by program. Column 2, 3 and 4 show simple

means, variances and coefficient of variation, respectively. Column 5 presents the estimated variance of the residual that comes from regressing

equation B1 using clustered errors at State level (for Federal-State transfer as % GSP robust standard errors were used, instead). Column 6 shows
the ratio between var(ej;;) and var(y;;) as a measure of variability of the federal program (close to 1 is high variability, close to 0 is considered low
variability). Column 7 shows the sources where the federal funds come from. And Column 8 presents authors who used the mentioned variables in

previous studies. For calculating columns 2, 3,4, 5 and 6 the highest 2% values of the dependent variable were dropped from the sample because of

being considered outliers.
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Figure 1: Graphic representation of counties preferred by the President and states.

State 1 is aligned with the President State 2 is not aligned with the President

F;: set of counties preferred by the President.

S;: set of counties preferred by the State i.

(F; n S;): set of counties preferred by both the President and State i.

fi: set of counties preferred only by the President, with an aligned Representative.

f's;: set of counties preferred by both the President and State i, with an aligned Representative.
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Chapter 2
Horizon Effect in Government Deficit: Evidence

from Presidential Interludes in Latin America



2.1 Introduction

Positive studies on budget deficits and debt accumulation have argued that a govern-
ment anticipating a possible defeat in the next election can use debt strategically in
order to influence the policy of its successor. Such opportunistic behavior leads to an
over-issuance of government debt relative to what is optimal (Persson and Svensson,
1989; Alesina and Tabellini, 1990; Tabellini and Alesina, 1990). In particular, Alesina
and Tabellini (1990) predict that governments, regardless of their party ideology, will
issue more debt when facing a higher probability of electoral defeat.

Estimating the predictions of strategic debt models has proven challenging. Since
incumbents may use the budget to help their reelection prospects (Rogoff and Sibert
1988; Rogoft, 1990; Shi and Svensson, 2006), proxies of the probability of reelection
may be affected by deficits, leading to a reverse causality problem.

This paper exploits the existence of extended interlude periods (i.e., time between
election and government change date) from Latin American presidential democracies
to identify a causal effect of a change in the probability of electoral defeat on a change
in the budget deficit. Namely, since uncertainty about the incumbent’s successor
is revealed during the interludes, by definition, the probability of electoral defeat
becomes, respectively, one or zero if the incumbent was voted out or reelected during
the elections. Then, using ex-post electoral outcomes as a proxy of the probability of
electoral defeat during the pre-electoral period allows me to construct an exogenous
change in that probability between the pre-electoral and the interlude periods to
estimate its impact on the change in debt accumulation.

This identification strategy has an added benefit. Estimating the effect of changes
in the probability of being defeated between pre-electoral and interlude periods allows
me to control for unobserved incumbent characteristics, such as the ability or desire to

use the government budget for political gain. This is possible because the incumbent
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remains in office until government change date, so I observe the same incumbent
choosing monthly spending before and after elections even in the case of an electoral
defeat. Previous studies have tested the same hypothesis using data in levels instead
of testing it by using changes (Pettersson-Lidbom, 2001; Lambertini, 2003), in which
case such unobserved incumbent characteristic may be an additional concern.

I first formalize the effect of a change in the probability of being defeated on debt
accumulation by extending Alesina and Tabellini’s (1990) model to include interlude
periods. Like in their model, I assume that the individuals are identical except for
the preferences over the composition of public expenditure using a separable utility
framework. And unlike them, I assume that the incumbents use lump sum taxes
fixed to unity. In equilibrium, I find that the higher the increase (decrease) in the
probability of being defeated, the higher the increase (decrease) in the deficit between
interlude and pre-electoral periods.

Second, I test the theoretical prediction of the model using panel data on fed-
eral government deficit from presidential Latin American democracies reported by
International Financial Statistics (IFS). I regress monthly deficits on indicators for
pre-electoral period interacted with the probability of being voted out, interlude, and
interlude if the incumbent and his successor are not from the same party.! Consis-
tently with the model, the estimation results show that the deficit increases consid-
erably when the incumbent’s party is voted out and this was perceived as unlikely
before the elections. By contrast, the deficit decreases considerably when the incum-
bent’s party is re-elected and this was perceived as unlikely before the elections. For
example, the budget deficit as a percentage of GDP —in absolute value— changes by

around 2 percentage points (the mean is 1.6) when the magnitude of the electoral

1T consider partisanship as a proxy of similarity in policy choices.
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surprise is 0.35 (mean).? The deficit does not change significantly when the electoral
outcome conforms to expectations. This shows that only large changes in the prob-
ability of being defeated generate large changes in the budget deficit; i.e., when a
victory or a defeat is perceived as a surprise.

My paper improves on the identification strategy of earlier studies of strategic
debt. Pettersson-Lidbom (2001) uses ex post vote shares from Swiss municipalities in
order to construct the probability of electoral defeat. To address the reverse causal-
ity problem arising if politicians use government budgets to enhance their reelection
prospects, he uses municipality fixed effect as instruments because municipality dum-
mies appear to be valid instruments. The unequal dispersion of government change
across Swiss municipalities suggests that municipality fixed effects can be used as
predictors of the probability of defeat. Thus the fixed effects measure the average
frequency of party change and can be interpreted as capturing the latent instabil-
ity of voters’ preferences in a particular municipality. Under this empirical strategy,
however, it is not possible to control for fixed unobserved heterogeneity at the mu-
nicipality level in the second stage estimation, which may lead to biased estimates.
Lambertini (2003) uses ex-ante opinion polls (i.e., the fraction of interviewed individ-
uals that would vote in favor of the incumbent if elections were held at the time the
poll is taken) as a proxy of the probability of electoral defeat for the United States
and OECD countries. Since opinion polls are usually conducted one or two months
before elections take place, they may suffer from the same endogeneity problem as the

ex post vote shares. Indeed, the literature suggests that incumbents start to enhance

2 The magnitude of an electoral surprise is calculated as follows: when the incumbent perceives
an electoral defeat with probability 0.65 and he indeed lost elections (probability of electoral defeat
goes to 1). Or when the incumbent perceives an electoral defeat with probability 0.35 and he finally

wins (probability of electoral defeat goes to 0).
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their reelection chances up to one year before elections (Brender and Drazen, 2005;
Shi and Svensson, 2006; Streb et.al, 2012). In contrast to these papers, my identifica-
tion strategy is focused on identifying the effects of electoral surprises, which provides
a plausible source of exogenous variation.

Substantively, my results suggest that the existence of interludes may generate sig-
nificant welfare losses. I find significant changes in fiscal deficit —~and consequently in
public expenditure— due to the electoral surprises. Under this fact, citizens suffer from
a decrease in the inter-temporal utility levels because the “principle of consumption
smoothing” is violated by the incumbents.

The rest of the paper is organized as follows. In the next section I present the
model. In section 3 I describe the data and the econometric specification. In section
4 | present the empirical results, and section 5 the robustness checks. Finally, section

6 concludes.

2.2 Theoretical framework

I consider a simplified version of Alesina and Tabellini’s (1990) model. In this econ-
omy only lump sum taxes are available (assumed fixed to unity) and citizens have
separable utility functions. The current incumbent can carry deficit from one period
to the next and all the cumulative debt has to be cancelled in full at the end of the
game. | consider three periods in this game: in the first period, the incumbent faces
uncertainty about who will be his successor since elections take place at the beginning
of the next period. In period two, the incumbent learns who will be his successor but
he remains in office until the beginning of period three (this represents the interlude).
And in the third period the successor takes office.

Citizen i’s utility function in each period is as follows (the incumbent is one of
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the citizens):

vi(ee by g7 90) = Der) + v(le) + a'u(g) + (1 = a')u(g)’)

where ¢, and [, are private consumption and leisure respectively, and h'(z) > 0,
R (z) < 0,0 (z) >0, 0" (z) <0. Also ' (z) >0, v () <0, u(1) =1 and g* and ¢
represents spending on public goods A and B respectively. o € (0,1) represents the
relative importance consumer 4 attaches to public good A.

Since the incumbent charges citizens a fixed amount of lump sum taxes equal to

one each period, the per-period budget constraint is

Totaltime, = ¢, + 1, + 1.

Under this scenario, consumption and leisure per period will be the same for all
citizens, thus we can focus on public consumption only.

In this economy there are only two parties, D and R. Without loss of generality,
assume that a” = 1 and o = 0, and that party D is the incumbent in period 1.

Under this setting, the inter-temporal utility function of party D is

V(g g5 93, 8) = u(gi) + 0 En[ulgs)] + 8 Er[u(g3)].

The expectation reflects the uncertainty during period 1 about who will be elected
at the beginning of period 2 for taking office at the beginning of period 3. The
probability of being reelected is assumed to be exogenous and equal to (1 — pf).
Under these assumptions, the incumbent’s optimization problem is the following:

max V(gfl> 954> E]?, 95134’ 5?7 pR’ o)

{98, 94,95, 954,94}
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stogh=1+dygf =1+dy g8 =1+dy gf =1-% LGt =14 L

a2 q q q’
—1<di<qtgi-1<dy<g-4-1<dy<q— 2.

Where d; is the deficit generated during period 1 carried forward to period 3,

and do (dp) is the deficit generated during period 2 after the incumbent learns that

his party was re-elected (not re-elected), also carried forward to period 3. ¢ is the

1

discount factor and ¢ = T

the inverse of the gross interest rate. Note that the deficit
during period 1 cannot be greater than the present value of all the future government
revenues (i.e., d; < ¢+ ¢*), and surplus during period 1 cannot be greater than the
current income during period 1 (i.e., d; > —1). The constraints on dy and 672 are

derived similarly, taking into consideration the deficit or surplus during period 1.

Solving the problem above yields

Proposition 1. The fiscal deficit in period 2 is larger if the incumbent’s party is

not reelected (CE > d).

Proof. The model is solved using backward induction. When the information
about who the successor will be arises, the current incumbent updates during period
2 his inter-temporal consumption path. In particular, if the incumbent’s party is not

reelected the problem becomes

~ ~ d
mgxu<1+d2) 5t:—1§d2§q——1.
da q

This yields the upper corner solution,

- d,
ds=q— —. 2.1
5 . (2.1)

Instead, if the incumbent’s party is reelected, the consumption plan is updated

following the optimization:
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d d d
maxu(1+d2)+5u<1——2——;) 5t:—1§d2§q——1,
do q q q

which yields the following interior solution,

g — (1 _ % _ [u’—l(g)] _1> ([u,_l(g)} oL %) - (2.2)

Since the boundaries are the same for both problems, and the solution is interior
when the incumbent’s party is re-appointed, but it is the upper bound when he is

not, then it follows that dj > d5. W

If the incumbent learns during period 2 that his successor will have different
preferences over policy choices, he knows that in period 3 any remaining resources will
be used to finance the provision of public goods that he does not favor (represented by
public good B). Given this, as an optimal strategy, the incumbent over spends during
period 2, providing the public goods he considers important and leaving no resources
to the successor. Instead, if he or his party is reelected, he knows the successor will
implement the policies he favors. Then, he will want to smooth public consumption
by moderating public good provision during period 2, and leave resources for the last
period.

In addition, when the information about the successor’s identity arrives after
the election, motivates incumbents to change suddenly the budget deficit before the

government change date. Under this fact, we expect the following:

Proposition 2. If the incumbent discounts the future at the same rate as the
market does (i.e., § = q), then in equilibrium (i) the deficit generated during period 1
s at least as large as the deficit generated during period 2 if the incumbent’s party is
reappointed; but (ii) the deficit of period 1 is at most as large as the deficit generated
during period 2 if the incumbent’s party is not reappointed (d5 < dj < 673) In addition,

(iii) d approaches di [d3] as the magnitude of a surprise win [defeat] decreases.
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Proof. 1f § = q, then d} showed in equation (2.2) becomes,

o
&=y (2.3)

The optimization problem during the first period is

mazu (1 +dy) +

B (e SOt Ca s

st: —1<d <¢@+q

The first order condition for an interior solution is

e (-5 2) () o

and after some algebra we get

u (14 dy) = (1= p) ' (14 dg) + (o) ' (14 ) (2.4)
from which directly follows that d} < d; < d;. W

Parts (i) and (ii) of proposition 2 can be interpreted in the following way: since
the incumbent does not know whether his party will be re-appointed, he increases
the deficit moderately. Instead, when he fully learns in period 2 who will come next,

he updates the public consumption plan either by increasing the deficit even more
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(if a politician with different policy preferences was elected), or by decreasing it (if a
politician with similar policy preferences was elected).

Understanding part (iii) of proposition 2 requires the inspection of function (2.4)
combined with (2.3) and (2.1) for all p® € [0,1]. First, for the extreme values p® =0
and p% = 1 we know that df = d = 0 and d} = dj = ¢*(1 + q), respectively. In both
extreme scenarios, the change in the deficit is zero indicating that knowing exactly
what will happen during elections (i.e., electoral victories or defeats are not perceived
as surprises) does not alter the public consumption plan, neither the deficit plan.
Instead, this plan changes when the result of the upcoming elections is unknown (i.e.,
the incumbent does not know whether he will lose or not). I show how the change in
pft affects the change in the deficit using two plots: in the first one, I construct the
change in the deficit when the probability of being defeated decreases from p” € (0,1)
to 0 during the interlude (i.e., the incumbent was then re-elected), shown in panel
A of Figure 2; in the second one, I construct the change in the deficit when that
probability increases from p € (0,1) to 1 (i.e., the incumbent was voted out), shown
in panel B of Figure 2.

As this figure makes clear, changes in the deficit occur as a result of “surprises”
in the electoral outcome, and the higher the magnitude of the electoral surprise the
higher the change in the deficit. For example, panel A shows that when the incum-
bent’s party is re-elected but this was perceived as unlikely before the elections, the
deficit decreases considerably. Instead, the deficit does not decrease when the incum-
bent’s party is re-elected and this was perceived as the likely outcome. The case when
the incumbent’s party is voted-out, shown in panel B, can be interpreted similarly.

Note that, in the context of this model, changes in the deficit due to electoral
surprises generate significant welfare loses since the principle of public consumption
smoothing is violated. Extended interlude periods result in large fluctuations in public

spending, especially when the electoral results are unexpected.
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Below, I estimate the effect of the magnitude of the electoral surprise on the
change in the budget deficit. 1 expect to find that the higher the magnitude of
the electoral surprise the higher the change in the deficit, as stated in proposition
2. Specifically, when the magnitude represents a surprise win (i.e., the incumbent’s
party unexpectedly won reelection) I expect the deficit to decrease. Instead, when
the magnitude represents a surprise defeat (i.e., the incumbent’s party unexpectedly

lost the election) I expect the deficit to increase.

2.3 Data and Empirical strategy

2.3.1 Data and variable definitions

To test for horizon effects, I use monthly data on Presidential democracies from
Latin America during the periods 1980:1-2005:12. The countries in the sample are
Argentina, Brazil, Colombia, Costa Rica, Dominican Republic, Ecuador, Honduras,
Mexico, Nicaragua, Panama, Peru, Uruguay and Venezuela. I only consider demo-
cratic periods based on Polity IV Project. To define the relevant election date, I use
presidential elections following the classification in the Database of Political Institu-
tions (DPI). The electoral calendar and the vote share outcome per party were taken
from the Center on Democratic Performance at Binghamton University, SUNY.? Pres-

idential elections take place every 4 to 6 years. All these countries have at least one

3 The probability of being defeated was constructed taking into consideration the vote share of the
two parties that got the highest share (it usually represents more than 70% of the total electorate).
For example, if the incumbent’s party gets the highest vote share, say 40%, and the second party
gets 35%, the incumbents vote share is calculated as 0.40/(0.40 + 0.35). Instead, if the incumbent

got the third place or below, the corresponding probability is considered as zero.
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month of interlude per election, which is necessary in order to have enough within

group variation.*

Table 1 shows the summary statistics of monthly fiscal deficit as
a percentage of GDP from the central government and other variables used in the
analysis, available at International Monetary Fund’s International Financial Statis-
tics. To construct monthly GDP figures in nominal terms, I follow Fernandez (1981)
distribution procedure, available in MATLAB, using monthly import series. This al-
lows me to compute the ratio of the budget deficit to GDP on monthly basis. I follow

a similar procedure to distribute real GDP.

2.3.2 Methods and econometric specification

Based on Propositions 1 and 2, I estimate the effect of the change in the probability of
being defeated between the pre-electoral period and the interlude on the change in the

budget deficit between these two periods using the following econometric specification:

12
dit =Y Budir—n + EDreal gdpy + BoxpEir X P + Brwp2 By X Pit

n=1

Brlit + B plic % f)z‘t + BaGi +ex (3.1)

4 If there is a second round election and the incumbent’s party runs during that round, the
interlude is constructed taking into consideration only the months that lies between the second
round and the government change date. Instead, if the incumbent’s party does not run during
the second round, the interlude is defined as the months that lie between the first round and the
government change month. Since the vote share does not chance considerably between the first and
second round when the incumbent’s party runs both, I only consider the first round vote share for

the construction of the probability of electoral defeat.
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Here d;; is fiscal deficit as percentage of GDP for country ¢ during month ¢. The
first terms on the right hand side are twelve distributed lags.” Monthly real GDP
growth rate is used as a control. Ej; is a dummy that takes value 1 for the last nine
months before an election at month ¢ takes place. 1 — Pj; is the ex-post electoral vote
share of the incumbent’s party, P;; squared is also included to capture the fact that
politicians may be risk averse, as assumed in the model of section II. I;; takes value
one if the month ¢ lies within an interlude period. ]Sz-t is a dummy variable that takes
value 0 when the incumbent learns that his party was re-appointed, 1 if he learns that
his party was voted out. G is a dummy that takes value 1 for the nine months after
constitutional government change in order to test whether the political budget cycle
is reversed. Year-country and monthly-year fixed effects are used to capture annual
country trend and country seasonal effect, respectively.

Since GDP was disaggregated based on Fernandez’s (1981) method using monthly
imports in USD as an indicator, the disaggregation of GDP can potentially attenuate
the estimates since the lagged dependent variables used as regressors include an error
term from the disaggregation method itself. 1 address this using an instrumental
variable strategy described in Appendix A.

As stated in the introduction, even though P; is potentially endogenous, the
change in that probability from the pre-electoral to interlude periods is given (i.e.,
]Sz-t — Py) allowing me to determine a causal effect on the change of fiscal deficit
as a percentage of GDP. Following equation (3.1), the effect of the change in the
probability of being voted out on the change in the fiscal deficit is as follows,

Ad = 51X13ﬁ + Br — (BexpP + Brxp2P?). (3.2)

Based on proposition 1, we expect 3,, 5 > 0, i.e., the fiscal deficit during interludes

is larger if the incumbent’s party is not reelected. Similarly, based on proposition 2

5 The selection of the amount of distributed lags is explained in Appendix B.
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we expect:
L. <BIX13 + B[) — <BE><PP1 + BEXP2P12> > <BIX13 + B[) — <BE><PPO + BEXP2P02> >
0, for Fy > P, > 0, i.e., the higher the magnitude of the surprise defeat, the

higher the increase in the deficit; and

2. <le13 + BI> — (BEXpPO + BEszP(?) ~ 0, for Py = 1, i.e., that no surprises in

the electoral defeat does not generate changes in the deficit. Similarly,

3. 0> <BI) - <BE><PP1 +BE><P2P12) > <B[> - <BE><PPO +BE><P2P02>; for Py >
P >0,

4, <BI) — (BEXpPl + BEszPf) ~ 0, for P; = 0, which can be interpreted similarly

to (i) and (ii) for a surprise win.

2.4 Estimation results

2.4.1 Basic model

In this section I show the main empirical finding of the paper. In Column 1 and 2 from
Table 2 I regress, as shown in Equation (3.1), fiscal deficit as a percentage of GDP on
a dummy for the last nine months before elections interacted with the probability of
being defeated (E x P), its squared (E x P?), a dummy for interludes (1), a dummy for
interludes interacted with a dummy that takes value 1 if the incumbent’s party was
not appointed for next term (I x ﬁ), a dummy for the nine months after government
change date (G), and the time varying covariates listed in Equation (3.1) not reported
on Table 2. Column 2 differs from Column 1 by the fact that the IV method corrects
for the attenuation bias generated by the potential measurement error of the lagged

dependent variables, as explained in appendix A.
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The results in Table 2 support Proposition 1 (i.e., B[xﬁ is positive and significant).
Namely, during the interludes the deficit increases by 4.3-4.9 percentage points when
incumbents learn that their successor will be from the opposite party.

To test Proposition 2, I calculate the linear combinations stated in previous section
using the estimators of Table 2-Column 2. The first linear combination tests the
hypothesis that the larger the magnitude of a surprise electoral win, the larger the
decrease in the deficit; while the second one test the hypothesis that the larger the
magnitude of a surprise electoral defeat, the larger the increase in the deficit.

The results are shown in Panels A and B of Figure 3. These correspond to the
theoretical predictions in Figure 2. In panel A, when the magnitude of a surprise
electoral win is small (represented with a small P), the decrease in the deficit is small
and non-significant, as shown by the 95% confidence interval (dotted lines). But
when the magnitude of a surprise electoral win is large (above 0.5), the decrease in
the deficit is large and significant. The intuition behind these results follows from
Proposition 2 part (iii). If the incumbent believes that his party’s chances of getting
reelected are high, it would not be a surprise if he learned during the interlude that his
party was indeed re-appointed. As a consequence, the deficit before elections is almost
as low as the deficit during interludes ensuring that his successor from the same party
has sufficient resources to implement his favored policies. Instead, if the incumbent
believes that there is a low chance of being re-elected he increases the budget deficit
before elections. Then, learning during the interlude that his party was re-elected is
unexpected. As a result, the deficit has to decrease during the interlude in order to
leave resources to the successor.

The intuition for a surprise defeat is similar. If the incumbent believes that his
party’s chances of getting reelected are low, and he is indeed voted out, then the deficit
before elections is almost as large as the deficit during interludes. This reflects the

incumbent’s incentive to strategically restrict the successor’s policy choices. Instead,
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if the incumbent believes that there is a high probability of reelection, learning during
the interlude that his party was voted out is perceived as a surprise. Then, in order
to restrict the policy choices of his successor, the incumbent has to create a large
increase in the deficit during the interlude compared to the pre-electoral period.
The results of Table 2 also show an interesting finding in the context of the lit-
erature of political budget cycles (PBCs). Empirical tests of PBCs usually find that
fiscal deficit increases before elections and decreases afterwards, offsetting the effect
of the initial fiscal expansion (Akhmedov and Zhuravskaya, 2004; Streb et al., 2009;
Streb et al., 2012).° However, I find in this paper that the fiscal contraction after
interlude periods does not fully offset the deficit generated before (the estimator BG is
small and non-significant). Then, after every election we observe a permanent impact

on public debt.

2.4.2 Reelected incumbent vs. successor from the same party

In this section I extend the analysis to study the behavior of reelected incumbents vs.
co-partisans during the interlude period. In the model, I assumed that preferences of
decision makers from the same party were perfectly aligned. In reality, an incumbent
who knows that a co-partisan will replace him next period may exert less effort to

control the deficit than if he is reelected himself. In order to test this hypothesis I

6 Technically, the permanent impact on public debts specially occurs when the proba-
bility of being defeated is high before elections. I conduct the linear combination 93¢ —
(leﬁ + B[ +9 (BAEszP2 + BEXPP)> and I find a strong negative coefficient for P = 0.5. This
implies that the deficit generated during the 9 months before an election takes place plus the deficit
generated during the interlude (for the case of one month of interlude) is not offset during the nine

months after government change date.
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add in Equation (3.1) a dummy for interlude periods when the president is reelected
himself (I x reelected). As shown in Table 3, the estimator B[XTeelected is small and
non-significant indicating that there is no difference in the behavior compared with
the case when a co-partisan takes office. In this case, the assumption made in the
theoretical section II that incumbents care about parties as much as they care about

themselves is upheld in the data.”

2.5 Robustness checks

In this section, I explore the robustness of the above results by estimating specification

(3.1) on different subsamples, and by changing the length of the electoral dummies.

2.5.1 The timing of the pre-electoral fiscal manipulation

In the results above, I use a dummy that takes value 1 for the last nine months
before an election takes place interacted with the probability of being defeated at the
election date. Since the incumbent’s expectation of that probability may be updated
as the election gets closer, the fiscal deficit can change each month before elections
due to changes in that probability, as argued in the strategic use of debt literature.

In that case, I would have biased estimates when using a 9 months dummy variable

" These results have to be interpreted with care because the amount of episodes of reelected
governments is nine, as shown in Table 1. This happens because only 6 out of the 13 countries
used in this study allow one immediate reelection. Those countries are Argentina, Brazil, Colombia,
Dominican Republic, Peru and Venezuela. In appendix D I show the dates those countries changed

the Constitution in order to either allow or forbid an immediate reelection.
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to control for pre-electoral periods. To address this potential issue, I use a dummy
variable for the last two months before elections take place, since incumbents would
have during those months an accurate idea of the right probability of being defeated
at the electoral date, and consequently, would generate a constant deficit. Choosing
two months was not an arbitrary decision. I first regress fiscal deficit as percentage

of GDP on monthly dummies before elections and covariates,

12
dit = Z ﬁnd@t_n + fAreal gdpzt —+ ﬁEgEig + ...+ /BElEil —+ ﬁEoEiO + €;t. (51)

n=1

Where E;;; is a dummy variable that takes value one if the month is k months away
from the electoral month. Second, I perform F-tests for the equality of those dummies’
estimators starting from the first two closest electoral month (i.e., Bz’O = B,l) Then, if
that F-test is not rejected, I test Bio = Bﬂ = Big and continue this procedure as long
as the F-tests are not rejected. I found that the F-test Bz'O = Bﬂ is not rejected at 95%
confidence interval. However, the test Bio = Bil = BQ is rejected. This may imply
that the deficit associated with the probability of being defeated may be similar only
the first two months before elections. Given this, I conclude that incumbents may
have an accurate idea of the electoral outcome two months before an election takes
place, but perhaps not before. For this reason, I construct the linear combinations
as it was done in Figure 2 using the regression results from equation (3.1) but with
a dummy of pre-electoral period for the first two months before elections, instead of
for the first nine. These results, shown in Figure 3, change little compared with the

ones in Figure 2.
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2.5.2 Interludes’ length

Public expenses might not always be reported in the month they were generated. For
instance, some federal expenses may be reported, say, in June while they were gener-
ated in April. Given this, the budget deficit during interludes can be contaminated
with expenses before elections, and expenses during interludes may be leaked out to
the post interlude period. Under this scenario, my results above may contain biased
estimates. I keep from the sample only those countries with interludes no shorter than
two months in order to minimize this potential measurement error. Those countries
are Brazil, Costa Rica, Dominican Republic, Mexico, Panama, Peru and Uruguay.

I regress Equation (3.1) using this subsample and report in Figure 4 the linear
combinations as they were done in Figure 2. As it is shown, results in Figure 4 are

not significantly different than results in Figure 2.

2.6 Conclusion

Theoretical studies on the strategic use of debt argue that governments issue more
debt when facing a higher probability of electoral defeat (Alessina and Tabellini,
1990). Since incumbents may use the budget to help their reelection prospects (Rogoff
and Sibert 1988; Rogoff, 1990; Shi and Svensson, 2006), proxies of the probability of
reelection may be affected by deficits, leading to a reverse causality problem when
trying to test the hypothesis of that theoretical prediction.

This paper improved on the identification strategy of earlier studies of strategic
debt. I exploited the existence of extended interlude periods (i.e., time between
election and government change date) from Latin American presidential democracies

to identify a causal effect of a change in the probability of electoral defeat on a change
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in the budget deficit. I found that the higher the increase (decrease) in the probability
of being defeated, the higher the increase (decrease) in the deficit between interlude
and pre-electoral periods (e.g., the budget deficit as a percentage of GDP changes by
around 2 percentage points when the probability of electoral defeat changes by 0.35
points —average change in the probability).

Studying the interlude periods is interesting in itself. In practice, different electoral
systems work with widely different interlude periods. For example, Mexico has around
four months, while Peru has only one. In the former country, there is an ongoing
debate about whether shortening interludes is beneficial. It is argued in Mexico that
extended interlude periods are harmful because the outgoing incumbent’s policies do
not currently match citizens’ preferences. Also, disagreement between the outgoing
and the incoming incumbents constitute risks that have to be reduced.®

In contributing to this debate, my finding suggests that the existence of interludes
may generate significant welfare losses. 1 find significant changes in fiscal deficit,
and consequently in public expenditure, due to electoral surprises. This implies that
citizens may suffer a decrease in inter-temporal utility levels because the principle of
consumption smoothing is violated by incumbent politicians. The implication is that

an electoral system which includes extended interlude periods is socially costly.

8 “Acortaran periodo de transicion presidencial.” El Economista, October 2nd 2012 — 13:08.
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Appendix A. Validity of the instrument

I test and show in this appendix the validity of the instruments used in the regres-
sions shown in Column 2 of Tables 2 and 3 since the lagged dependent variables are

measured with error. The model to be estimated is

y=Y_ 101+ X0 +u, (A1)

where Y_; is a matrix with dimension T (amount of observations) by K (amount
of distributed lags). X is a matrix with dimension T by J (amount of exogenous
variables). y and Y_; are not observable since the dependent variable is measured
with error, but we observe y* =y +eand Y*, =Y _; +e_;.

Using a partitioned regression approach we end up with the following 2x2 system
of equations if we attempt to estimate the model (1) using the variables measured

with error:

b= (X'X) X'y — (X'X) T XY B

. , (A2)
ﬁl = (le}/_*l)

-1

Yoy — (V4T Y X By

Solving this system for Bg —assuming that the measurement errors e is not auto-

correlated— give us the following,

’ -1 ’
. X' My« X X' My, Y-

where My« = [I —Y* (Y*Y*)7'Y7]is the residual maker matrix. The measure-
ment error in the lagged dependent variable yields to inconsistent estimates of (3,
since the first terms of equation (A3) does not converge in probability to zero.

[ used one instrument for each lagged dependent variable (twelve in total) to

solve the inconsistency generated by the measurement error; in which case the sys-
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tem becomes just identified. Z is the matrix of instruments with dimension TxK,
corresponding to a just identified system. Rewriting Equation (A1) taking into con-

sideration that the variables used to estimate it are measured with error gives us,
y* :Y_*lﬁl +Xﬁ2+ (U—e_1ﬁ1 —|—€). (A4)
Using the matrix of instruments Z defined above yields the following,

Lemma 1. Under the assumptions (i) 2% % F(Ze) = 0; (ii) % RS

/

% - E(Zt/_iet—j) = 0 for all

E(Z,_;ei-;) = 0 for all i < j € R*; (iii)

i>j €RT;and (iv) % ) (X,_ier—;) = 0 for all i, j € R"; the instrumental

variable estimation of Equation (5) will yield to consistent estimates of [s.

The proof for Lemma 1 directly follows estimating Equation (A4) using the matrix
of instruments Z under assumptions (i)-(iv).

Even though assumptions (i) to (iv) cannot be tested since e; is not observable
at monthly series, e; can be estimated with quarterly data since quarterly GDP is
reported by IFS for many countries. I estimate the quarterly measurement error
by constructing quarterly deficit as a percentage of disaggregated quarterly GDP
following also Fernandez’s (1981) method, and resting quarterly deficit as a percentage
of the “true” GDP. Then, I estimate the correlations to test assumptions (i) to (iii) for
quarterly data (since our exogenous variables are elections, by definition they won’t
be correlated with the error term, then assumption (iv) does not need to be tested).
This will give us the answer if the instrument (deficit as % of Resources) is correlated
with the error term or not under quarterly data. Results are exposed in Table Al.
As shown, all the second sample moments assumed equal to zero in Lemma 1, are
indeed very close to zero. The additional assumption to be made is that quarterly
data behaves pretty similar to monthly data, which is at least more accurate than

directly assuming that assumptions (i)-(iii) are true without any empirical test.
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It has to be known that for monthly series, I use twelve distributed lags that
correspond to four quarters. For that reason I test assumptions (i) to (iii) only for

four lags.

Appendix B. Determination of the number of lags for

deficit as a percentage of GDP

In this appendix I show how I selected the amount of lags of the dependent variable
to be included as controls in the regression of Equation (3.1). This is a relevant
question because omitting any of those lags could potentially generate an omitted
variable bias because deficit could increase during pre-electoral periods and decrease
afterwards. In such a case, the dummies that controls for the post-electoral periods
will be systematically positively correlated with the past deficits since those were
higher due to elections, leading to an omitted variable bias. I used the adjusted R2
and the Akaike information criterion to choose the optimal amount of distributed
lags. Table B1 shows that the adjusted R2 increases until the 12th lag. However the
Akaike information criterion keeps on decreasing even after 12th lags (not reported)
but at a very small rate. Under this facts, I considered choosing 12 lags the optimal

choice.

Appendix C. Studying the behavior of the time series

In all the study I used 12 lags as the adjusted R2 criterion suggested, shown in
Appendix B. In order to examine if this approach misses any salient features of the

data, this appendix presents the results of an explicit dynamic regression pretty closed

64



to the one used during all the study:

12 2005 Dec
Yit = Zﬁnyi,t_n—i-z Z yearéxcountrymLZ Z month;xcountryi—ireit, (C1)
n=1 i t=1980 i t=Jan

in which I control for all possible annual trend and seasonal effect by country. I use
this regression to ascertain that the results during the study are not driven by the way
[ use the data. After estimating Equation (C1), let’s assume that there is a positive
shock equal to one at month 0. In Figure (C1) we can observe the behavior of the
fiscal deficit throughout the time after the initial shock.

This figure indicates that the process is stable because after 12 months the shock

is totally reversed.
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Table 1: Definition of variables and descriptive statistics

) @) ®) @ ©) @
variable Description Mean Standard error Min Max Frequency Source
d Fiscal deficit as percentage of GDP. 1.6 5.0 -21.4 519 IFS
Areal gdp Real GDP growth rate. 0.3 2.8 -16.6 174 IFS
Dummy that takes value 1 for the SUNY
E last nine months before an election 0.2 0.4 0.0 1.0 550 &
takes place. Others
Sum of ex-post electoral vote SUNY
Exp share excluding president’s party 0.3 0.2 0.0 0.65 &
vote share as a proxy of Others
probability of being defeated.
Dummy that takes value 1 if the
I month/s lie between election and 0.0 0.2 0.0 1.0 110
government change date.
Dummy that takes value 1 if the
~ month lies within the inerlude and the
IxPp successor is NOT from the 0.0 0-1 0-0 10 & DPI
incumbent’s party.
Dummy that takes value 1 if the SUNY
I x reelection month lies within the interlude and 0.0 0.1 0.0 1.0 9 &
incubent was reelected. Others
Dummy that takes value 1 for the SUNY
G nine months after constitutional 0.2 0.4 0.0 1.0 567 &
government change. Others

Notes: Note: IFS refers to IMF International Financial Statistics; DPI to Database of Political Institutions; and SUNY to the Center on Democratic
Performance, Binghamton University, SUNY. For calculating all the descriptive statistics non-democratic periods were excluded based on Polity IV

project.
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Table 2: Partisanship effect on fiscal deficit around interludes

(1) (2)
Estimators\Method OLS v
BExp 0.677 1.091
[1.660] [1.650]
By pe 1.736 1.439
[2.367] [2.294]
Br -1.024 -1.547
[1.142] [1.172]
B 4.340%** 4.899%**
[1.297] [1.294]
Be -0.254 -0.275
[0.343] [0.357]
Observations 2,926 2,771
R2 within 0.553
Number of Countries 13 13

Notes: This table shows that during interludes deficit increases when the incumbent’s party is not re-elected. Results come from regressing
Equation (3.1). Depened variable is monthly deficit as a % of GDP. Regressions include year-country and month-country fixed effect. Countries
used in the regressions are: Argentina, Brazil, Colombia, Costa Rica, Dominican Republic, Ecuador, Honduras, Mexico, Nicaragua, Panama, Peru,
Uruguay and Venezuela. Non-democratic episodes were excluded from the sample based on Polity IV project. Robust standard errors are reported in

brackets. *, ** *** indicates significance at 10, 5 and 1% respectively.
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Table 3: Partisanship vs. reelection effect on fiscal deficit around interludes

(1) (2)
Estimators\Method OLS v
BExp 0.678 1.092
[1.661] [1.651]
Brxpe 1.736 1.438
[2.368] [2.295]
Br -1.077 -1.775
[1.450] [1.538]
B 5 4.393%** 5.128%**
[1.579)] [1.634]
Brxreetected 0.208 0.801
[1.781] [1.793]
Ba -0.254 -0.274
[0.343] [0.357]
Observations 2,926 2,771
R2 within 0.553
Number of Countries 13 13

Notes: This table shows the differential effect during the interludes between a reeleted incumbent and a reelected party. Results come from
regressing Equation (3.1). Depened variable is monthly deficit as a % of GDP. Regressions include year-country and month-country fixed effect.
Countries used in the regressions are: Argentina, Brazil, Colombia, Costa Rica, Dominican Republic, Ecuador, Honduras, Mexico, Nicaragua,

Panama, Peru, Uruguay and Venezuela. Non-democratic episodes were excluded from the sample based on Polity IV project. Robust standard errors
are reported in brackets. *, ** *** indicates significance at 10, 5 and 1% respectively.
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Table Al: Second sample moements between deficit as % of resources and the predicted error term

deficit % resources (t) predicted error of deficit
% GDP (t)
predicted error of deficit 0.0000414 deficit % resources (t) 0.0000414
% GDP (t)
predicted error of deficit 0.0000058 deficit % resources (t-1) 0.0000421
% GDP (t-1)
predicted error of deficit 0.000054 deficit % resources (t-2) 0.0000151
% GDP (t-2)
predicted error of deficit 0.0000456 deficit % resources (t-3) 0.0000142
% GDP (t-3)
predicted error of deficit 0.0000423 deficit % resources (t-4) 0.0000187
% GDP (t-4)

Notes: Correlations were conducted as defned in Lemma 1.
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Table B1: Determining the optimal amount of lags for surplus/GDP

Number of lags adj R2 AIC
0 0.239 28146.07
1 0.262 27641.58
2 0.275 27187.669
3 0.274 26737.02
4 0.280 26324.53
5 0.294 25897.002
6 0.298 25528.084
7 0.307 25105.73
8 0.327 24638.031
9 0.343 24207.316
10 0.371 23672.709
11 0.419 22958.773
12 0.423 22347.842
13 0.423 22080.205

Note: Note: the correspondent adj R2 and AIC comes from a regression of the type of Equation (3.1) but changing the amount of distributed lags
as indicated in Column 1 of this table.
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Appendix D: Dates of changes in term limit’s rule

Table D1: Dates of changes in term limit’s rule

Country Immediate reelection Immediate reelection
was prohibited was allowed

Argentina - Nov-1993

Brazil - Dec-1996
Colombia - May-2000

Dom. Rep. - May-2002

Peru - Dec-1993

Peru Nov-2000

Venezuela - Dec-1999
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Figure 1: Change in the budget deficit in response to electoral surprises

Panel A: Effect of a surprise win on budget Panel B: Effect of a surprise defeat on budget
deficit. deficit.
1 1
0.8 - - 0.8
0.6 - - 0.6
0.4 - - 0.4
* * v
= 0.2 - - 0.2 |
*'N 0 0 xe
= [ Mm < NN © N~ o o P «d N M < N © N~ 0 o 3
024 o o O O o o o o O O o o o o o o o | .02
0.4 - - -04
0.6 - - -0.6
0.8 - - -0.8
-1 1
S = pR: Magnitude of surprise S = 1 — pR: Magnitude of surprise

Note: Functions from panel A [and B] were constructed using equations (2.1), (2.2") and (2.3) by calculating d, d; and d, for ¢ = 6 = 1 and
using u(x) = In x. The magnitude of a surprise win [defeat] is the probability of being defeated p® = 0 [one minus the probability of being
defeated 1 — pR].
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Figure 2: Change in the budget deficit in response to electoral surprises: Empirical test

Panel A: linear combination Panel B: linear combination Ad = Bgys + i — (Bpxp2P? +
Ad = B; — (Bexp2P? + BpxpP). Estimators used are BexpP ). Estimators used are from Table 2 -Column 2.
from Table 2 -Column 2.

6 6

S: Magnitude of a surprise win. P S: Magnitude of a surprise defeat.
1-P

Notes: the solid line represents the linear combination B, — (Bzxp2P? + BexpP) in Panel A [B;5 + B; — (Bexp2P? + BrxpP) in Panel B] of the
coefficients reported in Column 2 from Table 2 for all P = [0,0.01,0.02, ...,1]. The dotted lines represent the 95% confidence interval. The x-axis
indicates the decrease [increase] in the probability of being defeated between the interlude (by definition P = 0 [P = 1]) and the pre-electoral
period (by definition P is between 0 and 1) for the graph of Panel A [Panel B]. The y-axis indicates the change in the deficit between the interlude
and pre-electoral periods as a consequence of the decrease [increase] in the probability of being defeated. The vertical dashed gray line represents
the upper bound of the magnitude of the electoral surprise that comes from the data.
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Figure 3: Change in the budget deficit in response to electoral surprises: Robustness check 1

Panel A: linear combination Panel B: linear combination Ad = fgys + B — (Bexp2P? +
Ad = i — (Bgxp2P? + BpxpP). BexpP ).
6 6
4 emmTTTT T 4
2 - -~ - 2
(3 - -7 (3
A 0
cn/\—g x" M < 1N © N~ O o «
(e/ o o o (e} o o o o
/,, -2
-4
- - -6
S: Magnitude of a surprise win. P S: Magnitude of a surprise defeat.

1-P

Notes: The linear combinations were conducted based on the estimation of Equation (3.1) but using a pre-electoral dummy of two months instead
of nine, as in the previous linear combinations. The solid line represents the linear combination f; — (Bgxp2P? + BgxpP) in Panel A [By5 +
Br — (Bexp2P? + BrypP) in Panel B] of the coefficients reported in Column 2 from Table 2 for all P = [0,0.01,0.02, ...,1]. The dotted lines
represent the 95% confidence interval. The x-axis indicates the decrease [increase] in the probability of being defeated between the interlude (by
definition P = 0 [P = 1]) and the pre-electoral period (by definition P is between 0 and 1) for the graph of Panel A [Panel B]. The y-axis
indicates the change in the deficit between the interlude and pre-electoral periods as a consequence of the decrease [increase] in the probability of
being defeated. The vertical dashed gray line represents the upper bound of the magnitude of the electoral surprise that comes from the data.
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Figure 4: Change in the budget deficit in response to electoral surprises: Robustness check 2

Panel A: linear combination Ad = f; — Panel B: linear combination Ad = Bz + B —
° e c .
(BEXPZP + ﬁExPP)- (ﬁExPZP + ﬁExPP )
6 6
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6 L 5
S: Magnitude of a surprise win. P S: Magnitude of a surprise defeat.
1—P

Notes: The linear combinations were conducted based on the estimation of Equation (3.1) using a subset of countries with the longest interludes.
Those countries are Brazil, Costa Rica, Dominican Republic, Mexico, Panama, Peru and Uruguay. The solid line represents the linear combination
Br — (Bexp2P? + BexpP) in Panel A [B,x5 + Bi — (Bgxp2P? + BrxpP) in Panel B] of the coefficients reported in Column 2 from Table 2 for all
P =10,0.01,0.02, ...,1]. The dotted lines represent the 95% confidence interval. The x-axis indicates the decrease [increase] in the probability of
being defeated between the interlude (by definition P = 0 [P = 1]) and the pre-electoral period (by definition P is between 0 and 1) for the graph
of Panel A [Panel B]. The y-axis indicates the change in the deficit between the interlude and pre-electoral periods as a consequence of the
decrease [increase] in the probability of being defeated. The vertical dashed gray line represents the upper bound of the magnitude of the electoral
surprise that comes from the data.

75



Figure C1: Dynamic behavior of deficit/GDP after initial shock.

0.8 -
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0.4 -
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02 - months (0 inicial shock)

Notes: The solid line was constructed generating a shock equal to 1 in the dynamic Equation C1.
Dependent variable is monthly deficit as a % of GDP. Regressions include year-country and
month-country fixed effect. Countries used in the regressions are: Argentina, Brazil, Colombia,
Costa Rica, Dominican Republic, Ecuador, Honduras, Mexico, Nicaragua, Panama, Peru,
Uruguay and Venezuela. Non-democratic episodes were excluded from the sample based on
Polity IV project.
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Chapter 3
Weak Identification in Dynamic Panel Data Models

under Non-stationary Processes



3.1 Introduction

Many economic phenomena require the consideration of both the dynamic nature of
a problem and unobserved heterogeneity within groups. For example, consider the
dynamic model y;; = ay;—1 + 1 +uy, e = 1,..., N and t =1, ..., T. Difference GMM
estimation methods have been used, almost exclusively, in the estimation of this type
of models because of their advantage that the validity of the moments are independent
of the initial condition of the series. Anderson and Hsiao (1981) propose to estimate
the model shown above by taking the first difference (Ay; = aly; i1 + Dy, @ =
1,..,Nand t =1,...,7 — 1) and using the dependent variable lagged for two periods
as instrument (y;:—2). Moreover, the dependent variable lagged for more than two
periods can also be used as valid instruments generating a more efficient estimation,
as shown in Arellano and Bond (1991). Nevertheless, these methods can suffer from

weak identification when the time dimension is very short (7).

Blundell and Bond (1998) propose to estimate the dynamic model shown above using
instruments in first differences when difference GMM estimators suffer from weak
identification.! However, stationarity of the process is required in order to have valid

moments, which may not hold in many micro-econometric studies.?

This paper suggests for both stationary and non-stationary processes a likelihood-

based estimator (MLE hereafter) - following Hsiao et al. (2002) - that is consistent

! These moment conditions are also shown in Arellano and Bover (1995) and Ahn and Schimidt

(1995) but without making explicitly the point of weak identification.

2 For example, the case of studying the performance of a new drug in clinical trials could follow

a non-stationary process since the process starts with the treatment in the very near past.

78



and behaves much better than any IV-based estimator, especially when the latter
fails to identify the parameter of the model due to weak identification issues. This
MLE leads to a first difference OLS estimator with a bias corrector term that has the
desirable property for identification that OLS estimators possess: a quadratic form

in the denominator.

In the next section, I set up the model with a large number of groups (N) and a
short time dimension (T), and analyze IV-based estimators (i.e., simple IV, difference
GMM and Limited information maximum likelihood estimator) that lead to consistent
estimates under the assumptions of the model. In section 3, I highlight explicitly
the problem of weak identification under non-stationary processes that comes from
using all those IV-based estimators. In section 4, I propose the maximum likelihood
estimator based on Hsiao et al. (2002) and I show its properties for very short time
periods. In section 5, I present the results of Monte Carlo experiments and in section

6 I conclude emphasizing strengths and weaknesses of the MLE estimator.

3.2 The model and some well known I'V-based consis-

tent estimators

I consider the simple AR(1) model with unobserved individual-specific fixed effect

Yit = QY p—1 + 1 + Ui, (2.1)

where a € (0,1),i=1,...,Nand t=1,...,T.
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Since the data starts being observed in time period 1, we can express the initial

observation as a function of unobservables using recursive substitution:

1—a™

11—«

Yi1 = amyz',l—m + n + Zﬁﬁlalui,l—l- (2-2)

In which case, is stationary for m — oo.

Furthermore, I will state the following set of assumptions for the data generating

process:

n; ~ N(0,02), uy ~ N(0,0%) foralli=1,...Nand t =1, ..., T, (A1)
E(njuyg)=0foralli=1,.., Nand t=1,...,T, (A.2)
E(ypuy) =0foralli=1,..,Nand t=2,...,T, (A.3)
E(ujuips) =0foralli=1,...,Nand t=1,....,7 and s > 0. (A.4)

Based on these set of assumptions, the following IV-based estimators are consistent:

3.2.1 The Instrumental Variable estimator (IV)

Using the first difference of equation (2.1) will eliminate the fixed effect 7;,

Ay = aly;p—1 + Dug, (2.3)

Anderson and Hsiao (1981) point out the consistency of the following IV estimator
that comes from estimating the model (2.3) based on assumptions (A.1)-(A.4), using

Yit—2 as an instrument,
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N -1 N
ary = (Z Yi 2 Yi,—1> > YAy, (2.4)
i=1

i=1

where Ay; = (Ayi?), e AyiT)/a A}’i,—1 = (Aym e Ayi,T—l)/ and y; o = (yu, e
yi 7—2)" are vectors of dimension (T'—2) x 1.3 Note that since E(y; ;—2Auy) = 0, &ry

is consistent and it does not depend on the initial condition y;; in order to be valid.

3.2.2 Difference GMM estimator (GMM)

This estimator is developed in Arellano and Bond (1991) and exploits all the available
lags as instruments, starting from the dependent variable lagged for two periods.
Under assumptions (A.1)-(A.4), the following M = (T'—1) x (T'—2)/2 linear moment

restrictions are satisfied: E[(y;;—;)Auy] =0forallt=3,...,T and j =2,...,t — 1.

These moment conditions can be written in vector form as F[Z;Au;| = 0 with sample
moments N~ 2N | Z/ Aw;~25 E[Z, Aw;] = 0 yielding to the following GMM estima-

tor,

N
deuy = argmin, {Z Au’iZiANZ;AuZ} ,

i=1

where Au; is a vector with dimension (7' — 2) x 1 and Z; = diag(y;1,...,y:s) for

s=(1,....,T — 2), with dimension (7" — 2) x M. &gy can be re-expressed as,

3 Anderson and Hsiao (1981) also proposed to use Ay; 2 as instrument but for very short
panels, as I analyze here, the estimator (2.4) is more efficient. See also Arellano (1989) for further

discussions.
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N -1 N
Genmm = <Z Ay/L_IZiANZ;AyZ-,_l) > AY, TANZ Ay, (2.5)
i=1 =1
AN can be either (N71(>°,Z/HZ,;)™" or (N71(>2, Z;AG AW, Z;)™" generating the
first or second step estimator, respectively. H is a (T'—2) x (T'— 2) matrix with twos
in the diagonal element and minus ones in the lower and upper first sub diagonal, and
At; comes from estimating the error term using the first step estimator. Note that
under the absent of heterokcedasticity and auto-correlation, based on assumptions
(A.1) and (A.4), both first and second step estimators are asymptotically equivalent

and there is no gains in efficiency of running the second step estimator.*

3.2.3 Limited information maximum likelihood estimator (LIML)

Now consider the LIML estimator used in Alonso-Borrego and Arellano (1999) and
in Alvarez and Arellano (2003),

4 An alternative to first differencing is the following forward orthogonal transformation,

also known as Helmert’s transformation: uf = D*u;, where u; = (w2, uss,...,u;r)’, andD*
is a matrix of dimension (T — 2) x (T — 1) of the form, D* = diag [%,...,%]1/2 X
1 —(T—-2"' —(T-27' ... —(T-27' —(T-2"! —(T-2)"
0 1 —(T-3)~1t . —(T-3)7t —(T-3)7' —(T-3)7!
Under this
0 0 0 e 1 -1 -1
0 0 0 e 0 1 -1

transformation, the weighing matrix under the first step estimator becomes the identity matrix,
i.e., H=1. The GMM estimator is invariant to any orthogonal linear transformation to eliminate
the individual effect if all the available moment conditions are exploited. See for further details

Arellano and Bover (1995), Alvarez and Arellano (2003) and Okui (2009) for further details.
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-1
(2, zz:)

N
~ . /
arrprn —  argming E Au zZz

N Z;Auz s
i=1 > oims (AW A)
arrvr can be rewritten as,
N N -1 -1
arrvrL = Z Ay;_lzi (Z Z%—) Zéﬁyi,_l -1 (Ay,i,—1AYi,—1) X
i i=1

N N -1

Z INRVA <Z Z;Zi) Z. Ay — (LAY 10y | | (2:6)
i i=1

where

. -1
| = minimun eigenvalue SN {(Ayi, AY'i 1) Zs (Zf\il Z;Zi> Zi(Ayi, Ay'i—1)X

-1 .
(Zﬁv(Ay,-, Ay’ 1) Ay, Ay’i,_l)’> }. lim [ = 0 indicates the asymptotic equiv-

N—o0

alence between LIML and IV, and also between LIML with GMM.?

3.3 The problem of weak instruments

When the time horizon is very short, 7" = 3, the previous IV-based estimators fail

to identify the parameter o, when it has a specific value between zero and one. As

5 Even though this estimator is still in spirit an IV-based estimator, it differs from IV and GMM
in the sense that its asymptotic bias is of order of 1/(2N —T') when the process is stationary. Instead,
for the same process, simple IV and GMM estimators has asymptotic bias of order 1/N, as shown

by Alvarez and Arellano (2003).
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noted, when 7" = 3, all the estimators from section 2 becomes just identified,

Zi]\il Yin Dyis

. (3.1)
Zi\il Yir Do

arv = dgum = Qv =
The first stage or reduced form equation in this special case can be defined as Ay, =
ynm+¢€; for e = 1,..., N, in which case a simple OLS will give a consistent estimation

of m,

Blundell and Bond (1998) demonstrated the weak identification issue when the process
is stationary. Namely, 7 — 0 as « — 1, when m — oo. They proposed moments in
levels with instruments in difference in order to estimate the model. However, when
the process is not stationary, the moments defined in Blundell and bond (1998) are
not longer valid, generating inconsistent estimates. To explore the weakness of those

[V-based estimators under non-stationary process, assume m = 1,
Yi1 = QYo -+ Ni -+ U1 and Yio ~~ N(O, U§0> for ¢ = 1, ey N . (A5)

The estimator of 7 converges in probability to,

plim # = (a’0,, _ + 0.+ 03)_1 (a*(a —1)o;

tact+(a—1)02),  (3.3)

1—m
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the weak identification still shows up but this time when « is in the neighborhood of

0.57, if we have unitary variances.5

The conventional wisdom is that the weak identification under GMM and IV occurs
when @« — 1. However, this is not independent of the initial condition of the process,

as shown when the process is not stationary.

3.4 A transformed maximum likelihood-based estima-

tor

After first differencing equation (2.1) and following assumptions (A.1)-(A.5), we can
construct a log likelihood function following Hsiao et al. (2002) that satisfies the

usual regularity conditions,

N
NT N 1 I

where Aw; = (Ayin — b, Dy, ..., Dugr)', and E(Ay;n) =b=0fori=1,.., N due to

assumption (A.5). Also,

6 This issue of weak identification is deeply studied in Nelson and Startz (1990), and Staiger and
Stock (1997).
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var(Ays) /o2 -1 0 0
-1 2 -1
Q = o 0 1 2 -1 0 |=09.
-1 2 -1
0 0 -1 2

As being the process non-stationary, the matrix €2 does not depend on «, then the
principle of the maximum likelihood becomes easier to achieve. For example, if we

want to use Newton-Raphtom procedure.

Alternatively, a grid search method can be used starting from small values of «
(e.g., ag = 0.0001 and o2 = W}F—m SN S (Ayi — apAyis1)?) and stopping
when the log likelihood reaches its maximum value. This grid search method is easy
to achieve due to the fact that var(Ays) and b do not depend explicitly of o and
they can be estimated consistently by averaging the initial differenced observations
within groups, namely, xby S, (Ays — & 58, Aun)” = Tar(2y2)Lrvar(Lyn))

and % Zi\il Ayz2 = ZA)L) b.

To study the behavior of this estimator when 7" = 3, as done for the IV-based estima-
tor, we can estimate o and o2 by maximizing the likelihood function (4.1), yielding

to the following system of two equations,

Oln L Zf\il AyinAyss oo 8203
0 0, a = =% + — IR ——~ > (4.2)
@ > ic1 Dbin Ay var(Ays:) UW’(A%)N > im1 Dy
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fnl _gﬁ (3 (02)? (1 +3 (W - 1)) - (03)3%) N

u

N
1 /
+ — E AuQ Aw =0, (4.3

The derivative of the log likelihood function (4.1) with respect to « can easily ex-

2
u

pressed as an explicit function of the form a = v (0}), as shown in (4.2). Plugging

2

-) into (4.3) give us a consistent and efficient estimation of the variance of

a=v(o

the model (62).” Under this setting, the estimator of o becomes

Q>
IS )

N ~2
A _ Zi:l ANTEYANTR Oy
QNMLE = -

SN (Dyw)® var(Dye)  wvar(Ays)

i]il ol (4.4)

2|’_‘ >
g

It is easy to see that this estimator does not suffer from weak identification. In-
tuitively, because quadratic forms are in the denominator, obviously being always
positive.® As said in the introduction, the first term of this estimator looks like a
simple OLS that comes from the estimation equation (2.3). The second and third

term are the bias correction.

T Unfortunately, since the process is not stationary, equation (4.3) does not look like a quasi-
concave or concave function in which it would have been guaranteed the existence of a unique value
of 02 that satisfies the equality to zero. Under this problem, a numerical procedure should be used
and keep the value of 0:3 that makes the likelihood function the highest possible. Since we have the

presumption that « € (0,1), it is not a huge complication.

8 See that N1 (Ayin)> s (a—1)° (P02 + 02 +02) + (2a —1) 02 4 02, which give us

enough variation to identify the parameter strongly, avoiding having weak or closed to zero denom-

inators like in the case of IV-based estimators.
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3.5 Monte Carlo simulations

This section presents the results of a series of the Monte Carlo experiments.® I observe
the finite sample performance of the estimators presented in sections 2 and 4 following
assumptions (A.1)-(A.5). I construct the average bias of the estimators, the standard

error and the root mean square error for 500 simulations.

In Table 1 can be seen the results for a just identified case in which all the IV-based
estimators presented in section 2 are equivalent to the simple IV estimator showed in
section 2.1. Column 1 reports the result of the transformed likelihood-based estimator
of section 4, meanwhile Column 2 presents the result of the traditional IV estimator.
As seen from Table 1 Column 2, when « is closed to the singularity point (i.e., «
~ 0.57) described in Nelson and Startz (1990), the IV behaves poorly. For example,
when a = 0.50, the bias in IV is -0.97, something close to a bias of 194% in terms
of the real value of the parameter «. Instead, under MLE, the bias is comparatively
nil. Being away from the singularity point area, when « is equal to 0.1 or 0.9, both

estimators behaves well. However, the root mean squared error is much smaller under

MLE.

In Table 2 can be seen the results when the system is over identified in the case of
GMM and LIML (panel A for T = 4 and panel B for T = 5) are presented. It
is important to note that both GMM and LIML behaves poorly not only in a very
closed neighborhood of the singularity point, but even when a is = 0.2 away from
it. Namely, when « is 0.4 in panel A, the bias as a percentage of « is 3% for MLE,
12% for 1V, and 17, 16 and 20% for GMM1, GMM2 and LIML respectively. RMSE

is pretty low in MLE, and 10 times greater for LIML and around 4.5 times for IV,

9 The simulations were conducted on Gauss 6.0.
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GMM1 and GMM2. This tests the efficiency and accuracy of the MLE against all
the other IV-based estimators. The differences between MLE and the other IV-based
estimators becomes enormous around the singularity point for both, panels A and
B. Specifically, when « is 0.6, the bias is not a mayor concerned in IV, but it is
under GMM or LIML. Instead, the size of the RMSE is a enormous in all IV-based
estimators, compared with the MLE, specially in the case of IV and LIML. In panel
B, when T' = 5, things start to behave better in both GMM and LIML because both
methods exploit all the available instruments (3). However, the bias and the RMSE
is still huge compare with MLE. In part, because further lags as instruments would
not be as informative as the first lag in the case of informative first lag instruments.
For that reason, GMM and LIML still behaves pretty bad when 7" becomes larger

compared with MLE.

3.6 Conclusion

This paper shows that IV-based estimators (i.e., difference GMM and LIML) may
estimate the parameters of dynamic panel data model when the process is not sta-
tionary as weakly as when it is stationary. When the time horizon is the shortest
necessary for identification (i.e., 7' = 3), the IV-based estimators become just iden-
tified and equivalent. I show in this case the singularity point defined by Nelson
and Startz (1990). A transformed MLE is proposed to solve the weak identification
problem generated under [V-based estimators. In the case of over-identified systems
with short time series (i.e., 7' = 4, T' = 5), difference GMM and LIML still shows
problems identifying the parameter of the dynamic panel data model. The intuition

is that further lags as instruments are not informative enough to offset the weak
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identification problem generated by the first instrument. The likelihood method def-
initely solves the weak identification issue and the RMSE is smaller than the ones
under GMM and LIML, even when there is no weak identification under the latter
two. The drawback of the MLE is that it is sensitive to misspecification of the initial
condition for short time periods. For this reason, researchers should inspect carefully

the initial condition.

Non-linear moment conditions for the GMM estimator might have solved the weak
identification problem as well. T did not explicitly stated it in this paper because
the non-linear moment conditions defined by Ahn and Schmidt (1995) require the
time length to be no shorter than 4, for which case it would not have been feasible
to estimate the dynamic model for T" = 3. Also, when difference GMM and LIML
estimate the parameter without weak identification problems, if 7' = 4, the amount of
observations in the non-linear model condition would have decreased by N, generating

inefficient estimates.
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Table 1. Monte Carlo simulation. N =100, T = 3.

MLE vV
a—a 0.021 0.014
a=01 &(a) [0.107] [0.270]
RMSE (0.109) (0.270)
a—oa 0.013 0.675
a=04 5(a) [0.139] [16.787]
RMSE (0.140) (16.801)
a—a 0.012 -0.974
a=05 5(a) [0.135] [15.575]
RMSE (0.135) (15.606)
a—a 0.011 0.093
a=06 &(a) [0.133] [13.643]
RMSE (0.133) (13.643)
a—a 0.009 0.106
a=09 &a) [0.130] [0.466]
RMSE (0.130) (0.478)

2

Notes: 500 simulations. m =1, o,

=1,02 =1, 02 =1. Values for a are given in column 1.
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Table 2. Monte Carlo simulation. Over identified models.

Panel A: N =100, T = 4

Panel B: N =100,T =5

MLE v GMM1 GMM2 LIML1 MLE v GMM1 GMM2 LIML1

a—a« 0.006 0.021 0.001 -0.003 0.027 -0.004 0.001 -0.017  -0.017 0.001

a=01 &(a) [0.079] [0.152] [0.148] [0.152]  [0.166] | [0.062]  [0.109]  [0.103] [0.109] [0.124]
RMSE (0.079) (0.153) (0.148) (0.152) (0.168) | (0.062) (0.109) (0.105) (0.110) (0.124)

a—a« -0.012 0.049 -0.068  -0.064 0.084 -0.012 0.020 -0.062 -0.059 0.024

a=04 &(a) [0.088] [0.465] [0.339] [0.352] [0.845] | [0.070] [0.231]  [0.198] [0.214] [0.266]
RMSE (0.089) (0.468) (0.345) (0.358) (0.849) | (0.071) (0.232) (0.207) (0.222) (0.267)

a—a« -0.012 0.090 -0.270  -0.282 -0.589 -0.020 0.072 -0.173 -0.181 0.161

a=05 &(a) [0.090] [4.035] [0.551] [0.587] [12.996] | [0.071] [2.200]  [0.290] [0.318] [3.984]
RMSE (0.091) (4.036) (0.614) (0.651) (13.009) | (0.074) (2.291) (0.337) (0.366) (3.987)

a—« -0.019 0.076 -0.519 -0.526 -1.097 -0.018 -0.954 -0.412 -0.446 -0.487

a=06 (@) [0.082] [10.660] [0.901] [0.938] [12.228] | [0.070] [21.316] [0.386] [0.420] [8.123]
RMSE (0.084) (10.661) (1.040) (1.076) (12.278) | (0.072) (21.337) (0.565) (0.613) (8.137)

a—« -0.004 0.002 -0.024 -0.028 0.004 -0.003 0.007 -0.021 -0.022 0.004

a=09 &(a) 0071 [0.164] [0.153] [0.154] [0.180] | [0.053] [0.118]  [0.102] [0.106] [0.126]
RMSE (0.071) (0.164) (0.154) (0.157) (0.180) | (0.054) (0.118) (0.104) (0.108) (0.126)

Notes: 500 simulations. m =1, 02 =1, 07 =1, 0, = 1. Values for a are given in column 1.
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