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Abstract

Atomic magnetometry was presented as a technique suitable in magnetic resonance

imaging (MRI) and magnetic molecular sensing. The magnetometer was based on

nonlinear magneto-optical rotation promoted by Cs atoms in a vapor cell with anti-

relaxation coating. A sensitivity of 150 fT/Hz1/2 for dc magnetic fields was achieved.

Applications of atomic magnetometry in MRI were demonstrated using the remote

detection scheme. Using a gadolinium chelate as the pH contrast agent, we demon-

strated the response as 0.6 s−1mM−1 per pH unit at the ambient magnetic field for

the pH range 6−8.5. A stopped flow scheme was used to directly measure spin-lattice

relaxation time T1 to determine the relaxivity values. The unknown pH value of a

solution was measured using only 50 µM of this contrast agent.

For magnetic molecular sensing, three key parameters were considered, namely

sensitivity, spatial resolution and molecular specificity. To enhance the sensitivity

of the magnetometer, the sample region was separated from the detection region.

This arrangement lessened noise due to air turbulence and altered the design of the

magnetic shields that would allow a gradiometer configuration. With an improved

sensitivity of 80 fT/Hz1/2, we demonstrated that 7000 streptavidin-coated magnetic

microparticles could produce 650 pT predicting single particle detection during one

second measuring time. Spatial information was obtained using a scanning magnetic

imaging scheme. The spatial resolution was 20 µm with a detection distance of more

than 1 cm. Using force-induced remnant magnetization spectroscopy, the molecular

specificity was achieved. Magnetically labeled human CD4+ T cells were used as

an example. Quantitative correlation was shown, which could be used in human

immunodeficiency virus diagnosis. Future works were discussed.
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Chapter 1

Introduction

Magnetic-based detection has been used extensively in medical diagnostics and biomed-

ical research. In the scope of this dissertation, two distinct approaches are pre-

sented, namely detection of nuclear polarization such as in nuclear magnetic reso-

nance (NMR) and magnetic resonance imaging (MRI), and sensing of functionalized

magnetic particles such as in in vitro assays involving magnetic labels. Both fields

were explored using atomic magnetometers.

The motivation in using atomic magnetometers for NMR and MRI is to perform

detection in ambient magnetic field. While conventional methods are considered as

powerful non-invasive techniques, the presence of a superconducting magnet main-

tained by cryogenics imposes cost and accessibility constraints. Moreover, the com-

monly used gadolinium-based contrast agents have much lower performance at high

magnetic fields, which is normally compensated for by increasing the concentration of

the gadolinium chelate. This has been reported to be potentially harmful especially
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to patients with renal failures [1].

Low-field detection can address these issues. However, low-field measurements are

typically challenging for conventional methods since the Faraday detection suffers at

fields much less than 1 Tesla [2]. Thus, the use of the atomic magnetometer has

been proposed as another detection method for NMR and MRI. Savukov and co-

workers [3, 4] first presented the application of atomic magnetometers in nuclear

magnetic resonance detection of water polarization. Xu and co-workers [5] first

demonstrated the feasibility of atomic magnetometers in obtaining MR images of

nuclear polarization at ambient magnetic field.

One of the unique aspects of low-field MRI is contrast enhancement. The spin-

lattice relaxation time (T1) of protons is significantly shortened at low field, resulting

in higher MR signal and better image contrast. Thus, contrast agents perform better

at low magnetic fields. In this dissertation, atomic magnetometer is used in order to

take advantage of this feature. The instrument is also used to explore its capabilities

in pH contrast and direct T1 measurement.

In detecting magnetic particles, the purpose of using atomic magnetometers is to

take advantage of the excellent sensitivity and long detection range. While surface

techniques such as magnetic resonance force microscopy [6], magnetic exchange force

spectroscopy [7] and the use of giant magneto-resistive sensors [8] can achieve the

resolution of nanometers or microns, the detection range is also limited in nano or

micron scale. This makes them inapplicable to applications in which the magnetic

particles are far from the detectors, on the order of several millimeters to a few

centimeters.
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Yao and co-workers [9] first demonstrated the ability of atomic magnetometers

in detecting magnetic particles at a long detection range (i.e. order of millimeters).

In addition, they were able to resolve spatial information, quantify the amount of

particles and obtain a two-dimensional magnetic image of the sample. In this dis-

sertation, the atomic magnetometer is applied in order to provide spatial resolution

using streptavidin-coated magnetic particles and to demonstrate its use in single

particle detection.

A recent method discovered involving detection of magnetic particles with atomic

magnetometers is force-induced remnant magnetization spectroscopy (FIRMS) [10].

In this technique, magnetic particles conjugated with ligand molecules are used to

probe their corresponding receptor molecules. An external force is applied to the

system in order to de-bind physisorbed molecules. This would allow measurement of

the magnetization that is due to specific binding between the conjugated magnetic

particles and receptor molecules. With this technique, molecular information can be

obtained. In this dissertation, quantitative correlation between magnetic particles

and human CD4+ T-cells is demonstrated using FIRMS. This is specifically helpful

in human immunodeficiency virus (HIV) diagnosis.

The ability of atomic magnetometers to perform weak magnetic field measure-

ments at ambient conditions is due to its all-optical configuration. A general scheme

for atomic magnetometers is shown in Figure 1.1. Typically, two laser beams are

used - one for polarizing the atomic spins and the other for monitoring (probing) the
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Larmor precession of atoms in the magnetic field, which is given by Equation 1.1:

ω = γB (1.1)

where ω is the Larmor frequency, γ is the gyromagnetic ratio of the alkali atom

and B is the magnetic field. Alkali atoms in the vapor state are used because each

has a single valence electron, which makes approximations simpler. The spins are

polarized via optical pumping. Probing can be done by either using another laser

beam orthogonal to the pumping beam, or using the same laser used for pumping.

The rotation of light is probed and detected electronically. Source of magnetic field

can be a calibration coil, the sample introduced, or both [11].

The main rival of atomic magnetometers is the superconducting quantum interfer-

ence device (SQUID), in which weak magnetic fields are measured using a supercon-

ducting loop interrupted by two Josephson junctions. It has achieved a sensitivity of

1 fT/Hz1/2. However, it still requires cryogenics, which adds additional cost burdens.

Advances in atomic magnetometry, such as the use of effective and easily tunable

diode lasers and new methods for enhancing atomic polarization times, has made

the technique reach or even exceed the performance of SQUID. The spin-exchange

relaxation-free (SERF) magnetometer is the most sensitive atomic magnetometer

reported so far [12]. First presented by Allred and co-workers [13], this technique op-

erates at very high cell temperature to overcome the relaxation due to spin-exchange

collision, which is the collision between atoms that promotes decoherence of spins.

Relaxation due to spin-destruction collision is overcome by introducing buffer gas

into the sensor. From their experiment, the sensitivity obtained was 10 fT/Hz1/2.

4



Figure 1.1: General scheme for atomic magnetometry.
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SERF magnetometer can potentially achieve the sensitivity of ∼1 aT/Hz1/2. Modifi-

cations on SERF were done by Kominis and co-workers [14], in which they used two

adjacent magnetometer channels to cancel the common magnetic field noise. They

were able to achieve a sensitivity of 0.54 fT/Hz1/2 using a measurement volume of

0.3 cm3. A major fallback of this technique is the use of ferrite oven, which highly

contributes to the over-all noise of the magnetometer, as it introduces excess magnetic

field in the detection region. Potential applications of SERF magnetometer include

sample magnetization measurements, especially rock samples, nuclear magnetic res-

onance (NMR) detection [15, 16] and high performance magnetoencephalographic

imaging [17].

While the SERF magnetometer has remarkable sensitivity, its high temperature

requirement limits its applications to biological samples that may denature if placed

in the vicinity of high-temperature sensors without thermal insulation. In this dis-

sertation, we present an atomic magnetometer that is based on nonlinear magneto-

optical rotation, which operation does not involve elevated temperature conditions.

A detailed discussion can be found in the next chapter. Briefly, this technique is

based on the interaction of alkali atoms contained in a paraffin-coated cell with low-

powered light. The frequency of the beam is modulated, and resonances in optical

rotation are observed when the modulation frequency is twice the Larmor precession

frequency. The use of frequency-modulated light reduces the noise level significantly.

A bias magnetic field Bbias stronger than the sample field is applied to define the

detection axis. Based on the relationship given in Equation 1.2,

ωM ≈ 2gµ(Bbias +Bsample) (1.2)

6



where g is the atomic gyromagnetic ratio and µ is the Bohr magneton, the magnetic

field of the sample Bsample can be deduced. This technique has been explored in

radio-frequency detection [18], magnetic resonance imaging [5, 19], and magnetic

particle detection [20].

As an overview, this dissertation presents detailed discussion on nonlinear magneto-

optical rotation phenomenon (Chapter 2), atomic magnetometer instrumentation

(Chapter 3), the results of MRI studies (Chapter 4), and the results in detecting

magnetically labeled cells (Chapter 5). Lastly, summary, conclusions and future

works are presented in Chapter 6.
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Chapter 2

Basic principles in nonlinear

magneto-optical rotation

This chapter provides some basic concepts in magneto-optical rotation. The mech-

anisms contributing to both linear and nonlinear rotation are presented. Other im-

portant information, which include saturation parameter, optical pumping, sources

of relaxation, measurement of magneto-optical rotation, and intrinsic shot-noise sen-

sitivity are also discussed.
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2.1 Linear magneto-optical rotation

2.1.1 The Faraday effect

Michael Faraday presented the first experimental evidence of the interaction of light

and magnetic field in a medium [21]. Using a light source, a polarizer and polarimeter,

a medium, and a controllable magnetic field, he observed that upon interaction of

light with the magnetized medium, the plane of polarization of light rotated by an

angle proportional to the magnetic field (Figure 2.1).

Figure 2.1: Linear Faraday effect. When light interacts with a medium in a magnetic
field, its polarization is rotated by an angle ϕ.
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In physical terms, Faraday effect can be explained by considering the linearly

polarized light as a superposition of two circularly polarized components. Circular

coordinates can be transformed into the Cartesian basis using the following equations:

Êx =
1√
2

(Ê+ + Ê−) (2.1)

Êy =
−i√

2
(Ê+ − Ê−) (2.2)

where Êx and Êy are the unit vectors representing light polarized along x and y,

respectively, and Ê+ and Ê− are the vectors representing right- and left-circularly

polarized light, respectively.

Suppose the light is y-polarized and the wavevector k propagates along z. The

electric field vector E can be written as

E = E0Êycos(kz − ωt) (2.3)

E = − ıE0

2
√

2
(Ê+e

−ı(kz−ωt) − Ê−e−ı(kz−ωt)) + c.c., (2.4)

where E0 is the amplitude of the electric field, ω is the frequency of light and c.c. is

the complex conjugate. The wavenumber k is given by

k =
2π

λ
=
ηω

c
(2.5)

where λ is the wavelength of light and η is the complex refractive index given by

η = n+ ıκ. (2.6)
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The real part of the complex refractive index is the refractive index n, which is

associated to the dispersion of the medium, while the imaginary part is given by the

absorption coefficient κ, which describes its absorptive properties.

For n+ 6= n−, each component travels at different velocity, which causes a differ-

ence in the phase of the beam, as given by

ϕ =
ωl

c
(n+ − n−) (2.7)

where ϕ leads to rotation of the plane of polarization by the angle φ

φ =
ϕ

2
. (2.8)

In Faraday effect, the change in refractive indices is caused by the introduced

magnetic field.

2.1.2 Macaluso-Carbino effect

Domenico Macaluso and Orso Carbino investigated the Faraday effect in atomic

gases fifty years after Faraday’s discovery [22]. They conducted a similar experiment

as Faraday’s, except that their source of light was the sun and their medium was

atomic sodium atoms produced by a flame. They also used a diffraction grating to

sort out frequencies from the sunlight. From their experiment, they observed that

the rotation of light was significantly enhanced when they tuned the frequency of

the incident light near an atomic resonance frequency in sodium.

Three mechanisms have been postulated to explain the Macaluso-Carbino effect

namely, level-shift effect, hyperfine mixing and paramagnetic effect.
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Level− shift effect

As explained by Voigt in 1898 [23], the Macaluso-Carbino effect is based on

Zeeman splitting of energy levels. Consider the simple F=1 → F’=1 transition

(Figure 2.2). The linearly polarized light is considered as a combination of right-

and left- circular components represented as σ+ and σ−, respectively, Without the

presence of magnetic field, the ground state M sublevels are equal; therefore the

resonance frequencies and the refractive indices of the circular components are equal.

Figure 2.2: Level-shift effect. Optical rotation is due to the difference in resonance
frequencies and refractive indices.

When a magnetic field is applied to the atomic medium, the degeneracy of these

sublevels is removed, resulting in a change in the resonance frequencies for the two

circular polarizations. As a result, the plane of polarization rotates through an angle

ϕ = π(n+ − n−)l/λ where l is the length of the sample and λ is the wavelength of

light.
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In addition to change in refraction (circular birefringence), the absorption prop-

erties also become different (circular dichroism). Therefore, light passing through

the medium becomes elliptically polarized.

For a monochromatic light and zero frequency detuning from the resonance, the

optical rotation can be estimated using the equation:

ϕ ' 2gµB/}Γ

1 + (2gµB/}Γ)2
l

l0
(2.9)

where g is the Lande factor, µ is the Bohr magneton, Γ is the linewidth and l0 is

the absorption length [24]. This approximation considers the resonance value of the

imaginary part of the refractive index (responsible for absorption). The dependence

of the optical rotation on the magnitude of the magnetic field follows the Lorentzian

model with a characteristic dispersion-like shape: φ is linear with B at small values

of the field, highest at 2gµB = }Γ, and falls off in large magnetic fields.

Hyperfine mixing

The hyperfine mixing mechanism explains the Macaluso-Carbino effect in atoms

with non-zero nuclear spins. Magneto-optical rotation near the resonant frequency

of the atoms is observed in a similar way as the level-shift effect, except that the

hyperfine states of the atom couple with each other [25]. This can be approximated

by the equation:

ϕ ' gµB

∆hfs

l

l0
(2.10)

Unlike the level-shift effect, it only leads to a change in the refractive indices and

not the resonance frequencies. The profile is dispersion-like around the hyperfine

components of the transition.

13



Paramagnetic effect

The change in the refractive index depends on the population of the ground-state

Zeeman sublevels according to the Boltzmann distribution. For gaseous systems, this

effect is relatively small. However, it can be enhanced by creating unequal population

distribution via optical pumping, which is a nonlinear process [24].

2.2 Nonlinear magneto-optical rotation

Nonlinear magneto-optical rotation (NMOR) is a typical nonlinear optical effect. It

is a process that depends on the intensity of polarized light that propagates through

a medium in a magnetic field. NMOR was first measured using laser by Gawlik

and co-workers in 1974 [26]. They found out that NMOR signals as a function of

magnetic field had a distinct feature. Compared to the Doppler-broadened linear

magneto-optical rotation (LMOR) signal, the new signal was narrower than Doppler

widths and the rotation of polarization plane depended on the light intensity.

2.2.1 Saturation parameter

Nonlinear optical condition is achieved when there is saturation of the upper-state

energy level. This is normally done via the process called optical pumping. Satura-

tion parameter is a useful tool to describe the nonlinear process near resonance [27].

Generally, the saturation parameter can be written as

κ =
excitation rate

relaxation rate
. (2.11)
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When κ1 � 1, spontaneous emission dominates and the lower sublevels are mostly

populated. For κ1 � 1, atoms experience regular Rabi oscillations (cyclical absorp-

tion and emission of photons) at a rate much faster than spontaneous emission and

the average population of the upper and the lower state become equal.

Nonlinear processes are known to occur using high intensity beams. However,

earlier studies have shown that these processes can still occur even using weak-

powered light, such as the conventional spectral lamps [28].

2.2.2 Optical pumping

Nonlinear condition can be achieved via optical pumping. Optical pumping is a pro-

cess that creates population distribution among Zeeman sublevels in order to achieve

a higher-order atomic spin coherence at the ground state. This entire redistribution

promotes optical anisotropy.

Certain lower energy sublevels absorb light more strongly than others. Thus,

the weakly absorbing sublevels will tend to be more populated than the strongly

absorbed sublevels. Using polarized light, uneven population distribution between

hyperfine states is produced. Consider an atom with two hyperfine ground-state

levels (1,2) and one excited state level (3). If the incident light resonant to the

transition between level 1 and level 3 is used, all of the atoms from level 1 will be

pumped out, while all of the atoms in level 2 will remain in their state since the

pumping light is off-resonance for the transition 2 → 3. The atoms can relax back

to either of the two ground-state levels. Eventually, in the absence of relaxation, all

15



atoms will eventually be pumped into level 2.

Any depolarization of the excited state by collisions (collisional mixing) will de-

crease the efficiency of the process. At higher buffer gas pressures, depolarization

of excited state due to collision is almost complete and almost no repopulation can

occur, though the ground state may still be strongly polarized by depopulation. This

is because the ground state depolarization cross section is 1010 times smaller than

the excited state depolarization cross sections.

A general picture of optical pumping is shown in Figure 2.4.

Figure 2.3: Optical pumping. Incident beam pumps spins on states with the same
polarization as the light, leaving the rest as dark states. After the relaxation time,
excited spins fall back to the ground state. Without relaxation, all spins will occupy
mJ = +1/2 with the σ+ light.
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2.2.3 Contributions to nonlinear magneto-optical rotation

Broadly speaking, nonlinear magneto-optical rotation is a process in which both the

properties of the medium and light are changed. Atomic population is changed via

optical pumping, and polarization of light is altered via optical probing. Pumping

and probing can be done using a single beam. However, the mechanisms will be

easily understood if we consider two separate beams.

Two primary mechanisms behind nonlinear magneto-optical rotation were iden-

tified by Barkov and co-workers [29]: the Bennett-structure formation and Zeeman

coherences. The primary determining factor between these two effects is the mag-

nitude of magnetic field Bmax at which rotation is maximum. Bmax is related to a

linewidth Γ:

Bmax =
}Γ

2gµ
(2.12)

For Bennett-structure effects, the smallest linewidth that can be obtained corre-

sponds to the natural width of the atomic transition (∼ 2π × 1 − 10 MHz). For

coherence effects, linewidth depends on the rate of atomic depolarization, which

smallest value was found to be ∼ 2π × 1 Hz.

Bennett− structure effects

If we consider the F=1/2 → F’=1/2 transition, the coherence effects can be

ignored. In this transition, the excited spins relax back to levels that are not neces-

sarily ground states. Atoms in the |M = ±1/2 > states will be depopulated, creating

Bennett holes. When a magnetic field is applied, the sublevels are split into more

resolved energy levels or Zeeman sublevels and therefore shifts the Bennett-structure
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features of the dispersive profile of light. As the weak probe beam interacts with the

medium, the refractive indices of σ+ and σ- are changed. As an effect, rotation of

the plane of polarization of light is observed, since the difference between the real

part of the refractive indices Re(n+ − n−) is proportional to the rotation of light ϕ.

Coherence effects

When considering coherence effects, the mechanism of NMOR can be separated

into three stages, provided that a sufficiently low light was used. The first step

is the polarization of atoms via optical pumping, followed by the evolution of the

atomic polarization. The last step involves optical rotation of light, in which the

atoms are probed with either another weak beam or same beam used for pumping.

These processes can occur simultaneously and continuously. These events result in

narrower linewidths, therefore promoting higher small-field Faraday rotation.

The mechanism involving coherence effects is due to the coherent superposition

of Zeeman sublevels when a linearly polarized light propagates along the direction of

a chosen quantization axis. In the presence of magnetic field, these Zeeman sublevels

are shifted, which results in the evolution of the relative phase between the compo-

nent states of the coherent superposition. Thus, evolution of atomic coherence and

relaxation of these coherences are considered to understand coherence effects.

The evolution of atomic coherences depends on the intensity of light. When the

light used is sufficiently low, the effect of optical field can be ignored. Consider atoms

with total angular momentum F =1. In its initial state, the atoms are unpolarized

and the atomic states can be considered as an incoherent mixture of three different
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states:

|z >= |M = 0 >, (2.13)

|x >=
1√
2

(|M = 1 > −|M = −1 >), (2.14)

|y >=
1√
2

(|M = 1 > +|M = −1 >). (2.15)

Suppose that a beam propagates along the z-axis and its frequency correspond

to a transition to a F′ = 0 state. The z-state can only be polarized by z-polarized

light, leaving the other states unpolarized. Similarly, the other two states (which are

coherent superpositions of the Zeeman sublevels) can only absorb x-polarized light

(for the x-state) and y-polarized light (for the y-state).

If the laser light is x-polarized, spins in the x-state will be excited, leaving the

atoms in the ”dark” y-state and z-state. The medium is now transparent for the

x-polarized light but can still go transitions when an orthogonal beam is applied.

Atoms are now in the aligned state and possess linear dichroism and birefringence.

When the light used is of higher intensity, alternating current Stark shift or the

shift of energy caused by electric field has a contribution to the evolution of atomic

coherences. If the alignment of atomic states is parallel to the electrical field, ac

Stark shift will not be observed. However, in the presence of magnetic field along the

propagation of light, the bright and dark states will undergo superposition, which

result in quantum beats. These quantum beats produce atomic orientation along

the propagation axis, which increases with time and cause optical rotation due to

circular birefringence.

19



2.2.4 Spin relaxation

Coherence effects have been found to cause greater optical rotation than the Bennett-

structure effects. Barkov and co-workers [29] observed that the rotation due to

coherence effects was ∼ 104 times larger than that of the linear Macaluso-Carbino

effect. Therefore, anything that destroys coherence, and consequently the over-all

spin polarization, has a major effect on the magneto-optical signal being measured.

When experimental parameters such as pumping light and external fields are

maintained, the optically pumped vapor will eventually reach a steady state. If one

of the parameters is changed, the system will relax to a new steady state after a

certain time. Relaxation can be caused by many mechanisms. Some of the most

common are spin-exchange collisions, spin-destruction collisions and wall collisions.

Optical pumping itself can be therefore considered as a relaxation mechanism in

which a collection of atoms relaxes to a polarized state because of repeated collisions

with the polarized photons of the pumping light [30].

Relaxation due to spin− exchange collisions

When two atoms collide, the orientation of the individual spins may change while

preserving the total angular momentum of the system. For example, if atoms A and

B are oppositely polarized, a spin-exchange collision reverses the spins:

A(↑) +B(↓)→ A(↓) +B(↑) (2.16)

This kind of interaction is typical to alkali metal atoms. The collisions occur so

fast that only the electron spins are changed and not the nuclear spins. Thus,

the hyperfine state of the atoms can be changed while preserving the total angular
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momentum of the colliding pair. In effect, spin-exchange collisions destroy coherence

in ensembles of polarized atoms precessing in the presence of a magnetic field.

For vapor of alkali atoms, the time of spin-exchange collisions is given by

Tse = (σsenν̄)−1 (2.17)

where σse is the spin-exchange cross section (2× 1014 cm2 for alkali atoms), n is the

vapor density, and ν̄ is the average relative velocity given by the Maxwell-Boltzmann

distribution:

ν̄ =

√
8RT

πm
(2.18)

where R is the ideal gas constant, T is the temperature, and m is the molar mass of

the atoms.

Spin− destruction collisions

In a spin-destruction collision, the total spin angular momentum is not preserved.

This type of collision may occur in alkali atoms or with the buffer and quenching

gases. Such collisions between alkali atoms transfer spin angular momentum to the

rotational angular momentum of the colliding pair of atoms. It can be represented

using the equation below:

A(↑) +B(↓)→ A(↓) +B(↓). (2.19)

Wu and co-workers [31] explained a theory for the spin-rotational coupling. In

the excited state, the electrons are easily depolarized upon collisions with noble gas

atoms. In contrary, atoms in the ground state collide with noble gas atoms several
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times before losing polarization. It is for this reason that noble gas is used to slow

down alkali diffusion to the walls of the cell.

This interaction is significant in polarized alkali atoms. Table 1 shows a summary

of spin-destruction cross section σSD of alkali atoms due to interatomic collisions and

collision with gases [30].

Alkali Metal Potassium Rubidium Cesium

σselfSD 1.0E-18 1.6E-17 2.0E-16
σHeSD 8.0E-15 9.0E-24 2.8E-23
σXeSD 1.8E-19 2.0E-19 2.3E-19

σN2
SD 7.9E-23 1.0E-22 5.5E-22

Table 2.1: Spin-destruction cross section (in cm2) of potassium, rubidium and cesium

Wall collisions

When an alkali atom hits the glass surface of the cell wall, it gets adsorbed for

a finite time and released back into the cell volume. The atom interacts with the

large local and magnetic fields produced by ions and molecules on the glass. These

fields are affected by the motion of an atom on the surface and are changed over time.

Adsorption happens shortly. However, when the atom is released back to the volume,

polarization is completely randomized. It is for this reason that wall collision has a

significant contribution to the over-all spin-relaxation that should be suppressed.

There are two common ways to decrease the depolarizing effect due to wall colli-

sion namely, the use of surface coatings and the introduction of buffer gas. Surface

coatings are anti-relaxation coatings that cover the surface and prevent the alkali
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atoms from directly interacting with the glass walls. These coatings must be chem-

ically inactive and can ideally allow the atoms to bounce off the surface thousands

of times without depolarizing.

In anti-relaxation-coated vapor cells, there are two mechanism that may occur

namely, the transit effect and the wall-induced Ramsey effect. In the transit effect,

pumping and probing occur with the single pass of light, since atoms traverse along

the beam. In the wall-induced Ramsey effect, atoms that are pumped leave the light

beam for a certain amount of time, then return to the volume after colliding with

the wall of the coated cell to interact with the probing light. Thus, the time between

the pumping and probing can be much longer, leading to ultranarrow linewidths,

which signifies enhanced sensitivity . In addition, the maximum optical rotation due

to this effect occur at much lower magnetic field than that of the transit effect [32].

The use of high buffer gas increases the time it takes for the atoms to reach the

cell wall, provided that the atoms’ mean free path λt in the buffer gas is comparable

to or less than the dimensions of the cell. The classical diffusion constant is related to

the ”transport” mean free path λt and the mean atomic velocity ν̄ by the equation:

D =
λtν̄

3
. (2.20)

While buffer gas suppresses wall collision, it is important to take note that it

increases the spin-destruction collision. Therefore, it is important to optimize the

buffer gas pressure in order to minimize the effect due to spin-destruction collisions.
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2.3 Measurement of nonlinear magneto-optical ro-

tation:Polarimetry

In order to succeed in employing NMOR methods, a precision polarimeter should be

present [24]. Two ways of polarimetry have been in use: the balanced polarimeter

and the use of polarization modulator.

In a balanced polarimeter, the sample to be measured is situated in between a po-

larizer and a beam splitter (analyzer) 45 ◦ from each other. From this configuration,

the rotation of light can be obtained from the equation:

ϕ =
I1 − I2

2(I1 + I2)
(2.21)

where I1 and I2 are the light intensities detected in the two output channels of the

analyzer [24].

In a polarimeter that involves a polarization modulator, a Faraday rotator is

placed between the polarizer and analyzer. The rotator modulates the polarization

at a frequency of 1 kHz. The rotation angle is measured via the first harmonic of the

signal from a photodetector in the dark channel of the analyzer. This configuration

allows measurement of signals at high frequencies, which reduce sensitivity to low

frequency-noise.

The intensity signal in the dark channel is given by the equation:

Is(t) ' χI0(re +
1

2
α2
m + ϕ2) + 2χI0αmϕsinωmt−

1

2
χI0α

2
mcos2ωmt (2.22)

where χ is the coefficient defined by absorption and scattering of light by the atomic
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vapor cell, I0 is the total photon flux of the linearly polarized light (in photons per

unit time) transmitted through the polarizer, re is the polarizer/analyzer extinc-

tion ratio, and αm and ωm are polarization modulation amplitude and frequency,

respectively [24].

Based on this equation, the sensitivity of an ideal polarimeter is given by the

equation below:

δϕs '
1

2
√
χI0T

. (2.23)

2.4 Nonlinear magneto-optical rotation with mod-

ulated light

2.4.1 NMOR with frequency-modulated light

In measuring rotation, low-frequency noise limits the sensitivity of polarimeters if

modulation is not present. This limitation can be overcome by some form of fast

modulation. Though using a polarization modulator reduces the sensitivity of the

polarimeter to low-frequency noise, it is still sensitive to drifting zero problem, which

is a signal detected from changes between relative rotation of the polarizer and

analyzer or an alteration in the birefringence of optical elements. This signal cannot

be distinguished from the signal due to rotation from the atoms.

This limitation can be overcome using the frequency modulation technique [33].

Additional optical elements, such as the Faraday modulator, are not needed. The
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drift zero problem and other unwanted rotations are not sensitively detected.

In the frequency modulation technique, the piezo actuator of a diode laser is mod-

ulated. As the laser frequency is modulated, the rate of optical pumping differs with

the laser detuning from the atomic transition. The optical pumping rate changes pe-

riodically as dictated by the modulation frequency ωm. The atomic polarization also

changes periodically but is also dependent on the magnetic field. When the atomic

polarization alignment is transverse to the magnetic field, the change occurs at fre-

quency 2ωL. If periodicity of optical pumping synchronizes with Larmor precession,

a resonance is observed and the atoms are pumped into aligned states rotating at

ωL. This results in dispersive resonances in optical rotation detected as the signal at

the corresponding harmonic ωm [24].

2.4.2 NMOR with amplitude-modulated light

An alternative to the use of frequency-modulated light is the use of amplitude-

modulated (AM) light. First experiments with AM in NMOR were preformed by

Gawlik and co-workers [34] and Balabas and co-workers [35]. Using AM light, macro-

scopic polarization of a medium can be generated, which occurs when the frequency

of light modulated is synchronized with the Larmor precession. The pumping rate is

modulated by periodic changes of the light intensity. The rotation signals show un-

common features such as narrowed non-Lorentzian line shapes and multicomponent

resonances.

This method produce ultranarrow resonances at zero magnetic field and at higher
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fields. Thus, it can be used for magnetic fields ranging from the microgauss level to

the Earth field with sensitivity approaching 10−11 G/Hz.

Compared to FM NMOR method, the use of AM light minimizes distortions due

to possible spurious AM of laser light and the ac Stark-effect shifts. NMOR with AM

can be used when it is difficult or impossible to change the light-source frequency.

It also provides additional parameter in optimizing the modulation wave for better

control of the atomic dynamics and observed signals.

2.5 Intrinsic sensitivity

According to the uncertainty principle, the intrinsic sensitivity of an atomic magne-

tometer follows the equation:

δB =
1

γ
√
Nτt

(2.24)

where γ is the gyromagnetic ratio, N is the number of atoms, τ is the coherence

lifetime (time the spins maintain their polarization in the absence of pumping) and

t is the measuring time [36]. From this equation, it can be noted that the coherence

lifetime and density of atoms are the primary factors affecting the sensitivity of a

magnetometer.

As mentioned earlier, anti-relaxation molecules enhances ground state atomic

coherence, and so is the coherence lifetime. Commonly used anti-relaxation agent is

paraffin, a long-chained hydrocarbon compound [32]. With paraffin, a coherence time

as long as 1 s has been observed, which indicates that the atomic coherence survives
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thousands of collisions between the atoms and the cell wall. A sensitivity of ∼0.3

fT/Hz1/2 was projected for a rubidium cell of 500 cm3. A recent improvement done

by Balabas and co-workers [37] used the alkene 1-nonadecene for cell-coating instead

of the conventional alkane coating. Results showed that this alkene has a coherence

time of 60 s and can allow up to 106 alkali-metal-wall collisions before relaxation

of spins occurs, which demonstrates an improvement over traditional coatings by

about a factor of 100. In addition, the coating was tested under room temperature

conditions, which makes the magnetometer to be more practically useful.

From a purely experimental point of view, the magnetometer sensitivity depends

on the signal-to-noise ratio (S/N) of the Zeeman resonance signal as well as the

linewidth,

δB =
∆B

S/N
. (2.25)

Therefore, the magnetic field noise needs to be reduced and the optical detection

system needs to be stable. Diode lasers are stable and can be easily tuned, which

allows measurements of optical rotation with low noise. The resonance signal is typi-

cally enhanced by increasing the number of atoms in the spin ensemble by increasing

the vapor density or using a larger vapor cell. But since the rate of depolarization

scales with density, traditional sensitive magnetometers utilize large vapor cells and

operated at low density, at or near room temperature. To overcome this issue, Ro-

malis and co-workers [14] used a high-pressure buffer gas in order to minimize the

spin-destructive collisions. Helium is often used. At high buffer gas pressure, the

alkali atoms need a much longer time to reach the cell wall, minimizing the number of

wall collisions. This is essential in order to achieve the spin-exchange relaxation-free
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(SERF) condition in a near-zero magnetic field. Paraffin coating is not applicable

because the cell temperature is higher than its melting point. The SERF atomic

magnetometer has achieved a sensitivity of ∼0.5 fT/Hz1/2 with an effective cell size

of only 0.3 cm3 .
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Chapter 3

Cs-based magnetometer

instrumentation

In this chapter, the details and characterization of a compact and sensitive cesium

magnetometer are presented. This instrument was used for enhanced contrast mag-

netic resonance imaging studies. We also present another magnetometer, which was

used for magnetic particle sensing. New features were added to the instrument,

which caused an increase to the over-all sensitivity of the magnetometer.
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3.1 Atomic magnetometer for magnetic resonance

imaging

3.1.1 Laser

A diode laser (New Focus, model 7018) tuned to the D1 transition of Cs (894.95 nm)

is used. There are two modes of operation for the diode laser: the constant current

mode and the constant power mode. Constant-current mode results in narrower laser

linewidth while constant-power mode results in the lower intensity fluctuations. We

used the constant current mode for obtaining the absorption spectra of Cs, while we

used the constant power mode for all the measurements.

The laser follows the Littman-Metcalf configuration. (Figure 3.1). The piezoelec-

tric component precisely adjusts the angle of the mirror to adjust the wavelength of

the laser beam. Frequency modulation is done by driving a piezoelectric transducer

in the laser with a function generator (Stanford Research DS345).

3.1.2 Laser lock

Due to temperature, current and mechanical noises, the frequency of the beam from

the laser tends to drift from the original set value. To avoid frequency drifts, we used

a lock system called dichroic atomic vapor laser lock (DAVLL) [38].

A general scheme for the DAVLL is shown in Figure 3.2a. In this system, the

beam is directed towards a Cs cell with larger size housed in a magnetic shield
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Figure 3.1: Littman-Metcalf configuration. A piezoelectric element controls the mir-
ror next to the diffraction grating.
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(Figure 3.2b.) containing a high-field magnet. As it interacts with the Cs atoms, the

beam undergoes linear magneto-optical rotation. An elliptically-polarized beam is

produced. Then, the beam passes through a quarter-wave plate and a polarization

prism. The final beams are fed into two photodiodes, which voltage are amplified by

a lock-in amplifier (Stanford Research SR530).

The characteristic DAVLL signal is shown in Figure 3.3. The quarter-wave plate

is adjusted to change the phase of the beam so to maintain the zero-crossing point.

The differential signal at this point is fed to the piezoelectric element of the laser,

which maintains the frequency of the beam at the locking point [39].

3.1.3 Optical layout

Figure 3.4 shows a schematic of the optical layout. The laser beam first passes

through a neutral density filter, then through a 5% beam sampler to be used by

the entire optical system. After this, another 5% beam sampler is placed for power

monitoring. This small portion of light is directed to a photodiode, which output

is amplified and fed back to the laser for constant power operation. Another 5%

beam sampler is placed for the laser lock system. Then, the rest of the beam passes

through a 50− 50 beam splitter to supply beams for each magnetometer.

In each magnetometer, the incoming beam from the beam splitter passes through

a Glan polarizer to set the initial polarization of the beam(Figure 3.5). Then, it

hits the mirror to direct the beam into the sensing region. The beam hits another

mirror located at the back of the Cs cell holder and is reflected back to a Rochon
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Figure 3.2: a. DAVLL system. A portion of the beam is directed to another Cs cell
immersed in a stronger magnetic field. The deviation from the tuned frequency is
recorded by an amplifier and sent to the laser head. b. Iron shield for the Cs sensor.
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Figure 3.3: Magneto-optical rotation in DAVLL.

polarizer located 45 ◦ from the initial polarization prism. The refracted beams hit a

photodiode. The output voltage is amplified and read by the lock-in amplifier.

The double-pass arrangement (Figure 3.6) increased the sensitivity of the instru-

ment, since with this configuration, the cells can be located in an optimal position

relative to each other and the heating requirement is reduced [40].
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Figure 3.4: Optical layout for Cs magnetometer.
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Figure 3.5: Optical elements for the Cs magnetometer.
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Figure 3.6: Double-pass arrangement of the beam provides optimum positioning of
the cells and reduces heating requirement of the cell.

3.1.4 Magnetic shielding

The magnetic shield used in our set-up is shown in Figure 3.7a. The shield was

made of high-permeability alloy. Mechanical stress and exposure to magnetic field

are avoided to maintain the efficiency of the material. The over-all shape of each

layer was a sphere to maximize the shielding factor. Each layer was held up with

the next by a styrofoam, which also provided insulation in the set-up. The process

of introducing the styrofoam to the shield is shown in Figure 3.7b. The radius of the

four cylindrical ports was 11 cm. Magnetic caps were used as enclosures with two

ports of the same radius as the ports in the cylindrical layers. The assembly was

done for optical access, gradient coils, cell holding, sample inlet, a piercing solenoid

and electrical connections. The volume of the shield was only 10% of the volume

in [5] and is much smaller to the one used by Ledbetter et al [16].
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Figure 3.7: a. Magnetic shields. The ports are used for optical access, sample inlet,
piercing solenoid and electrical connections. b. Styrofoam introduced in the shields
to provide insulation.

39



3.1.5 Paraffin-coated Cs cells

Atomic magnetometers usually have the resonant medium (a vapor of alkali atoms)

contained in glass cells. For our set-up, we use a 5×5×5 mm3 cell that contains Cs

atoms (Figure 3.8a). The inner walls of the cell is paraffin-coated so to minimize

relaxation of ground-state polarization due to collisions with the wall. We do not

use buffer gas, since we are avoiding higher temperature conditions and the paraffin

coating melts at 60 ◦C.

The cell holder was designed in such a way that the two sensors are located at a

minimum distance from each other. In the middle portion was a gap to give space for

the sample holder (Figure 3.8b). The holder was made of Delrin material to prevent

the introduction of extra magnetic field caused by metallic materials. Gold mirrors

were glued on the back of the cell for beam reflection. Gold was chosen because of

its high reflectivity. Plastic screws were present in order to adjust the angle of the

mirror. The entire cell holder was held up by a plastic rod that goes through the

upper port of the magnetic shield.

The density of atoms was increased by raising the operating temperature. Heat

was supplied using a twisted Teflon-coated stainless steel wire wound around the

outside part of the innermost layer of the magnetic shield. This heating method was

found to be efficient and did not introduce extra noise at a significant level, since the

configuration of the wire was canceled and shielded. A dc power supply was used to

generate consistent heating.

The reduced cell size enhanced the filling factor, or the distance between the
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Figure 3.8: a. Cs sensor on the cell holder. b. Cell holder has a gap in the middle
to provide space for the sample holder. Picture view is upside-down.
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sensor and the sample of interest. The heating power needed for the containment of

equal count was also reduced.

We chose cesium cells over other alkali atoms because of its distinctly resolved

absorption bands, which reduced the possibility of laser frequency cross-over. Also,

Cs-based magnetometers seemed to be the preferred type for common optical mag-

netometers due to its high accuracy and low heating demands.

3.1.6 Internal coils and the piercing solenoid

The internal coils were wound around a Teflon tube with an inner diameter size

enough to accommodate the cell holder. The internal coils included a Maxwell coil,

a Helmholtz coil, and gradient coils (Figure 3.9a and 3.9b). These coils were used to

cancel the residual magnetic field and gradients and to provide a bias field. The bias

field followed a Faraday geometry for optical rotation, in which it is directed along

the center-to-center line of the cells, defined as the z axis. Since the sample magnetic

field was much smaller than the bias field, the gradiometer was only sensitive to

the magnetic field change along the z-axis. A dc source (Krohn-Hite, Model 523)

supplied current to the z-gradient coil, which balanced the resonance frequencies of

the magnetometers such that the difference between them was less than 0.5 Hz. The

rest of the coils were driven by dry batteries.

The piercing solenoid was wound around a long, hollow aluminum tube. It was

placed horizontally in the central portion of the magnetic shield (Figure 3.9c). This
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provided the leading field, which directed the spins after the encoding region (dis-

cussed further in Chapter 4). The space inside limited the detection volume.

Figure 3.9: Internal coils comprise of a. Maxwell coil, b. Golay coil and; c)solenoid.

3.1.7 Polarimeter

The rotation angle was measured with a balanced polarimeter in which the fast

axis of the detecting polarizing prism is at an angle of 45 ◦ to the initial polarizing

prism (Figure 3.4). Denoting the photocurrents from the two photodiodes of the
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polarimeter as I1 and I2, the optical rotation angle φ, φ≪ 1, would follow

φ =
I1 − I2

2(I1 + I2)
. (3.1)

3.1.8 Electronics and communications system

The over-all electronic connectivity is shown in Figure 3.10. Fast modulation of

light is necessary to overcome low-frequency noise. In such case, lock-in detection is

used. For NMOR with frequency-modulated light, detection of plane rotation must

be synchronized. Therefore, a lock-in detector is an important element of the setup.

We used SR830 lock-in amplifiers from Stanford Research. The differential current

signals were measured with a time constant of 30 ms. In addition to detection of

rotation, lock-in amplifiers were also used as voltage source for the piercing solenoid

(lock-in amplifer II) and a dc source for the voltage scan needed to obtain the ab-

sorption spectra of Cs (lock-in amplifier I). Communication with TECMAG was also

done via lock-in amplifier I.

A laser amplifier was used to detect a sample beam for power monitoring. A

resistor load (Figure 3.11a) was needed to provide signal to the laser controller.

The function generator provided the modulation frequency to the laser controller.

Another lock-in amplifier used for the DAVLL system gave the DC signal to lock the

laser at a specific wavelength. Using an ac-dc mixer (Figure 3.11b), both information

were fed into the laser controller. The function generator also communicated with

both of the lock-in detectors to synchronize the detection of light.

A personal computer was used to store the in-phase and quadrature components
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Figure 3.10: Electronics and communications system.
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Figure 3.11: a. Circuit diagram for resistor load for power monitoring. b. Circuit
diagram for ac-dc mixer.
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of the NMOR signals as detected by the lock-in amplifiers, which were connected to

the computer via a GPIB interface. Using a LABVIEW program (Figure 3.12), these

signals could be visualized. The phases of both quadrature signals could be adjusted

via the auto-phase button. The main goal was to set the phase of the in-phase signal

to be less than 5 ◦, while the out-phase was less than 180 ◦. The oscillation amplitude

Figure 3.12: LABVIEW interface for GPIB communication and frequency modula-
tion.

of the modulation frequency and the modulation frequency can also be set via the

LABVIEW program.

To lock a resonance, the center frequency was determined in the quadrature
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signal. This method was slow and required stabilization of the system each time the

modulation frequency was changed. This can be overcome by a feedback algorithm

that has proportional and integral parameters.

The deviations from resonance were proportional to the in-phase signal from one

magnetometer. This signal was measured, inverted and fed back to the function

generator and modifies the modulation frequency. The way the computer provided

feedback is via an integral loop as given by the equation:

f = P
(
ε+ I

∫ 0

−t
ε dt′

)
(3.2)

where f is the feedback signal, ε is the error signal and P and I are the proportional

and integral coefficients, respectively.

For calibration, we set P as 50% of the value of the oscillation threshold with a

fixed integration range. The value of I was adjusted to optimize the response of the

instrument to discrepancies from the square wave.

The magnetometer designated as the primary channel was, therefore, always on

resonance. On the other hand, the in-phase signal from the other magnetometer was

free of common-mode noise. This algorithm is especially advantageous since it is not

sensitive to noise and it enables the user to alter parameters of the integral function.

3.1.9 Characterization of the instrument

In this section, we enumerate the characteristics of Cs magnetometer with our present

configuration.
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Absorption of Cs

The absorption profile of Cs from one of the sensors shown in Figure 3.13a corre-

sponds to the hyperfine spectrum of the D1 transition of the alkali atom. We chose

the D1 profile over D2 because the hyperfine transition strengths in D1 are much

higher compared to those in D2 [41]. From experiments, we observed that for a par-

ticular voltage range, the one that was tuned to the highest voltage gives the most

sensitive and stable signal. This voltage corresponded to the highest wavelength,

which translated to the hyperfine transition with the lowest energy requirement (Fig-

ure 3.13b).

Quadrature signals

Another feature of our instrument was the resonance profile of Cs around the

modulation frequency. We observed resonance when the modulation frequency was

twice the Larmor frequency. A bias field was used to detect the resonances. The

in-phase and out-phase quadrature signals are shown in Figure 3.14. The widths

of these resonances (< 100 Hz) corresponded to twice the ground-state coherence

relaxation rate.

Square−wave signal for calibration

To determine the sensitivity of the instrument and to calibrate the optical output

from the lock-in amplifier, we used a 100 pT, 0.1 Hz magnetic field. The difference

signal between the two sensors is plotted in Figure 3.15, with an integration time of

30 ms per data point.

Based on the noise level of 0.7 pT (peak to peak), we deduced the sensitivity of
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Figure 3.13: a. Absorption of Cs sensor of the D1 transition. b. Highest signal was
found to be from the hyperfine transition F = 4→ F ′ = 3.
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Figure 3.14: In-phase and out-phase resonance signals of Cs magnetometer
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Figure 3.15: Signal for instrument calibration at 100 pT, 0.1 Hz magnetic field. The
in-phase signals correspond to A1 and B1, while the out-phase signals correspond to
A2 and B2.

the magnetometer to be 150 fT/Hz1/2. Compared to the sensitivity of 80 fT/Hz1/2

with 1-cm atomic sensors in the work of Xu and co-workers [40], the detection limit

of the current apparatus was improved by more than four times because of the r−3

dependence of the magnetic field.

Calibration was done by simply comparing the ratios between the magnetic field

and amplitude of the test signal versus the magnetic field and amplitude of the

sample being measured.

Temperature optimization

The temperature dependence of sensitivity was investigated in the range of 34 ◦C

to 40 ◦C. An identical optimization procedure was used for three different tempera-

tures of 34 ◦C, 37 ◦C, and 40 ◦C. The signal to-noise ratios (SNRs) for a fixed magnetic

signal were plotted as a function of temperature in Figure 3.16.
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Figure 3.16: Temperature optimization. Highest sensitivity is achieved at 37 ◦C

Result showed that 37 ◦C was the optimal operating temperature in the temper-

ature range being tested. Interestingly, this temperature value was consistent with

a model by Shah et al. [42]. The difference in the behavior of the sensors may be

caused by cell-to-cell variations in the manufacturing process.

To reveal the stability of the instrument, we monitored a 100 pT signal in two

modes: in one, the laser was stabilized by the DAVLL, and in the other, there was

no stabilization. The results are shown in Figure 3.17. An arbitrary offset was

implemented to the red trace in order to separate the two traces for comparison. No

significant difference was observed in terms of baseline drift and SNR between the

two modes, in the time frame of the test. This was different from similar high vacuum

rubidium sensors, in which a DAVLL is required to obtain the desired sensitivity [5].
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Figure 3.17: Comparison between stabilized and nonstabilized modes.

We speculate that the extraordinary stability of the current apparatus may be at-

tributed to three factors. First,the absorption bands of cesium are distinctly resolved,

which reduces the possibility of laser frequency cross over. Second, by operating at

a lower temperature, the heating requirement is low, which reduces the associated

noise. Third, it is possible that the cesium laser is more stable than the rubidium

laser.

This optical magnetometer still has large room for improvement. For example,

the atomic sensors are made by glass blowing. A drawback of sensors made in this

fashion is the poor optical quality of the glass surface, which distorts and scatters

the laser beam. We measured the power of the incident beams, which were 11.8

and 10.7 µW, respectively, and the power of the reflected beams, which were 3.2

and 3.3 µW, respectively, for the two sensors. The absorptions, however, were only
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24% and 20%, respectively. This indicates that the signal amplitude is lowered by

approximately a factor of 2. The imperfections of the sensors may be eliminated by

using micromachining.

3.2 Atomic magnetometer for magnetic particle

sensing

A Cs magnetometer with new features was built in order to make our set-up more

applicable to our study of interest and to enhance the over-all sensitivity of the

instrument. New features included new sets of magnetic shields, a plastic disc that

served as a divider and the use of quadrant photodiode for signal reading.

3.2.1 Magnetic shields

The magnetometer consisted of three main components: 1 is a sample inlet system

that uses an automated linear transducer to introduce samples at a constant speed,

2 is a magnetic shield that accommodates one or more atomic sensors for measuring

the magnetic signal of the magnetic particles, and 3 is an aluminum enclosure that

contains the optics and the laser to minimize the optical noise caused by stray light

and other optical interferences (Figure 3.18a). The innermost caps of the new set

of magnetic shields that we used are shown in Figure 3.18b. The caps on one side

has rectangular ends. Unlike the previously built magnetometer, the sensor(s) can

be arranged on one side, while the scanning of the sample can occur either through
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the central port of the magnetic shields, or the other side of the magnetic caps. This

configuration not only lessens noise due to air turbulence but also accommodates a

more compact optical layout.

3.2.2 Divider

A key feature in this design is a dividing piece that separates the sample inlet channel,

which is routed through two ports on the side of the magnetic shield, and the atomic

sensor. The divider is made of a thin plastic and placed in the middle of the four-layer

magnetic shield (Figure 3.19a). The divider prevents air circulation caused by the

motion of the transducer and maintains the atomic sensors at a stable temperature.

Therefore, it reduces the undesired optical rotation caused by air currents and avoids

the atomic density fluctuation caused by the temperature instability that would occur

otherwise.

3.2.3 Cs cell and internal coils

The atomic sensor used in this work is shown in Figure 3.19b. It is essentially a

cubic-shaped glass compartment with a long tail. The cubic portion is 5 mm long

on each side and coated with paraffin to elongate the coherence time of the polarized

cesium atoms. The tail contains a drop of cesium and is connected to the cubic cell by

a narrow channel such that cesium atoms continuously refill the cubic compartment.

Figure 3.20 shows the technical design for the coils. There are five different set

of coils inside the shield: Helmholtz coil, Maxwell coil, Golay coil, and two saddle
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Figure 3.18: a. Three main components of Cs magnetometer: a sample inlet system,
magnetic shields and optics enclosed by an aluminum enclosure. b. Internal magnetic
caps with different port shapes.
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Figure 3.19: a. Cross-section view of the internal part of magnetic shield. A plastic
divider separates two regions of the shield. b. Comparison between the Cs sensor
and a dime.
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coils. Gradient field is provided via the Maxwell coil. The Golay coil was placed

inside the magnetic shield for field calibration. The rest of the coils are for noise

cancellation. Current for the internal coils are provided via a box with 0.2 ppm/C

Figure 3.20: Technical design for coil holder located inside the shield.

resistors. Circuit diagram and a picture of the actual box is shown in Figure 3.21.

For the calibration, the sensitivity measurement was conducted in two steps.

First, 0.5 V and -0.5 V were applied to the coil to observe the difference in the

resonance frequency ωm. Second, at a constant ωm, ±0.1 V was applied to the coil

to obtain the signal-to-noise ratio and, subsequently, the sensitivity.
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Figure 3.21: Resistor box for the internal coils.
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3.2.4 Quadrant photodiode

In our new setup, we use a quadrant photodiode for detection. Quadrant photodiodes

are position sensitive light detectors. They simply consist of four separate photodi-

odes, each quadrant shaped, which together make up a circle (see Figure 3.22). Like

all photodiodes, they can be used in a photovoltaic or a photoconductive mode. The

photovoltaic mode is widely used because though it has slower frequency response,

it is still fast enough for many applications. This mode is also electronically simple

and no dark current is present, which means less noise and better sensitivity to low

light levels. The four photodiodes share a common cathode (which in photovoltaic

mode is connected to ground) and have separate anodes.

Figure 3.22: Quadrant photodiode for signal detection.
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3.2.5 Characterization of the instrument

Sensitivity

The magneto-optical profiles are shown in Figure 3.23 for 0.5 V and -0.5 V,

respectively. Fitting with dispersive Lorentz function gives resonance frequencies of

1242.77 and 1239.50 Hz. Therefore, 1 V corresponds to a magnetic field of 467 pT

for the specific calibration coil used in this apparatus.

Figure 3.23: Magneto-optical resonances for calibrating magnetic fields.

Calibration

The magnetic fields produced by -0.1 V and 0.1 V were measured (Figure 3.24).

The jump in the signal represented the change in voltage from -0.1 V to 0.1 V,

which was 94 pT based on the calibration in Figure 3.25. The detection bandwidth

is 50 Hz. From the signal-to-noise ratio of ∼170, we deduced the sensitivity to be

∼80 fT/Hz1/2. This is an improvement compared with the ∼150 fT/Hz1/2 sensitivity

of a previous atomic magnetometer using the same atomic sensor.
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Figure 3.24: Square signal from -0.1 V to 0.1 V.

Figure 3.25: Square signal produced from test calibration.
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The improvement in sensitivity is likely due to the implementation of the divider

that increased thermal stability. Our previous study demonstrated that temperature

played an important role in the sensitivity of atomic magnetometers [43]. Compared

with the microfabricated atomic sensors that use rubidium atoms, our current ap-

paratus has slightly worse sensitivity. For example, a recent report demonstrated

a sensitivity of ∼ 50 fT/Hz1/2 [44]. However, our apparatus uses Cs atoms in the

sensor. One significant advantage is that the operating temperature is much lower,

35-37 ◦C as opposed to 180 ◦C, because cesium has the highest vapor pressure of all

the alkali elements and our magnetometer is operated at low vapor pressure condi-

tion. The much lower operating temperature facilitates the application of atomic

magnetometers to molecular and cellular imaging.
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Chapter 4

Applications of atomic

magnetometry in magnetic

resonance imaging

In this chapter, we present the application of our compact Cs magnetometer in mag-

netic resonance imaging (MRI). This is especially important for enhanced contrast

MRI, one of the most used techniques for diagnosing diseases. The first section in

this chapter expresses the motivation of the study, as well as the comparison of exist-

ing nuclear magnetic resonance (NMR) techniques. This is followed by a discussion

of detection schemes in atomic magnetometry for NMR/MRI, which includes the

remote detection technique, the configuration we used for detecting the magnetic

resonance signal of water. The third section presents some fundamental principles

of contrast MRI. The fourth section shows the experimental results and analysis of
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data obtained. The last section is the discussion of challenges of our current set-up

and possible solutions.

4.1 Motivation of the study

Conventional MR detection techniques have been widely used in the medical field

and fundamental sciences. Three major components of traditional MR devices are

a superconducting magnet, cryogenics and a complex electronic system. Because of

its bulky size and expensive cost, the applicability of this modality is limited. For

example, the clinical MRI instrument cannot be used in remote areas and for imaging

in the presence of metallic objects [45]. Alternatively, measurements can be done at

the low-field regime, which will eliminate the need for a large magnet for detection.

A low-field version of NMR/MRI will therefore make the system more portable, more

accessible and more affordable.

One major challenge in developing low-field NMR and MRI is the establishment

of a detection technique that has sufficient sensitivity for the intrinsically faint signals

that occur after the elimination of the superconducting magnet and the cryogenics.

The sensitivity of conventional inductive detection is proportional to the strength of

the magnetic field. For this reason, high-field inductive coils, which usually have a

small number of turns, are not preferable in the low field regime. It would therefore

be beneficial to improve the existing techniques and, more importantly, to develop

novel techniques for low-field NMR and MRI.

Several techniques have been developed, including a much improved version of
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conventional inductive detection. Using a well-tuned coil containing thousands of

turns, Appelt and co-workers [46] presented NMR spectra in the Earth′s magnetic

field (∼50 µT) with excellent spectral resolution. A linewidth of ∼0.03 Hz was

achieved in the proton spectrum of benzene. They were thus able to distinguish

chemicals based on their characteristic J-couplings. (Note that chemical shift infor-

mation is not resolvable in such a low field.) One drawback is that a rather large

amount of sample, a volume of about a few milliliters, was needed to obtain the

spectra. Stepišnik′s group [47] and Callaghan′s group [48] both demonstrated mag-

netic resonance images in the Earth′s magnetic field using inductive detection, with

spatial resolutions of 2.3 and 5.0 mm, respectively.

Alternative techniques have also been explored, including detection with super-

conducting quantum interference devices (SQUIDs) [49] as mentioned in Chapter 1.

The SQUID magnetometer has been applied to diverse applications such as parallel

MRI [50], T1 MRI contrast [2], and magnetoencephalography [51]. When a SQUID

is used for NMR/MRI detection, the magnetic flux is generated by the sample nu-

clear polarization. The high sensitivity of SQUID magnetometers, ∼1 fT/Hz1/2 for

SQUIDs operated at liquid helium temperature (4 K), is independent of the strength

of magnetic field, making them well-suited for low-field NMR and MRI [52, 53]. How-

ever, they require cryogenics to maintain the detecting loop in the superconductive

state. This makes SQUIDs inconvenient in certain conditions, such as applications

in remote areas or places where cryogenics are not available.

A detection technique based on anisotropic magnetoresistive (AMR) sensors have
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also been demonstrated for low-field NMR detection [54]. Compared to SQUID mag-

netometers, the AMR sensors that were employed possessed a much poorer sensitiv-

ity, on the order of 100 pT/Hz1/2, at frequencies above 1 kHz. However, the fact

that the sensors are entirely solid-state makes them exceptionally attractive for a

miniaturized device. If cryogenic cooling is allowed, AMR sensors have achieved a

sensitivity of 32 fT/Hz1/2 [8].

Here, we present atomic magnetometry as another approach for low-field magnetic

resonance detection. The magnetic field due to sample nuclear polarization is directly

measured, with a theoretically projected sensitivity on the order of 0.01 fT/Hz1/2

under optimal conditions [14]. In addition to direct measurement, cryogenics and a

superconducting magnet are not necessary for an atomic magnetometer to operate.

Therefore, with high sensitivity and portable features, the use of atomic magnetome-

ter for low-field magnetic resonance detection can overcome the presently faced issues

with conventional NMR and MRI methods.

For clinical MRI, the use of contrast agents is prevalent to obtained enhanced

images. Gadolinium chelates are widely introduced to the patient’s body. The

efficiency of contrast agents is normally based on proton relaxivity, which is known

to be dependent on the strength of external magnetic field. It has been found that

at extremely low fields, the performance of contrast agents is significantly high, as

seen from the nuclear magnetic resonance dispersion profiles in Figure 4.1 [55]. Thus,

utilization of these contrast agents at low field will not only maximize the efficiency

of these contrast agents, but will also make diagnosis safer, since at low field, the

concentration requirement for the contrast agent may be substantially decreased,
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which will decrease the risk of nephrogenic systemic fibrosis disease [56].

Figure 4.1: Nuclear magnetic resonance dispersion profiles of clinical contrast agents.
Relaxivity is significantly high at lower magnetic fields.

A new group of contrast agents has been recently proposed. They are called smart

contrast agents due to their specific response to certain changes in physical parame-

ters such as pH, metal ion concentration, enzyme activity, temperature, and partial

pressure of oxygen [57]. These parameters are important indicators of diseases such

as tumor, neurodegenerative diseases, stroke, ischemic diseases, and others. With the

use of these contrast agents, these parameters can be monitored noninvasively. In

this study, we focus on the pH effects on the behavior of gadolinium-based contrast

agents at low-field, which will be very beneficial to indicate the presence of tumor

cells.

With the aforementioned advantages of low-field detection, atomic magnetometer
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is therefore a promising MR detection technique. In the next section, the ways an

atomic magnetometer detect magnetic resonance signal are discussed.

4.2 Detection schemes

Two primary schemes have been explored in detecting MR signal with an atomic

magnetometer namely, the remote detection scheme and the radiofrequency detec-

tion scheme. Both schemes are applicable for low-field NMR and MRI. In remote

detection, the fields are physically separated to allow independent optimization for

each stage. When the sample is diluted in the encoding region, remote detection offers

a better SNR because a much improved filling factor can be achieved in the detec-

tion stage. Furthermore, information regarding the flow behavior can be revealed via

time-of-flight imaging [58]. In RF detection, a static sample can be studied, similar

to conventional NMR. The nuclear resonance frequency is directly measured, which

is more efficient than the point-by-point method in remote detection.

4.2.1 Remote detection scheme

Remote detection simply means that the signal detection region is spatially sepa-

rated from others. The remote detection scheme was first developed by Pines and

co-workers [59]. A schematic is shown in Figure 4.2. In this scheme, the sample

flows through three stages namely, pre-polarization, encoding, and detection. In the

pre-polarization stage, the nuclear spins are magnetized using a strong permanent
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magnet, since a homogenous field is not necessary. The next stage is the encod-

ing of nuclear spins, in which a low but homogeneous magnetic field is applied to

record spectroscopic or spatial information. Encoding is done using appropriate pulse

sequences (and weak gradient magnetic fields in the case of MRI). One convenient op-

tion is the use of the Earth′s magnetic field as the encoding field, which is extremely

homogeneous in the absence of local disturbances. After encoding, the precessing

nuclear polarization, which now contains spectral or spatial information, experiences

a π/2 pulse which tips it back as the longitudinal polarization. The magnitude of the

longitudinal polarization is detected at the detection stage by an alkali sensor. For

Figure 4.2: Remote detection scheme for nuclear magnetic resonance detection.
Three regions are pre-polarization, encoding and detection.

remote detection of MRI, a pure phase encoding pulse sequence is most often used

(Figure 4.3). In phase encoding, the nuclear spins are allowed to precess for a fixed

amount of time in the presence of a gradient magnetic field. Therefore, the spatial

information of the nuclear spins is encoded as different phases of precession that are
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contained in the overall polarization. The overall polarization is directly measured

by atomic magnetometers. No excitation pulses are needed at the detection stage

for atomic magnometers, because the magnetometer detects static magnetization in-

stead of requiring an oscillating signal, unlike inductive coils. By measuring a set

of overall polarizations as a function of systematically varied gradients, the spatial

information is obtained by Fourier transformation of the polarizations.

Figure 4.3: Pulse sequence of two-dimensional phase encoding. Four-step phase
cycling is employed on the second π/2 pulse to overcome drifting noise.

4.2.2 Radiofrequency detection scheme

A different scheme for NMR, but not demonstrated for MRI yet, was presented by

Savukov and co-workers [4]. This detection scheme is termed RF detection by the

authors and is shown in Figure 4.4. In this scheme, the sample is static, similar to

conventional NMR. A pulsed magnetic field is used for pre-polarization. (For flu-

idic sample, the sample may also be polarized by a permanent magnet outside the
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magnetometer and flow into the detection region.) The nuclei are located inside a

closely-wrapped long solenoid, so that this field is not experienced by the outside

atomic magnetometer. By tuning the bias field Ba, the precession of the atoms

matches the precession of the nuclei, allowing direct detection of the nuclear preces-

sion (free induction decay). An NMR spectrum has been exhibited with this tech-

nique. Twenty-eight milliliters of water pre-polarized by an electromagnet (14 µT)

was encoded in a field of ∼1.5µT at the same physical location. According to the

sample volume and SNR of the spectrum (∼10), the detection limit is 40 µl of water

pre-polarized by a 1-T magnetic field. To date, MRI with atomic magnetometers

Figure 4.4: RF detection scheme with atomic magnetometer A long solenoid provides
a leading field B0 for the sample nuclei, whereas the alkali atoms do not experience
this field. A tunable ac field Ba is applied to the atomic magnetometer so that the
atomic precession matches the nuclear precession in order to observe resonance.

has only been reported using remote detection [5, 19, 60]. Some of the results are

shown in Figure 4.5. Using the phase-encoding pulse sequence shown in Figure 4.3,

and panel B shows the MR image of two tubes with water pre-polarized by a 0.3-T
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permanent magnet. The tube diameter is 3 mm and the center-to-center distance is

5 mm. A detection volume of 5.6 µl can be estimated from the image SNR.

Figure 4.5: Cross-sectional magnetic resonance image of two water-filled channels.

4.3 Basic concepts in contrast MRI

4.3.1 Nuclear magnetic resonance phenomenon

Atoms with unpaired protons and/or neutrons exhibit a nuclear magnetic moment.

These species, which are also called ’NMR active’, respond to an external magnetic

field accordingly. Just like how electrons couple with magnetic field, the energy levels

undergo Zeeman splitting, which energy difference is given by the equation:

∆Ez = µBBgmj (4.1)

where µB is the Bohr magneton, g is the Landé factor, mJ is the total angular

quantum number, and B is the magnetic field applied. This means that at higher
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external fields, the energy splitting is higher. There are two possible orientation of

the spins: parallel and anti-parallel. The proportion of these spins is determined by

Bolztmann distribution equation:

N−

N+
= e−E/kT (4.2)

where N+ is the population of parallel spins, N− is the population of anti-parallel

spins, E is the energy difference between the spin states and k=1.3805E−23 J/K, and

T is temperature in Kelvin. Figure 4.6 shows the relationship of the Zeeman split

with the strength of magnetic field, as well as the occupancy of the spins.

Figure 4.6: Zeeman splitting in nuclear spins. As magnetic field increases, the energy
difference between sublevels increases and the number of parallel spins in the lower
energy state also increases.

Some NMR active nuclei are 1H, 31P, and 23Na. For imaging of the body, the de-

tected nuclei is 1H, since it is the most abundant NMR active species in the body [61].

The nuclear magnetic resonance phenomenon is initalized by exposing a sample
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with NMR active species to a static magnetic field B0, which is normally applied along

the z-axis. In NMR experiments, it is important that the number of parallel spins

is greater than the anti-parallel at equilibrium. In addition to using high external

magnetic field, low temperature is maintained to achieve this condition. Based on

the Bolztmann equation, at room temperature, there is slightly more parallel spins

(ground state) than anti-parallel spins (excited state). As temperature decreases,

N−/N+ also decreases. At high temperatures, this ratio approaches 1. Therefore,

to achieve a high net equilibrium magnetization in the ground state, a very low

temperature must be maintained.

Magnetic resonance signal is obtained by exposing the polarized spins to an ad-

ditional field source. After polarization, the nucleus is bombarded with a radiofre-

quency (rf) field B1 orthogonal to B0. The field applied is ∼10−5 B0. This excites the

polarized spins to a higher energy state or pictorially speaking, the spins undergoes

precession (Figure 4.7). The spin transition depends on the value of the rf applied.

The resonant frequency at which spin precession occurs is the Larmor frequency ω0:

ω0 = B0 × γ (4.3)

where γ is the gyromagnetic ratio of the nucleus. For hydrogen, γ/2π = 42.6×106 Hz/T.

When the rf field is turned off, the spins from the higher energy state relax back

to their equilibrium state over a period of time. During the relaxation, it emits a

resonance signal characterized by the longitudinal (spin-lattice) relaxation time T1

(Figure 4.8a), given by the equation:

Mz(t) = M0e
−t/T1 (4.4)
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Figure 4.7: Larmor precession of nuclear spins. A radiofrequency field perpendicular
to the magnetic field causes the nuclear spin moment to precess around the z-axis.

where Mz is the longitudinal magnetization, M0 is the equilibrium magnetization, t

is the acquisition time. This corresponds to the time when 63% of the spins return to

their equilibrium state. After T1, the magnetization is fully recovered (Figure 4.8b).

T1 is the relaxation time characterizing the decay along the z-axis of magnetization.

The relaxation along the xy plane can be characterized as well, using the transverse

(spin-spin) relaxation time T2:

Mxy(t) = Mxy(0)e−t/T2 (4.5)

where Mxy is the transverse magnetization. When the rf field is turned off, the spins

begin to dephase and therefore the signal decreases (Figure 4.9). T2 is approximately

ten times smaller than T1, since the applied rf pulses are always less than the main

external field. The relaxation times, T1 and T2 are influenced by the interactions

between the nuclei and their effective local magnetic environment in the sample.
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Figure 4.8: a. Spin-lattice (T1) relaxation of nuclear spins. The recovery of magne-
tization along the z-axis is measured. b. After time T1, 63% of the magnetization
returns to equilibrium. At 3T1, 100% of magnetization is recovered
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Figure 4.9: a. Spin-spin (T2) relaxation of nuclear spins. The magnetization along
the xy plane is measured. b. After time T2 the signal along the xy plane decays due
to the dephasing of spins.
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Thus, factors such as the sample material, homogeneity, and temperature, affect the

relaxation. This dependence can be used for the study of different media. Magnetic

Figure 4.10: Free induction decay signal as detected by the radiofrequency coil.
When the rf pulse is turned off, the signal along the transverse plane decreases.

resonance signal is detected by an rf receiver coil, which also produces the rf field

for excitation. The rotating magnetization vectors produce an electromotive force

on the coil. The signal decreases over time, and so is read by the rf receiver as a free

induction decay (FID) signal (Figure 4.10).

For MRI, gradient fields and imaging sequences are used to obtain the magnetic

resonance signals at different points. An example of the process is shown in Figure

4.11, Sample A, B and C have high, medium and low magnetic resonance signal,

respectively. Since they are along the same x-position, they have the same frequency
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of precession. Their y-positions are encoded by applying phase gradients repetitively.

When the phase gradient is zero, all the signals are in phase. With a positive phase

gradient (applied on A), A has a phase lead while C has a phase lag with respect to

B. The opposite happens for a negative phase gradient. All of these raw signals are

recovered and analyzed by Fourier transforming the K-space.

Figure 4.11: Signal encoding using phase-encoding gradients. Signals along the y-
positions are encoded by repeated scanning with different phase gradients. K-space
records the signal in the presence of gradients.

Each row of the space is assembled together and is collectively converted into an

image via Fourier transform (Figure 4.12).
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Figure 4.12: Fourier transform of K-space results in a magnetic resonance image.

4.3.2 Contrast magnetic resonance imaging

Imaging with specific contrast is a primary advantage of MRI [62]. In contrast

MRI, gadolinium-based contrast agents are commonly used to distinguish different

tissues or local environment. They are also called T1 contrast agents since they

enhance T1 measurements to a greater extent than T2 agents. Gadolinium is chosen

over other paramagnetic ions because of its seven unpaired electrons that make its

paramagnetic effect more effective for relaxation. Also, among other lanthanides,

its electronic relaxation time (2 ×10−10 ) is the longest [63], which means that its

electron magnetic moment vector stays along the equilibrium position long enough

to be felt by the excited protons surrounding it, resulting in faster nuclear relaxation.

The paramagnetic effect is first experienced by the water molecule directly coor-

dinated to the gadolinium ion (inner-sphere). The effect is transmitted to the water

molecules that hydrate the chelate (second-sphere) and to the bulk water (outer-

sphere) via dipole-dipole interaction (Figure 4.13). Thus, for a contrast agent to be

effective for high-field MRI, it must have at least one water molecule that is directly

coordinated to the gadolinium ion, since the inner-sphere water molecule relaxes the
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most. However, increasing the number of inner-sphere water molecules may affect

the stability of the chelate, which is very important to consider since free gadolinium

ions are toxic at physiological conditions. Hence, in designing gadolinium-based con-

trast agents, both the efficiency and the stability of the chelate are important factors

to consider. The efficiency of contrast agents (i.e. relaxivity) does not only depend

Figure 4.13: Paramagnetic effect of gadolinium ion on water molecules. The inner-
sphere experiences a net dipole from the paramagnetic gadolinium ion. This effect
is transferred to the outer-sphere molecules.

on the number of inner-sphere water molecules but also on other factors such as

the rate of exchange of water molecules, the tumbling rate of the chelate (correlation

time), temperature and the applied external field. The relationship between the mag-

netic field and the T1 relaxation rate is shown by the Solomon-Boembergen-Morgan

equation:

1

T1m
=

2

15

γHge
muB

r6GdHS(S + 1)
( 7τc2

1 + ωs2τ
2
c2

+
3τc1

1 + ω2
Hτ

2
c1

)
(4.6)

where γ is the nuclear gyromagnetic ratio, g is the electronic factor, µB is Bohr

magneton, S is the total spin quantum number, ωs is the electron Larmor precession,
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ωH is the nuclear Larmor precession , τc1 is the longitudinal correlation time, τc2

is the transverse correlation time, and r is the electron spin solvent nuclear spin

distance [64]. Based on this equation, the relaxation rate is higher at lower field,

since relaxation time increases with the Larmor frequency of protons.

4.4 pH contrast in MRI

An important goal in contrast MRI is to develop contrast agents to highlight spe-

cific biochemical environments, e.g., areas with particular ions and pH, as these

parameters often serve as indicators for their corresponding diseases. [65, 66, 67].

In particular, a wide range of molecular probes based on paramagnetic ion chelates

have been developed for a pH-specific response [68, 69, 70] However, they often ex-

hibit a non-monotonic response in the biologically significant pH range of 6 to 8.5.

Another limiting factor is the need of a high concentration of the agents, usually in

the range of mM, due to low relaxivity. High concentrations of gadolinium may lead

to undesired side effects in biomedical diagnostics [1].

From the NMRD profiles shown in Figure 4.1, it can be seen that the relaxivity

for spin-lattice relaxation time (T1) is much higher in low magnetic fields (< 1 µT)

than in high fields (> 0.5 T). This cannot be realized using conventional techniques.

Therefore, an alternative detection technique for MRI must be implemented [2].

Furthermore, it remains unclear whether the specific contrast, pH response in this

case, is enhanced in low fields compared to high fields.

Here we show that gadolinium triethylenetriamine hexaacetic acid [Gd(TTHA)3−]
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exhibits a significant pH response in an ambient magnetic field of 40 µT, even at

concentrations as low as 50 µM. Although the relaxivity of this chelate has been

measured at pH 5 and 9 in ∼0.5 T, no study has been carried out in the range of 6

to 8.5 [71]. The exceptionally low relaxivity in such a high field has prohibited its

application in pH contrast imaging. We show that the pH response is monotonic in

this pH range in ambient magnetic field of 40 µT. The relaxivity was slightly greater

compared to results in a high field. By directly measuring the proton magnetization

with an atomic magnetometer [43], the pH of an unknown solution was revealed

by this molecular probe. Multiple channels can be monitored simultaneously by

measuring magnetization at a single location, with the aid of a gradient magnetic

field.

4.4.1 Experimental section

We used the remote detection technique to detect the magnetization of our sample.

This allows us to obtain optimum parameters for each region without affecting the

other. There are three regions in a remote detection configuration namely, pre-

polarization, encoding and detection.

In the pre-polarization region, water molecules are magnetized through flowing

through a compact 2T-permanent magnet enclosed in an aluminum magnetic shield.

A sample holder is situated in the bore of the magnet. The sample holder is made of

brass rod and contains a 5 µm porous material to enable the liquid sample to remain

in the magnetizing region while keeping the same flow rate. Water then flows through
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the encoding region. In the encoding region, rf pulses are sent to excite the nuclear

Figure 4.14: a. Tecmag LF1 Apollo unit for sending rf pulses. b. Rf amplifier.

spins of the sample. The rf pulse is generated and sent by Tecmag LF1 Apollo (Figure

4.14a), which is amplified using the HP 461A amplifier (Figure 4.14b). A saddle coil

wound around a teflon tube drives the rf signal. The saddle coil is compact, easily

constructed and can generate a uniform magnetic field perpendicular to the axis of
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cylinder. The configuration produces a magnetic field in the x-axis (Figure 4.15).

We used the optimum configuration of the saddle coil, which has the optimum angle

at 60 ◦ and the ratio length/diameter=1.41 for best rf field homogeneity [72]. The

saddle coil used in our experiment has length=2.0 in and diameter=1.42 in.

To obtain images, we used gradient coils with a similar pulse sequence used by

Xu and co-workers [5]. The strength of the magnetic field was varied in a controlled

manner to provide spatial information about the MR images. The gradient coils

vary the magnetic field and are powered by a gradient amplifier. These coils vary

the magnetic fields in the three spatial orientations x, y and z across the imaging

volume where Gx and Gy are known as transverse gradients and Gz is called a

longitudinal gradient. This makes it possible to determine a map of spin density in

the sample region.

Our gradient coil design consists of a Maxwell pair where the current flows in

opposing directions in the two coils, and produces a magnetic field gradient that

varies linearly with the z axis. With a distance between the loops chosen to be a
√

3,

a simple calculation shows that this gradient is uniform up to 5% within a sphere of

radius 0.5a and, at the center, the gradient efficiency is η = 8.058×10−7a2Tm−1A−1.

The x and y gradient coil design consists of Golay or double-saddle arrangement,

which consists of four saddles on the surface of the encoding region(Figure 4.16).

This configuration produces a linear variation in the magnetic field along the x and

y axis and a linear field at the central plane, and the wires parallel to the z-axis

do not produce a z-component of magnetic field, which does not affect the gradient

field. The gradient is uniform to 5% within a sphere of radius 0.4a. The efficiency is
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Figure 4.15: a. Saddle coil configuration. Optimum angle was θ = 60 ◦;
length/diameter = 1.41 b. Direction of current flow. c. Saddle coil on a Teflon
tube.
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given η = 9.18× 10−7a2Tm−1A−1.

Figure 4.16: Gradient coils wound around a plastic tube. Length and dimensions are
measured based on the efficiency parameters.

The sample flows through the encoding region to the detection region via a copper

tube with a cap that can hold 140 µL of sample. The magnetization of spin is directed

into the region via a leading field of 0.5 G produced by the piercing solenoid. The

direction of detection was set by applying a bias field (Figure 4.17). This enables

both of the sensors to detect the magnetization of the flowing sample.

Based on equation 3.1, it can be noted that the magnetic field strength exerted by

the sample, Bs, on the detectors is inversely proportional to the distance r3. Therefore

the sample holder is placed in an optimal position to detect high magnetization signal.

With the orientation of the sensors, the magnetization signal from both sensors can

be added and the common mode noise can be cancelled [1]. Unlike traditional nuclear
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Figure 4.17: Detection region of the remote detection scheme. A copper tube holds
the sample to be measured. Detection axis is define by a bias field.

magnetic resonance devices, a pick-up coil is not needed. The sensors can directly

measure the magnetization of the sample

A microannular gear pump is used to drive the water flow. We use a beaker as a

reservoir of the sample, both before the pump and after the detection region. With

this set-up, a minimum amount of sample can be used and recycled. Figure 4.18

shows the over-all picture of the set-up. A 3-way pulsed valve was implemented to

perform the stopped-flow measurements to obtain relaxation times(Figure 4.19). The

valve allowed the direct measurement of the T1 relaxation time of water. TECMAG

directs the timing of the stopping and the flowing of the sample via the valves using

the pulse sequence in Figure 4.20. The resonance frequency is 1.73 kHz. The duration

for the π/2 pulses is 4.5 ms. The duration for the gradient is 5 ms. We only obtained

1-D images of samples. The imaging phantom is composed of two parallel channels

inside a plastic cylinder. Each channel is cylindrical with 3.2 mm diameter and 15

mm length. The center-to-center spacing between the two channels is 8.3 mm. One

channel is filled with a volume reducer to show a difference from the other channel.
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Figure 4.18: Remote detection setup. Sample is driven by a micropump (not shown)
and is recycled back to the reservoir.
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Figure 4.19: a.Stopped-flow scheme. b. Valve stops the flow in a systematic manner.

Figure 4.20: Pulse sequence for the stopped-flow experiment.
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4.4.2 Matlab scripts

Using the MATLAB script below, the average water signal was obtained.

clearall;

[FileName, PathName] = uigetfile(′∗.∗′,′ Selectthedatafile′);

pathfile = [PathName, F ileName];

lock = importdata(pathfile);

prompt = (′Enter number of deleting sections :′);

dlg title =′ Input′;

num lines = 1;

def = ′0′;

answer = inputdlg(prompt, dlg title, num lines, def);

if str2num(answer1) == 0

else

for k = 1 : str2num(answer1)

prompt = ′Enter Begin Position :′,′Enter End Position :′;

dlg title =′ Input positions of unuseful data′;

num lines = 1;

def = ′20′,′ 50′;

answer = inputdlg(prompt, dlg title, num lines, def);

lock(str2num(answer1) : str2num(answer2), :) = [];

end

end

prompt = ′Enter peak difference :′;
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dlg title =′ Input′;

num lines = 1;

def = ′3.500e− 03′;

answer2 = inputdlg(prompt, dlg title, num lines, def);

diff = str2num(answer21);

M = [ ];

index = 0;

k = 0;

size = 50;

X = zeros(5, 1);

G = zeros(size, 2);

M(:, 1) = lock(:, 1);

M(:, 2) = lock(:, 4);

M(:, 3) = lock(:, 5);

for n = 2 : length(M);

if (M(n, 3) < 3)&(M(n− 1, 3) > 3);

index = index+ 1;

k = 1;

end;

if (index > 0)&(k <= size);

if n > 4

for m = 1 : 5

X(m) = M(n+m− 5, 2);
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end

if M(n, 2) > mean(X) + 3 ∗ std(X)

M(n, 2) = mean(X);

else if M(n, 2) < mean(X)− 3 ∗ std(X)

M(n, 2) = mean(X);

else M(n, 2) = M(n, 2);

end

end

end

if index == 1;

G(k, 1) = M(n, 1);

end;

G(k, 2) = G(k, 2) +M(n, 2);

k = k + 1;

end;

end;

t0 = G(1, 1);

b0 = G(1, 2)/index ∗ 100/diff ;

for m = 1 : length(G);

G(m, 1) = G(m, 1)− t0;

G(m, 2) = G(m, 2)/index ∗ 100/diff − b0;

end;

for m2 = 1 : 10
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Y (m2) = G(size+m2− 10, 2);

end

form = 1 : length(G);

G(m, 2) = G(m, 2)−mean(Y )/G(size− 5, 1) ∗G(m, 1);

end;

figure; plot(G(:, 1), G(:, 2))

minposition = find(G(:, 2) == min(G(:, 2)));

avgsig = mean(G(minposition− 5 : minposition+ 5, 2))

On the other hand, one-dimensional images were obtained using the following

MATLAB script:

clearall;

step = 11;

rawdata = importdata(pathfile);

M(:, 1) = rawdata(:, 1);

M(:, 2) = rawdata(:, 4);

M(:, 3) = rawdata(:, 5);

hu = [ ];

index = 0;

for n = 2 : length(M);

if M(n, 3) < &&M(n− 1, 3) > 3;

if index == 0

start = n;

end
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index = index+ 1;

hu(1, index) = n;

end

end

data1 = [ ];

data2 = data1;

data3 = data1;

data4 = data1;

tri back = 15;

for i = 1 : 1 : index/step/4

dlength = length(M(hu(1 + (i − 1) ∗ 4 ∗ step) − tri back + 1 : hu(1 + (i − 1) ∗ 4 ∗

step+ step)− tri back, :));

data1(1+(i−1)∗dlength : i∗dlength, :) = M(hu(1+(i−1)∗4∗step)− tri back+1 :

hu(1 + (i− 1) ∗ 4 ∗ step+ step)− tri back, :);

dlength = length(M(hu(1 + (i− 1) ∗ 4 ∗ step+ step)− tri back+ 1 : hu(1 + (i− 1) ∗

4 ∗ step+ 2 ∗ step)− tri back, :));

data2(1 + (i − 1) ∗ dlength : i ∗ dlength, :) = M(hu(1 + (i − 1) ∗ 4 ∗ step + step) −

tri back + 1 : hu(1 + (i− 1) ∗ 4 ∗ step+ 2 ∗ step)− tri back, :);

dlength = length(M(hu(1 + (i− 1) ∗ 4 ∗ step+ 2 ∗ step)− tri back + 1 : hu(1 + (i−

1) ∗ 4 ∗ step+ 3 ∗ step)− tri back, :));

data3(1 + (i− 1) ∗ dlength : i ∗ dlength, :) = M(hu(1 + (i− 1) ∗ 4 ∗ step+ 2 ∗ step)−

tri back + 1 : hu(1 + (i− 1) ∗ 4 ∗ step+ 3 ∗ step)− tri back, :);

ifi == index/step/4
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dlength = length(M(hu(1 + (i− 1) ∗ 4 ∗ step+ 3 ∗ step)− triback + 1 : end, :));

data4(1 + (i− 1) ∗ dlength : i ∗ dlength, :) = M(hu(1 + (i− 1) ∗ 4 ∗ step+ 3 ∗ step)−

triback + 1 : end, :);

else

dlength = length(M(hu(1 + (i− 1) ∗ 4 ∗ step+ 3 ∗ step)− tri back + 1 : hu(1 + (i−

1) ∗ 4 ∗ step+ 4 ∗ step)− tri back, :));

data4(1 + (i− 1) ∗ dlength : i ∗ dlength, :) = M(hu(1 + (i− 1) ∗ 4 ∗ step+ 3 ∗ step)−

triback + 1 : hu(1 + (i− 1) ∗ 4 ∗ step+ 4 ∗ step)− tri back, :);

end

end

peakadd = zeros(step, 4);

for r = 1 : 4;

if r == 1

lock = data1;

else if r == 2

lock = data2;

else if r == 3

lock = data3;

else

lock = data4;

end

end

end
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M = [ ];

index = 0;

index2 = 0;

k = 1;

d = 0;

t travel = 0.97;

s = 20;

X = zeros(5, 1);

G = zeros(s, 2, step);

peak = zeros(step, 2);

M(:, 1) = lock(:, 1);

M(:, 2) = lock(:, 2);

M(:, 3) = lock(:, 3);

for n = 2 : length(M);

if M(n, 3) < 3&&M(n− 1, 3) > 3;

index = index+ 1;

k = 1;

if mod(index− 1, step) == 0

index2 = index2 + 1; r;

end

d = mod(index− 1, step) + 1;

end

if index2 > 0&&k <= s
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if n > 4

for m = 1 : 5

X(m) = M(n+m− 5, 2);

end

if M(n, 2) > mean(X) + 3 ∗ std(X)

M(n, 2) = mean(X);

else if M(n, 2) < mean(X)− 3 ∗ std(X)

M(n, 2) = mean(X);

else M(n, 2) = M(n, 2);

end

end

end

if index2 == 1

G(k, 1, d) = M(n, 1);

end

G(k, 2, d) = G(k, 2, d) +M(n, 2);

k = k + 1;

end;

end;

if index2 > 0

for n = 1 : step

t0 = G(1, 1, n);

peak(n, 1) = n;
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b01 = (G(1, 2, n) +G(2, 2, n) +G(3, 2, n) +G(4, 2, n) +G(5, 2, n))/5 ∗ 2e12;

b02 = (G(s−1, 2, n)+G(s−2, 2, n)+G(s−3, 2, n)+G(s−4, 2, n)+G(s, 2, n))/5∗2e12;

for m = 1 : s

G(m, 1, n) = G(m, 1, n)− t0;

G(m, 2, n) = (G(m, 2, n) ∗ 2e12− b01−G(m, 1, n) ∗ (b02− b01)/G(s, 1, n))/index2;

if m > 5&&G(m, 1, n) >= t travel&&G(m− 1, 1, n) < ttravel

peak(n, 2) = G(m, 2, n)+(G(m, 2, n)−G(m−1, 2, n))∗(t travel−G(m, 1, n))/(G(m, 1, n)−

G(m− 1, 1, n));

peak position = m;

end;

end;

end;

end;

peakadd(:, r) = peak(:, 2);

end;

a1 = peakadd(:, 1); a2 = peakadd(:, 2); a3 = peakadd(:, 3); a4 = peakadd(:, 4);

real = (a1− a2)/2; imag = (a3− a4)/2;

total = real + sqrt(−1) ∗ imag;

b = fftshift(fft(total, 2 ∗ step, 1), 1);

figure; plot(abs(b));

aaa = abs(b);

save file.txtaaa− ASCII
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4.4.3 Results and discussion

A typical flow profile is shown in Figure 4.21, in which the time of detection in seconds

is plotted against the magnetic field detected from the sample. The dispersion curve

is obtained by averaging 100 measurements after applying a single π pulse. The

static magnetization is obtained from the peak of the dispersion curve, where the

signal detected is at its maximum. For pure water, we obtained a signal of 28.5 pT,

which is six times better than previous report [5].

Figure 4.21: Flow profile of water in remote detection scheme. The magnetization is
recorded from the maximum signal detected in the curve.

We measured the magnetization of 100 µM Gd(TTHA)3− at several pH using

NaH2PO4/Na2HPO4 buffer (Figure 4.22, blue). For comparison, the magnetization

of 100 µM gadolinium diethylenetriamine pentaacetic acid [Gd(DTPA)2−] was also
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measured within the same pH range (Figure 4.22, red). The detection volume was

140 µl. These measurements showed that while Gd(DTPA)2− had no response to

pH, the magnetizations for Gd(TTHA)3− increased monotonically as pH increased.

Thus, the relaxivity of Gd(TTHA)3− decreased when pH increased, while that of

Gd(DTPA)2− remained constant. This observation was consistent with the high-

field results [71].

Figure 4.22: pH responses of Gd(TTHA)3− and Gd(DTPA)2−. Gd(TTHA)3− showed
a non-monotonic response, a characteristic property for tumor sensing.

To quantify the relaxivity of Gd(TTHA)3− as a function of pH, we used a stopped-

flow scheme to directly measure T1 of the sample solutions: after pre-polarization,

the sample was held in the detection region by switching the three-way valve to the

bypass path. Because the valve had a response time of 20 ms, this method was more

accurate for measuring T1 compared to stopping the pump which had a response

time of ∼2s. In addition, the three-way valve maintained constant flow rate for the

pump to reduce mechanical noise in contrast to a two-way valve.
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Because the relaxivity of Gd(DTPA)2− did not change with pH, we measured its

relaxivity at pH=7.5 and used this value to calibrate the relaxivity of Gd(TTHA)3−

at different pH values. Figure 4.23 shows the two relaxation traces of pure water

(black) and 100 µM Gd(DTPA)2− (red). Fitting the data with an exponential decay

produced T1 3.00±0.17 s for pure water and 1.03±0.08 s for 100 µM Gd(DTPA)2−.

Therefore, the relaxivity for Gd(DTPA)2− was determined to be 6.4±0.9 s−1mM−1.

This value agreed well with literature [57].

Figure 4.23: T1 relaxation profiles of pure water and 100 µM Gd(DTPA)2−

The relaxivity, α , is defined as

1

T1
=

1

T1,0
+ αC (4.7)

where T1 is the relaxation time with the contrast agent, T1,0 is the relaxation time

of pure water, C is the concentration of the contrast agent. Therefore, relaxivity can
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be calculated as

α =
1

C
(1/T1 − 1/T1,0). (4.8)

Given C = 100 M, T1 = 1.03±0.08 s, T1,0 = 3.00±0.17 s, we obtain = 6.4±0.9

s−1mM−1.

The relaxivity of Gd(TTHA)3− at different pH is calibrated using the above

value. The relaxation of the three samples, pure water, Gd(DTPA)2− solution, and

Gd(TTHA)3− solution, follow

M(water) = M0e
−t/T1,0 (4.9)

M(Gd(DTPA)2−) = M0e
−t1/T1,0+α1C (4.10)

M(Gd(TTHA)3−) = M0e
−t1/T1,0+α2C . (4.11)

The three solutions have the same M0 because of the same sample volume. They

also have the same relaxation time t because of the same flow rates. α1 and α2 are

relaxivities for Gd(DTPA)2− and Gd(TTHA)3−, respectively. Combining equations

4.9 and 4.10 gives

α2 =
ln(M2/M)

ln(M1/M)
α1. (4.12)

This method eliminates the influence on relaxivity by the flow time and the sample

volume, which would otherwise impose a significant uncertainty to the relaxivity
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value. The results are plotted in Figure 4.24. From the relaxivity change, we deduced

the pH-sensitivity of Gd(TTHA)3− as 0.6 s−1mM−1 per pH unit in 40 µT, which was

slightly higher than 0.4 in high fields [71]

Figure 4.24: Relaxivity of Gd(TTHA)2− vs pH

To illustrate the high pH-sensitivity, we measured the magnetization of 50 µM

Gd(TTHA)3− solution at several known pH values controlled by buffer and one

unknown pH (Figure 4.25). The point in magenta is the solution with an unknown

pH value. From the calibration curve, a pH of 7.7 was obtained for the unknown

solution, which was in excellent agreement with 7.61 obtained by a glass pH meter.

The concentration of 50 µM was at least one order of magnitude lower than clinically

used concentrations. In addition, Gd(TTHA)3− had excellent safety profile because

the toxic gadolinium ion is fully coordinated. These two factors made Gd(TTHA)3−

a well-suited pH probe.

To demonstrate the applications of this pH probe in MRI, we made a two-channel

phantom with different volumes and used remote detection for imaging [5]. Using
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Figure 4.25: pH response of Gd(TTHA)3− at 50 µM

a gradient of 0.33 µT/m, one-dimensional images were obtained with water and

150 µM Gd(TTHA)3− (Figure 4.26). Because the two channels had the same pH,

the same degree of signal change was expected for the channels switching from water

to Gd(TTHA)3−.

From the areas of the profiles for each channel using water then Gd(TTHA)3−,

we deduced a signal decrease of 55% for the left channel and 54% for the right

channel. This indicated that the relaxivities of Gd(TTHA)3− were identical in the

two channels, consistent with the same pH values. Therefore, Gd(TTHA)3− may

serve as a robust pH probe in MRI.

The above example also shows that MRI with a molecular probe is capable of

mapping pH with a single detector. This is more desirable than implementing multi-

ple detectors at each location, because some locations may not be physically reach-

able to the detector. Using a molecular probe is minimally invasive and causes little

disturbance to the system under study, especially at a low concentration of 50 µM.
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Figure 4.26: One-dimensional MR images of a two-channel phantom (inset) with
pure water and 150 µM Gd(TTHA)3−.

In addition, MRI in ambient magnetic field removes the constraints on the size and

magnetic homogeneity requirement for the samples in high-field MRI.

The sensitivity of the atomic magnetometer can be improved, which will lead

to a lower concentration of Gd(TTHA)3− needed for measuring pH or a smaller

detection volume. A sensitivity of 0.5 fT/Hz1/2 has been reported, [14] corresponding

to 1.5 nl pre-polarized water at 1 T at 1 cm from the magnetometer [11]. This may

theoretically reduce the required concentration of Gd(TTHA)3− needed by two orders

of magnitude.

Based on the results, we reveal Gd(TTHA)3− as viable to be a molecular probe for

pH detection in an ambient magnetic field. With a sensitive atomic magnetometer

for detection, pH discrimination is achieved with a low concentration of 50 µM.

One-dimensional MRI showed that the spatially resolved pH measurement could be
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obtained using a single detector.

4.5 Challenges and possible solutions

Researches have proven that atomic magnetometers can offer the highest sensitivity

in detecting magnetic fields and are suitable for NMR detection and contrast MRI.

However, there are still challenges that need to be addressed to further its application

to magnetic resonance. The three major issues are the size of the magnetic shield,

maintaining the cell temperature, and increasing the spin time coherence of the

atomic cell.

1. Magnetic shield elimination

The multiple-layer magnetic shield used by most atomic magnetometers is to

ensure a relatively noise-free and field-free environment. While it has been effective

in eliminating noise and unnecessary field, its size is an issue if we want to improve

the accessibility of the instrument. The shield makes atomic magnetometers much

larger than the atomic cells. Although progress in miniature magnetic shields has

been reported [73], it would be ideal if no magnetic shields were used at all.

Several approaches have been undertaken to pursue a shield-free magnetometer.

One method uses a set of balancing coils with feedback control to cancel out the

magnetic field of the laboratory. With this technique, a sensitivity of 1 pT/Hz1/2 has

been achieved [74]. The authors predicted that the sensitivity could be substantially

improved by reducing high-frequency magnetic noise and magnetic field gradients
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across the cell.

Another method involves directly operating an atomic magnetometer in the Earth′s

magnetic field. Acosta and co-workers studied a magnetometer that operated at a

field of ∼40 µT, which is provided by a set of coils enclosed in magnetic shields [75].

They achieved an estimated sensitivity of 60 fT/Hz1/2. The degraded sensitivity is

attributed to the nonlinear Zeeman splitting of the atomic levels. In a magnetic field

of ∼10 µT or higher, the nonlinear term in the Zeeman effect is no longer negligible,

which removes the degeneracy of transitions with the same ∆mF . Therefore, the

magneto-optical resonance becomes more complicated and less outstanding for each

transition. The overall broadened feature results in a lower sensitivity.

The nonlinear Zeeman effect can be minimized using various methods. Seltzer

and co-workers showed that by using a second modulation, the sensitivity loss due

to nonlinear Zeeman splitting could be largely recovered [76]. For a potassium mag-

netometer, they showed that the sensitivity improved by a factor of four. Recently,

Jensen and co-workers reported an approach that utilized light shift to overcome

the nonlinear Zeeman effect [77]. In this method, an additional laser beam with the

appropriate frequency, polarization, and power was introduced to the atomic cell.

The multiple magnetic resonances due to the nonlinear Zeeman effect became a sin-

gle resonance feature in the presence of a magnetic field of 0.397 G. The sensitivity

was thus improved, although it was still significantly lower than that of the shielded

magnetometers that operate in a near-zero magnetic field.

2. Heating method
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As we can see from Equation 4.1, a sufficient number of gaseous atoms is required

to achieve a desirable sensitivity. Therefore, most atomic magnetometers operate

at an elevated temperature, especially when the atomic cell is rather small. Thus

far, two heating methods have been employed: electro-resistive heating and hot air

blowing. In the first option, heaters are placed close to the detectors for optimal

heating efficiency. However, the magnetic field generated by the electric current in

the heaters overwhelms the signal from the sample. Thus the heating current must

be turned off while measurements are taken. This causes sensitivity degradation

due to temperature fluctuation. The measurement duty cycle is also poor because

measurements cannot be performed when the heaters are on. Several approaches

have been demonstrated to reduce noise associated with heating. For low-frequency

magnetometer, Xu et al., [40] placed the heating wires outside of the inner most

layer of the magnetic shields. For RF magnetometers, an ac current with a frequency

outside the magnetometers bandwidth can be used [78].

The second option, heating via blowing hot air, introduces air turbulence along

the optical path of the magnetometer and consequently causes undesired polariza-

tion changes to the laser beam. By using vacuum tubes for the optical path, such

turbulence is largely avoided.

3. Increasing spin coherence time for a small cell

From Equation 4.3, we see that a smaller magnetometer will have a higher SNR

for NMR applications. However, compared to larger cells, the more frequent collisions

between polarized atoms and the wall in smaller cells result in a loss of coherence

and, hence, a decreased coherence time τ . Based on the discussion above, there are
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two ways to decrease the collisions between the atoms and the wall. One method is

the application of a cell coating, and the other is the introduction of a buffer gas.

Despite significant progress, additional study is necessary in order to further increase

the coherence time of the polarized atoms. For instance, a coating that has a higher

melting point and weaker interactions with the atoms is worthy of exploration [41].

In addition to the above-mentioned issues, there are some other critical param-

eters to be explored. One example is the recovery time of the atomic polarization

after the excitation pulse. Romalis group [4, 79] showed that with a countering field

counter to the excitation field, the recovery time of atomic magnetometers can be

shortened to less than 1 ms. Another example is the development of low-cost lasers

to replace stabilized lasers, thus facilitating multiplexing of atomic magnetometers.

Vertical cavity surface emitting lasers (VCSELs) have been used for this purpose [80].

The results at this time are still not as impressive as those obtained with a stabi-

lized laser, most likely because the VCSELs were not frequency-stabilized. Further

research is thus needed to overcome these limitations.

112



Chapter 5

Applications of atomic

magnetometry in magnetic

molecular sensing

This chapter presents the application of atomic magnetometry in detecting magnet-

ically labeled cells. The motivation of the study, fundamental background theories

and the experimental results and analysis are discussed. Lastly, challenges and pos-

sible strategies to improve the technique are presented.
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5.1 Motivation of the study

Identification of the nature of a diseased condition requires high sensitivity and reli-

ability. This controls the spread of the disease [81, 82], which enables timely treat-

ment that will significantly improve survival rates. For example, the 5-year survival

rate for early-stage, localized breast cancer reaches nearly 100%, whereas that at

the metastatic stage is only 26% [83]. In the case of contagious diseases, includ-

ing acquired immune deficiency syndrome (AIDS), an early diagnosis also effectively

prevents the spread of the disease [84].

A variety of technologies have been developed in order to provide early diagno-

sis with accuracy and molecular specificity. Currently, a molecule-specific cellular

diagnosis is usually accomplished via optical labeling [85, 86, 87, 88] and magnetic

labeling [89, 90, 91, 92]. Optical technique is very well developed because of its

high sensitivity, but it requires a transparent environment. Compared with optical

labeling, magnetic labeling has better biocompatibility and less toxicity, and it can

be applied in opaque conditions, including in vivo settings.

For magnetic-based techniques to compete with optical-based techniques, three

important factors must be considered namely, sensitivity, spatial resolution, and

molecular specificity.

As mentioned in the previous chapter, there are three main types of magnetic

devices that impart ultrahigh sensitivity: superconducting quantum interference de-

vices (SQUIDs) [93, 94, 95], giant magneto-resistive (GMR) sensors [8, 96], and

atomic magnetometers [14, 32, 42]. Other devices with lower sensitivity have also
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been used [97, 98, 99]. Because of technological advances, atomic magnetometers

have been able to reach high sensitivity that is comparable to that of SQUID de-

vices; both magnetometers can reach the low fT/Hz1/2 range for ac magnetic fields

and tens of fT/Hz1/2 for dc magnetic fields. One major advantage of atomic mag-

netometers over SQUID devices and GMR sensors is its operation without the need

for a bulky and expensive cryogenic system. GMR sensors at room temperature are

significantly less sensitive than cryogen-cooled ones. Using atomic magnetometers,

the detection of a single cobalt particle at a detection distance of ∼2.5 mm was re-

cently achieved [44]. However, the lower limit of detection of magnetically labeled

molecules has generally been limited to 104 to 105 molecules [100].

To image magnetic particles with high spatial resolution, various methods have

been demonstrated. A tomographic image has been obtained using the nonlinear

response of magnetic particles by Gleich and co-workers [101]. Recently, Good-

will and Conolly [102] demonstrated a novel approach of multidimensional x-space

imaging that achieved sub-millimeter spatial resolution. We reported a scanning

magnetic imaging scheme using an atomic magnetometer [9]. In this scheme, scan-

ning the sample across the magnetometer produced a magnetic-field profile. The

quantity of the magnetic particles and the spatial information were obtained by fit-

ting the magnetic-field profile according to dipolar magnetic field distribution. For

well-separated samples, the spatial resolution reached 20 µm at a detection distance

of approximately 8 mm [43]. A longer detection distance will be desired for in vivo

diagnostics in the near future and will hopefully be combined with better sensitivity.
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The third parameter to be considered is molecular specificity, which is the re-

solving of magnetic signals from different molecules. Optical techniques can dis-

tinguish molecular entities based on the wavelength of light. Compared to optical

detection, magnetic-based methods do not have a similar parameter to distinguish

molecular entities. As a consequence, magnetic-based techniques cannot provide

quantitative description of the target biomarkers unless excessive sample separation

is employed. The separation and purification process is labor-intensive, expensive,

and sometimes infeasible. Another challenge is the presence of multiple biomarkers

associated with a single disease, which requires a simultaneous quantitive detection of

multiple biomarkers for diagnosis [103]. This requirement is a challenge for the cur-

rent magnetic-based techniques. Recently, we reported a force-induced remnant mag-

netization spectroscopy (FIRMS) technique that used a shaking force to distinguish

the physisorbed receptor molecules from those bound via a specific interaction [10].

This technique is based on the dissociation of magnetically labeled molecules; these

dissociated molecules undergo Brownian motion and consequently have no measure-

able magnetic signal. Therefore, the measured magnetization represents only the

quantity of the bound molecules. We have performed a proof-of-principle study in

which magnetic particles specifically bound to human CD3+ T cells were detected

and resolved from a background of physisorbed magnetic particles. No quantitative

correlation between the quantity of cells and the number of specifically bound mag-

netic particles were discussed, and this feature is required for the techniques use in

diagnostics.
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It is for these reasons that this study was conducted. Improvements on sensi-

tivity, a high spatial resolution at a longer detection range, and quantitative cell

specificity were made. Human CD4+ T cells are measured by labeling them with

CD4 antibody-conjugated magnetic particles. The count of this cell type in blood

serves as an indicator for HIV infection. A well-established criterion for HIV infec-

tion is a blood count of this cell type below 200 cells/µL [104]. We show that the

number of specifically bound magnetic particles matches the number of cells.

5.2 Magnetic properties of nanoparticles

In magnetic particle sensing, we can consider the magnetization of a sphere.

B(m, r) =
µ0

4πr3
(3r̂(m · r̂)−m). (5.1)

It is well-known that a uniformly magnetized sphere is described as a dipole at the

center of the sphere. Because of the r−3 dependence of the magnetic field, it is

important that the instrument to be used has enough sensitivity at a given distance

to detect the magnetization.

The core of magnetic nanoparticles is iron oxide. The iron atom has a strong

magnetic moment because of its four unpaired electrons in the 3d orbital. When

crystal is formed from iron cations, different states can occur. A paramagnetic state is

obtained when each magnetic moment is randomly aligned to each other, resulting in

a zero net magnetic moment. Upon application of external magnetic field, some spins

will align with it and a small net magnetic moment is obtained. For ferromagnetic
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crystal, all the magnetic moments are parallel to each other even without external

field. In the following subsections, paramagnetism and ferromagnetism are discussed

in more detail.

5.2.1 Paramagnetism

Paramagnetic systems contain atomic or molecular orbitals with exactly one electron

in them. According to Pauli’s principle, spin magnetic moments need to be pointing

in opposite directions in order to cancel out magnetic fields. However, an unpaired

electron is free to align its magnetic moment in any direction. Therefore, the spins

in a paramagnetic system do not tend to interact with one another. These non-

interacting spins obey the ideal Curie law:

M = χH =
C

T
H (5.2)

where M is the resulting magnetization, χ is the magnetic susceptibility, H is the

auxiliary magnetic field, measured in amperes/meter, T is absolute temperature,

measured in Kelvins, and C is a material-specific Curie constant.

Curie’s law is only valid at low magnetization levels, since at high-field/low-

temperature regime, magnetization is saturated and all the magnetic dipoles are

aligned with the external field. No further alignment occurs at much higher external

field, therefore the total magnetization will not increase.

Quantum mechanically, paramagnetism can be explained by considering a signal
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magnetic moment m given as:

m = gµB
J

}
(5.3)

where g is the Landé factor, µB is Bohr’s magneton, } is the reduced Planck’s

constant, and J is the total quantum mechanical angular momentum. When an

external magnetic field is applied along the z-axis, the magnetic moment z-component

becomes quantized:

mz(jz) = gµB
Jz
}

= gµBjz (5.4)

where jz is the total angular momentum quantum number, which distinguishes the

discrete states 2J + 1. The absolute potential energy of magnetic moment is

E = mz(jz)Ḃ (5.5)

where B is external field. Therefore, energy splitting occurs when B6=0. The energy

levels are occupied according to Boltzmann statistics:

< mz > = gµB < jz > =
gµB
Z

jz=+J∑
jz=−J

jze
−mz(jz)B

kT (5.6)

where Z is the partition function

Z =

jz=+J∑
jz=−J

e−
mz(jz)B

kT (5.7)

and k is the Bolztmann constant. Manipulation of Equation 5.5 leads to the quantum

mechanical Brillouin function BJ(B,T):

< mz >= gµBJBJ(B, T ). (5.8)
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5.2.2 Superparamagnetism

When single magnetic moments can be considered as classic magnetic dipoles based

on the Curie limit of paramagnetism, the system is commonly called superparamag-

netic. To fully define superparamagnetism, two mechanisms namely Néel and Brown

relaxation, need to be distinguished.

In Néel’s relaxation theory, a mechanically fixed single-domain (region in the

crystal with uniform magnetization, (Figure 5.1) is considered to have angular mo-

mentums coupled to each other. This results in a giant magnetic moment that is

rigidly bound by one or more of the possible anisotropies within the material the

particle is made of. For big particles, this anisotropy has very high energy compared

to magnetic or thermal energies. However, the anisotropical energy changes rapidly

with the volume of the particle. When the volume is decreased, a critical barrier is

overcome; the thermal energy kT is high enough to flip the magnetic moment. The

Néel relaxation time τN(EAI/kT) (' 10−9s) is a measure of the random flipping of

the giant magnetic moment within a mechanically fixed particle. When the parti-

cles’ diameter is below 3 to 50 nm, magnetization can randomly flip direction under

the influence of temperature. In the absence of external magnetic field, when the

time used to measure the magnetization of the nanoparticles is much longer than

the Néel relaxation time, their magnetization appears to be in average zero. In this

state, an external magnetic field is able to magnetize the nanoparticles, similarly to

a paramagnet. However, their magnetic susceptibility is much larger than the one of

paramagnets.
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Figure 5.1: Magnetic domains in a bulk material.

Magnetic nanoparticles are typically suspended in a liquid for most applications.

In these cases, superparamagnetism is rotated mechanically via the Brownian move-

ment. Since the force counter to Brownian rotation is hydrodynamic, Brownian

relaxation time depends on thermal energy, particle volume and the liquid carrier’s

viscosity. For water or kerosene as solvent, τB is on the order of 107s .

5.2.3 Ferromagnetism

Ferromagnetic materials have a net magnetic moment in the absence of external

magnetic field. All magnetic ions must contribute positively to the net magnetization

for a material to be considered as ferromagnetic. This is to distinguish them from

ferrimagnetic and antiferromagnetic materials. If some of the magnetic ions subtract

from the net magnetization (if they are partially anti-aligned), then the material is

ferrimagnetic. If the ions anti-align completely so as to have zero net magnetization,
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despite the magnetic ordering, then it is an antiferromagnet. All of these alignment

effects only occur at temperatures below the Curie temperature (for ferromagnets

and ferrimagnets) or the Néel temperature (for antiferromagnets). The dependence

Figure 5.2: Magnetization as a function of applied magnetic field on a ferromagnetic
system.

of magnetization of a ferromagnet to an external magnetic field of strength H is shown

in Figure 5.2. From the figure, it can be seen that the increase is nonlinear until

a saturation value Ms is reached. When H is decreased after the saturation point,

the domains do not return to their original orientations. This creates a hysteresis

loop in the magnetization curve. When the H turns zero, the system cannot be fully

demagnetized unless a field Hc with an opposite direction to the initally introduced

field is applied. For materials with single domain, hysteresis loop is not observed and

the system is referred to as superparamagnetic. At room temperature, iron oxide
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nanoparticles smaller than about 20 nm are classified as superparamagnets.

5.3 Specific biomedical applications of magnetic

nanoparticles

Iron oxide in the form of Fe3O4 has been widely used in biomedical applications

because of their biocompatibility and low toxicity in the human body [105, 106, 107,

108]. Functionalized particles have been associated with drug delivery to a desired

target for medication [109, 110]. This requires a minimum dosage, which reduces any

adverse effect of the drugs [110]. For drug delivery, nanoparticles are functionalized

with drugs, proteins, and genetic materials and serve as therapeutic agents [109, 111].

In-vitro bio-assays have been the major area of application where nanoparticles

have been explored [105, 112]. Wang and co-workers [113] used ferromagnetic sensors

to detect binding of target DNA and proteins, resulting in an extremely sensitive

magnetic microarrays.

Superparamagnetic iron oxide (SPION) has been used in vivo as MRI contrast

agents for molecular and cellular imaging. [105, 106, 114].The surface of SPION

particles generally have a polysaccharide layer for colloidal stability [115]. These

functionalized particles have been in used in a whole variety of application such

as cell separation, protein purification, environment and food analyses, organic and

biochemical syntheses, industrial water treatment, and biosciences [116]. The organic

polymers basically enhance the stability, dispersability, and functionality of magnetic
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nanoparticles [108].

Another application of iron oxide particles is hyperthermia in cancer therapy.

Using SPION in a magnetic field, tumor cells can be heated to 41 to 45 ◦C, in

which cancerous tissues are irreversibly damaged while causing a reversible damage

to normal tissues [109].

5.4 Cell-binding interactions

For the cell-binding study, we specifically used human CD4 T-cells and streptavidin-

coated magnetic particles which were both obtained commercially. In this section,

we discuss the interactions present in the system.

CD4 or cluster of differentiation 4 is a glycoprotein that is a member of the im-

munoglobulin superfamily. Normally, about 65% of T cells in the blood are CD4+

(have CD4 protein attached on their membrane). The extracellular segment has

four ”domains”, which are the bulk of the protein. Together, these make up the

first 371 amino acids in the protein. The portion that is on the transmembrane

section is amino acids 372 through 395, and the cytoplasmic section (the bit that

lies on the inside of the cell) is amino acids 396-433 (Figure 5.3). The CD4 protein

has two different regions namely, variable immunoglobulin (IgV) and constant im-

munoglobulin(IgC), which identifications are based on the variability in the amino

acid sequences. D1 and D2 resemble IgV, while D3 and D4 resemble IgC [117].
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Figure 5.3: Structure of CD4. The four domains are numbered. CHO are glycosila-
tion sites. TM is transmembrance segment; Cyt is the cytoplasmic portion.

In our particular study, T-cells are first combined with the antibody, which con-

tains a DSB-X conjugated monoclonal mouse anti-human CD4. DSB-X biotin is a

derivative of desthiobiotin, a stable biotin precursor (Figure 5.4) that has the ability

to bind biotin-binding proteins, such as streptavidin and avidin. The magnetic par-

ticles used are coated with modified streptavidin. The binding between streptavidin

and biotin has a dissociation constant (Kd) on the order of '1014 mol/L and is one

of the strongest non-covalent interactions known in nature. The streptavidin-biotin

complex has high affinity because of the presence of high shape complementarity

between the binding pocket and biotin. There also exists an extensive network of

hydrogen bonds formed to biotin when in the binding site. This is called the first

shell. The second shell of hydrogen bonding involves residues that interact with the
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first shell protein residues. There are also hydrophobic pockets, where a lot of van

der Waals and hydrophobic interactions are present. Lastly, biotin binding stabilizes

strands, which closes over the bound biotin.

Figure 5.4: Comparison between D-biotin (top) and D-desthiobiotin(bottom).
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5.5 Experimental section

5.5.1 Scanning magnetic imaging

Streptavidin-coated ferromagnetic particles (Spherotech, 4-5 µm overall diameter)

were used. A piece of capillary tubing containing 50 nL of the sample was glued to

a glass slide. From the particle density of ∼1.4 × 108 particles/mL, we calculated

the number of particles in this sample to be 7.0 × 103.

The sample was scanned across by the atomic sensor using a linear transducer

(Ultra Motion) with a scanning speed of 1 mm/s. The magnetic fields as a function

of the scanning dimension were obtained by the atomic sensor (Trial 1). Next,

the sample and the transducer were moved 0.500 mm away from the sensor by a

translation stage (Thorlabs) so that the distance between the sample and the sensor

became 0.500 mm longer. The magnetic-field profile was measured when the sample

was scanned again (Trial 2).

5.5.2 Cell binding

A vial of human CD4+ T cells (20 mL, ca. 6.46 × 107 cells, Innovative Research) was

washed with 2 mL isolation buffer (0.1% BSA, 2 mM EDTA in phosphate buffered

saline at pH 7.4) and then centrifuged at 350 × g for 8 min. The cells were re-

suspended in 3 mL isolation buffer. From the new suspension, 500 µL was incubated

with 25 µL antibody at 2-8 ◦ for 10 min. The mixture was washed with isolation

buffer, centrifuged, and re-suspended in 50 µL isolation buffer. Streptavidin-coated
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magnetic particles (Invitrogen, Dynabeads, 2.8 µm) were introduced to the T cells.

To a 4 × 2 × 1 mm3 (L ×W × H) sample well with glass sides and a polycarbonate

bottom, 4 µL of the antibody-cell suspension was added. The cells effectively adhered

to the polycarbonate surface. An equal volume of magnetic particle solution was

added. The original concentration was 15 mg/mL, corresponding to 109 particles

per mL. The sample well was covered with a glass cover slip and was incubated in

a wet chamber at room temperature for 8 hours. A vortex mixer (VWR, 945303)

was used to apply mechanical force onto the system. The force was controlled by

adjusting the shaking speed. The sample was shaken for 5 minutes before each

measurement. As a comparison, a blank experiment was performed in which no cells

but only magnetic particles were present in the sample well.

5.6 Results and discussion

5.6.1 Spatial resolution

The scanning configuration is illustrated in Figure 5.5a, in which the d-axis is the

detection axis of the magnetometer, determined by the direction of B0, and the x-axis

is the scanning axis. The magnetic field profiles of the sample are shown in Figure

5.5b for the two trials with the difference in d of 0.500 mm. The profiles are well

described by Yao and Xu [100]:

B =
µ0M

4π((x− xi)2 + d2)3/2

( 3ad2

(x− xi)2 + d2
+ 3
√

1− a2 (x− xi)d
(x− xi)2 + d2

− a
)

(5.9)

Here, B is the measured magnetic field, M is the sample magnetization, d is
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the distance along the detection axis, the detection axis is perpendicular to the x-

axis, a is equal to cosθ, where θ is the angle between the magnetic orientation of

the corresponding sample and the d-axis. By fitting the profile, we obtain both

the magnetization and thus, the quantity of the magnetic particles, and the spatial

information. Using Equation 5.9, we obtained the magnetization values and the

dimensions of the d- and x-axes, which are listed in Table 5.1. The reduced amplitude

in Trial 2 (red trace) was caused by the larger distance between the sample and the

sensor. Because the two scans were performed for the same sample, the magnetization

(M) values should be the same. As shown in Table 5.2, the difference between the

two M values is well within the experimental error. The difference in d values is 0.508

mm, which is consistent with the 0.500 mm movement measured by a translation

stage. These results show that the distance information and the quantity of the

magnetic particles can be determined with the detection distance extended to more

than 1 cm, which is a much longer distance than that in our previous work. The two

x values are also consistent with each other [100].

Parameter Trial 1 Trial 2 Difference
M(10−9Am2) 3.92±0.02 3.93 ± 0.02 0.01

d(mm) 10.167 ± 0.016 10.675 ± 0.015 0.508
x(mm) 162.22 ±0.02 162.32 ± 0.02 0.10

Table 5.1: The results of fitted parameters in scanning magnetic imaging

From the signal amplitude, we can estimate the detection limit of this type of

magnetic particle. The magnetic signal of 650 pT, the peak value of the profile of

Trial 1, corresponds to ∼7 × 103 particles. Therefore, a single particle will produce

a field of 93 fT at a distance of 1 cm, which is higher than the 80 fT/Hz1/2 sensitivity
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Figure 5.5: a. Scanning configuration for magnetic particle detection. b. Magnetic
field profiles for two trials at different d values.
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determined. This means that the detection limit of a single such particle can be

achieved using 1 s measuring time. The substantial improvement in the detection

limit compared with the previous limit of magnetic particle detection is attributable

to two factors: one is the improved sensitivity and the other is the stronger magne-

tization of the magnetic particles used in this work. The excellent detection limit

at a long detection distance is a major advantage for magnetic sensing over optical

methods.

5.6.2 Specificity

The results for detecting magnetically labeled human CD4+ T cells are shown in

Figure 5.6. When there is no external force, the initial magnetization values are the

same for both the cell-binding experiment (red trace) and the blank (blue trace) at

1.61 × 10−9 Am2 because the amounts of magnetic particles are identical in both

experiments. Upon the application of an external force by shaking at 1500 rpm,

the magnetization was reduced to zero in the blank experiment. This reduction is

interpreted as the dissociation of the physisorbed magnetic particles; the Brownian

motion of the dissociated particles randomized their magnetic orientation and thus

resulted in a zero overall magnetic field. In the cell-binding experiment, the mag-

netization also initially decreased at 1500 rpm, but stabilized at 1.01 × 10−9 Am2

once 2000 rpm had been reached. This value corresponds to the magnetization of

magnetic particles that were specifically bound to cells via the CD4 antibody. We

can calculate the number of specifically bound magnetic particles and compare it

with the number of cells. The total number of magnetic particles is 1.7 × 106, which
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Figure 5.6: FIRMS profile for magnetically labeled CD4 cells.
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corresponds to the initial magnetization value of 1.61 × 10−9 Am2. Therefore, the

quantity of bound particles should be

1.7× 106 × 1.01× 10−9

1.61× 10−9
= 1.1× 106. (5.10)

From the experimental parameters, we can estimate the number of cells in the sam-

ple well to be 9 × 105. Given an estimated uncertainty of 10% during both the

loading of the cells and the magnetic particles into wells, the number of specifically

bound magnetic particles agrees well with the number of cells. This agreement in-

dicates that, on average, one magnetic particle binds to one cell. This result gives

a reliable correlation for identifying the quantity of cells, an unknown in diagnostic

applications, from the number of specifically bound magnetic particles.

To diagnose HIV with the current apparatus, stronger magnetic particles conju-

gated with CD4 antibody are required. For example, particles similar to the ones

used in the scanning magnetic imaging may be functionalized for diagnostic pur-

poses. By doing so, we achieved a signal-to-noise ratio of 120 with a 50 Hz detection

bandwidth, taking into account all the noise associated with sample handling. This

result suggests that we can measure 600 particles at a fairly fast detection rate with-

out any modification of the present setup. Considering that the current criterion for

HIV infection of a CD4+ T cell blood count is below 200 cells/µL and our sample

well holds 4 µL blood, it is clear that the current apparatus will be sufficient for this

purpose.

We can compare our approach with other techniques. Flow cytometry, which

efficiently counts individual cells, is generally considered the golden standard for
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cellular analysis [118]. The advantages of our approach are reflected in two aspects.

First, for in vitro analysis, we do not require a large fluid volume, which could

be expensive, hazardous, and difficult to obtain. Thus, our approach includes easier

sample handling and is cheaper. Second, magnetic sensing can potentially be applied

to in vivo analysis, while flow cytometry is strictly an in vitro method.

Another technique with a long detection range and excellent spatial resolution

is magnetic resonance imaging (MRI) [89]. It relies on the difference in the nuclear

magnetic relaxation induced by the magnetic nanoparticles, which leads to its poor

sensitivity. Furthermore, the quantification is complicated by the pulse sequences,

and MRI is expensive. One advantage of MRI, however, is that it can be coupled with

magnetic resonance spectroscopy to reveal specific molecules that are not labeled.

Compared to MRI, our approach provides sensitive magnetic detection by directly

sensing the signal from the magnetic nanoparticles. We use pulse sequences that

are rather simpler, which allows quantitative analysis to be done with ease. And

as mentioned in the previous chapters, atomic magnetometer is relatively cheaper

than conventional MRI since it does not require a superconducting magnet and a

cryogenic system for operation.

Lastly, optically based, label-free techniques, such as stimulated Raman scatter-

ing [119] and microfluidic-based optical microscopy [120], are highly sensitive and

specific, but may be limited by the penetration depth of the light source into the

opaque samples. Our approach overcomes this limitation since magnetic fields can

penetrate through opaque systems.
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Chapter 6

Conclusions

In this work, applications of atomic magnetometry in magnetic resonance imaging

(MRI) and magnetic molecular sensing were demonstrated. Detection of magnetic

field was based on nonlinear magneto-optical rotation, in which a linearly polarized,

frequency-modulated light was used for pumping and probing. Cesium was chosen

as the alkali sensor because of its sensitivity even at lower temperature conditions.

The sensitivity achieved was 150 fT/Hz1/2. The optimum temperature was found to

be 37 ◦C, which is highly suitable for biomedical applications. Magnetic resonance

studies were carried out using the remote detection scheme, while magnetic particle

sensing was done with a scanning technique and force-induced remnant magnetiza-

tion spectroscopy (FIRMS).

For MRI studies, the magnetization signal from water both in pure and param-

agnetic conditions were measured. Using a 180 ◦ pulse at '1.75 kHz, the highest

magnetization signal from pure water was found to be 28.5 pT, which is better
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than previous work [5] by a factor of 6. To demonstrate the application of atomic

magnetometry in pH contrast, the pH response of gadolinium triethylenetriamine

hexaacetic acid Gd(TTHA)2− from pH 6 to 8.5 was examined. Results showed a pH

response of 0.6 s-1 mM-1 per pH unit at ambient magnetic field, which was slightly

higher than the value in high magnetic fields. As a comparison, the commonly used

gadolinium diethylenetriamine pentaacetic acid Gd(DTPA)2− was also examined and

found to have a non-monotonic response in this pH range. By directly measuring the

relaxation of longitudinal magnetization using a stopped-flow scheme, the relaxation

times and hence the relaxivity were obtained. Based on the results, Gd(TTHA)2−

could serve as a pH probe at concentrations as low as 50 µM, which is more than one

order of magnitude lower than the concentrations used in present magnetic resonance

imaging. Using remote detection of MRI in ambient magnetic field, we demonstrated

that spatially resolved pH could be achieved.

For magnetic particle detection, factors such as sensitivity, spatial resolution and

molecular specificity were put into consideration. For enhanced sensitivity, a differ-

ent configuration of the magnetometer was designed and built. A divider was used

to separate the sample region from the detection region. This arrangement increased

the sensitivity by a factor of two (80 fT/Hz1/2) , which was attributed to a decrease

in noise caused by air flow, more compact optical layout and increased filling fac-

tor. Using 7000 streptavidin-coated magnetic particles, a magnetization of 650 pT

was obtained, predicting the applicability of atomic magnetometry in single particle

detection. Results also showed the capability of the instrument in obtaining spatial

information even at long detection range. With a detection distance of more than 1
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cm, the spatial resolution was found to be 20 µm. Coupled with force-induced rem-

nant magnetization spectroscopy, the magnetometer also demonstrated its capability

in providing molecular specificity. By measuring the magnetization that is due to the

specific binding of conjugated magnetic particles to human CD4 cells, quantitative

correlation between the amount of magnetic particles and the number of cells on the

surface was achieved.

One of our major goals is to make the whole device more portable and more acces-

sible. Therefore, miniaturization of the magnetometer is an important consideration

for future work. One way to carry out this task is to miniaturize or eliminate the

magnetic shield completely, since its size is much bigger than the sensors. Although

methods have already been reported [74, 75], the sensitivity still needs to be im-

proved by a significant factor. One way to improve the sensitivity of the instrument

is by setting up a multiple-pass arrangement of the beam. This will allow the beam

to interact with Cs atoms longer and therefore result in a higher optical-rotation at

low field. This technique will require a system of mirrors intricately put together to

align the beam efficiently.

To expand the application of atomic magnetometry in magnetic resonance imag-

ing, pH studies can be extended to two-dimensional imaging of phantom and biologi-

cal systems. The effect of ions and other parameters such as temperature, enzymatic

activity and partial pressure of oxygen on the relaxation effect of other gadolinium

chelates can also be studied.

For magnetic molecular sensing, an ultimate goal is to perform measurements on

human subjects in vivo. This means the detection distance must be approximately
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10 cm, which is a factor of 10 greater than our current value. This requires that

sensitivity be improved by 1000-fold because of the d−3 dependence of the magnetic

signal. To fulfill this condition, a larger atomic sensor would be helpful because

the limit on the sensor dimension is also increased. For example, a recent report

demonstrated a sensitivity of 0.16 fT/Hz1/2 using a spin-exchange relaxation-free

(SERF) technique [121]. Although such sensitivity has not been achieved for the

dc magnetic signal, this result shows the potential to further improve the sensitivity

and thus reduce the detection limit of magnetically labeled cells.
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[59] A. J. Moulé, M. M. Spence, S-I. Han, J. A. Seeley, K. L. Pierce, S. Saxena, and
A. Pines. Amplification of xenon NMR and MRI by remote detection. Journal
of Magnetic Resonance, 100(16):9122–9127, 2003.

[60] S. Xu, C. W. Crawford, S. Rochester, V. Yashchuk, D. Budker, and A. Pines.
Submillimeter-resolution magnetic resonance imaging at the Earth’s magnetic
field with an atomic magnetometer. Physical Review A, 78(1):013404–1–
013404–4, Jul 2008.

[61] D. Nishimura. Principles of Magnetic Resonance Imaging. Dwight Nishimura,
1996.

[62] J. L. Major and T. J. Meade. Bioresponsive, cell-penetrating, and multimeric
MR contrast agents. Accounts of Chemical Research, 42(7):893–903, 2009.

[63] R. van Eldik. Advances in Inorganic Chemistry: Relaxometry of H2O interac-
tions. Elsevier, Netherlands, First edition, 2005.

[64] M. Lowe. Activated MR contrast agents. Current Pharmaceutical Biotechnol-
ogy, 5:519–528, 2004.

[65] A. Jasanoff. MRI contrast agents for functional molecular imaging of brain
activity. Current Opinion in Neurobiology, 17(5):593 – 600, 2007.

[66] F. A. Gallagher, M. I. Kettunen, D.-E. Day, S. E.and Hu, J. H. Ardenkjr-
Larsen, R. int Zandt, P. R. Jensen, M. Karlsson, K. Golman, M. H. Lerche, and
K. M. Brindle. Magnetic resonance imaging of pH in vivo using hyperpolarized
13C-labeled bicarbonate. Nature, 453(7197):940–943, 2009.

[67] L. M. De Leon-Rodriguez, A. J. M. Lubag, Craig R. Malloy, G. V. Martinez,
R. J. Gillies, and A. D. Sherry. Responsive MRI agents for sensing metabolism
in vivo. Accounts of Chemical Research., 42(7):948–957, 2009.

144
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