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ABSTRACT

Several sets of orthonormal functions suitable for
use in orthogonal multiplexing systems were derived. The
functions were selected on the basis of ease of implemen-
tation since orthogonal multiplex systems perform equally
well for all signal waveshapes in channels with additive
white Gaussian noise.

The functions were analyzed and mathematical relation-
ships wwere derived for message distortion due to time,
frequency, and amplitude truncation. The orthomux systen
was also simulated on an IBM 7090 digital computer using
the DSL-90 simulation language to evaluate the effects of
realistic channrnel models. The computér programs used in
this simulation are described.

The real exponential sets of orthogonal functions are
proposed as the most easily realizable from the standpoint
of equipment simplicity. The Gram-Schmidt procedure is used
to derive these exponential sets whose interval of orthog-
onality is either finite or infinite. Another exponential
set is generated such that it is orthogonal to any constant
in order to implement it with A.C.-coupled amplifiers.
System parameter equations are derived so that a system can

be designed to give a desired level of performance. Time



truncation crosstalk is found to be less than five percent
for a system with a time constant equal to four, whereas
frequency truncation crosstalk of less than five percent
is possible for a single pole filter with unit normalized
bandwidth for synchronous reception. The bandwidth of the
real exponential set is comparable with that required for
frequency division multiplexing for a system with ten or
fewer channels and one percent distortion. An amplitude
limiting of thé real exponential set to seventy percent

of the magnitude of the peak value produces less than five
percent distortion.

Functions based on powers of t are included because
these can be readily generated using operational amplifiers.
Digital orthogonal functions having a peak-to-average power
ratio of unity are also discussed because of their desir-
ability for use in a communication system which is part
of a larger digital system.

System implementation and performance improvement
techniques generally applicable to orthomux systems are
presented. Additional investigation must be carried out
to select functions which are optimum for more severe

channel constraints.
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CHAPTER I
INTRODUCTION

Effective communications was long ago recognized by
mankind as one of the most important factors in determining
the success or failure of a particular endeavor. In recent
years people have become aware of the general applicability
of information theory to all phases of communications, whe-
ther person to person, machine to machine, or machine to
person. For instance, communication between individuals in
such diverse environments as aviation and banking is beiné
studied. Communication models are assumed, the flow-rate of
information is measured, speech coding habits (as among jet
pilots) are recorded, and so on. Attempts are then made to
improve communications with the purpose of improving system
performance. Digital communication between machines has
been the subject of an intense concentration of investigative
effort for twenty years. The transmission of television
information in color is a remarkable recent development, The
modern formulation of the mathematical foundation of infor-
mation theory together with the development of statistical
analysis techniques has answered many questions and offers

hope for the solution of many other problems.



In the beginning, however, theories were not exotic,
nor were the aims and needs of people cbmplex. As with all
things, primitive communication techniques were simple solu-
tions developed to satisfy the simple requirements of the
early ages. The story is a very interesting one, as is al-
most any history of the progress of mankind in a struggle to
domesticate an otherwise hostile environment. ‘

In early times acoustic signals were transmitted by
voice, horns, bells, gongs, and drums. Men had perceived
the usefulness of the speed with which sound travelled
through the air. Probably visual signaling came into exis-
tence at about the same time as acoustics signailing. There
are records of a visual system in regular use for message
transmission as long ago as 300 B.C. This system used
several light sources at fixed locations and letters were
represented by a code which was implemented by igniting the
appropriate light sources. Several semaphore systems were
operated in Europe around the year 1800. Visual signals
and their verifications were transmitted from station-to-
station at such low rates as one signal per minute. This
early closed loop system was a recognition of the need for
accuracy in the handling of important information because
the high éost of transmission of a message acted as a filter
on trivia. The semaphor line from Paris to Toulon actually
had 120 stations covering the 475 miles. Codes and signalling

devices were improved, and transmission speeded up. Flag
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signals and optical shutters adopted by the military at early -
dates are still being used to this day.

Around 1747, Watson demonstrated that electricity
could be transmitted over a two mile length of wire, Addi-
tional discoveries concerning the fundamental nature of
electricity by such people as Faraday, Henry, Ohm, and others
made possible the development of a practical communications
system using electricity as the information bearer. Weber
and others hiilt telegraph systems which worked very well,
Several of the early codes, including the Morse code, as-
signed the shortest codes to the most frequently used letters
of the alphabet. Practical telegraph systems progressed
from one way transmissions (simplex) to two way or bi-direc-
tional transmission (duplex) to the sending of a number of
messages simultaneously over a single pair of wires (multi-
plex). The first multiplex systems used time division, with
the machines at each terminal running in time synchronism.

Discovery of electromagnetic radiation and advanced
mathematical techniques led to the development of wireless
telegraphy. The invention of the vacuum tube then opened
the door to the modern world of communications.

A second major type of multiplexing was discovered
and made practical by the development of frequency domain
theory and applications, notably in the design of filters
which are capable of passing or rejeeting selected frequen-

cies. This is termed frequency division multiplexing.
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Continued efforts to improve communication techniques
led to the development of systems using orthogonal functions.
These systems have used the sine and cosine functions until
recently, when investigations into the suitability of other
functions for use in multiplexing systems were undertakeﬁ.
This effort is related to a more general area of investiga-

tion called signal design.



CHAPTER II
SYSTEM SELECTION AND OPTIMIZATION CRITERIA

Progress in communication theory has been matched by
remarkable adﬁances in the field of electronics components.
Solid state circuits have made possible the manufacture of
systems of vast complexity by increasing system reliability
and performance while at the same time decreasing size,
weight, and power consumption. Thus the system designer
has a considerable body of theory to call on and the manu-
facturing capability to implement previously unrealizable
designs, An example of a modern system employed on scienti-
fic satellites is a general purpose digital computer pro-
grammed by ground commands received by the on-board tele-
metry system to process the raw data from sensors so that
only the important parameters are telemetered -to earth. This
saves bandwidth and allows the spacecraft to transmit more
total information during its useful lifetime. This communi-
cation-computation package (Cliff, 1967) is expected to
weigh less than one hundred pounds, consume less than twenty-
five watts, and have a projected goal of 95 per cent proba-
bilify of one year life in orbit., Despite these advances,
and in some cases because of them, the design engineer must

make crucially important decisions.
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In the early'stages of a communication system design
an engineer sHould consider:
1) the system performance specification,
2) the characteristics of the input information and
a description of the channel,
3) the freedom of choice allowed to arrive at an
optimum system.
A system performance spécification includes requirements on
error rates, information handling rates, and reliability,
etc. The designer may also be subjected to additional con-
straints in the form of funding and time limitations, and
the type of hardware he could use. The optimization criteria
must be clearly and definitively stated for mathematical formu-
lation of system pefformance. Such optimization criteria may

be one of these listed below:

1) M, (t) - Mf(t)lN , N=0,1,2, . . .. [2-1]
where
M; (t) = Input Message
Mt(t) = Received Message

N = 2 is the Mean Square Criterion
2)  PIMI(t) - M, ()] | [2-2]

3)  PrM(E) - MI(t)] > €] [2-3]

where € is an arbitrary small positive constant.



7
The first criterion with N=2 is often used. The correlation
detection process (or matched filter) is the optimum detec-
tion technique for a system with additive white Gaussian
noise (Davenport, 1958), as shown in Appendix A, for any
signal waveshape. This allows the signal or waveform used
in a system to be so selected that its properties are op~
timally suited to the requirements of a specific application
without sacrificing performance.

The remainder of this work is concerned with the
realization of systems using correlation detection for a
variety of orthogonal waveforms. All of these systems are
optimum for signal detection in additive white Gaussian
noise. The freedom of choice in selection of a waveform
allows the investigation of sets of waveforms which appear
to be optimum under additional criteria, such as ease of
implementation, peak to average power ratio, and bandwidth.
Implementation of the new types of multiplexing systems is
discussed and digital computer programs are developed to
allow the determination of orthogonal system distortion
under various conditions such as time and frequency trunca-

tion and additive Gaussian noise.



CHAPTER III

ORTHOGONAL MULTIPLEXING

Introduction

Multiplexiné is the combining of several messages
in such a way that they can be transmitted over a channel
on a single carrier, for example, and then be individually
recovered at the receiver. The only multiplexing tech-
niques which have been used to any great extent in the past
are frequency division multiplexing and time division mul;i-
plexing. Since the recovery of the individual signals at
the receiver is dependent on the orthogonality of the sig-
nals, and since there exist many types of orthogonal func-
tions, then many other multiplexing schemes may be devised.
Ballard (1962) analyzed a system based on the Legendre
polynomials. The general orthogonal multiplexing technique
was referred to as "orthomux." A search of the literature
shows that very little has been done in the orthomux field
to determine the relative advantages of the various possible
systems with regard to implementation and performance.

The operation of an orthogonal multiplexing system
is based on the integral

T

[ 0i(t) Oy(t)dt = (Ko 1f 15
0

0, if ij (3-1]
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where 0j (t) is the ith channel transmitted signal and Oj(t)
is the jth channel signal generated by the»receiver, and
usually the signals are orthonormal; that is, each signal is
amplitude normalized to yield the mean square value of
unity. This distributes the power equally among the sig-
nals in order to create an equal signal-to-noise ratio con-
dition. The system operation is explained by Figures (3-1)
and (3-2). The orthomux system is a pulsed system in that
each block in the transmitter and receiver operates over a
period of time T and then resets and starts another cycle.
Identical orthogonal function generators are used in the
transmitter and receiver to produce the set of orthogcnal-
functions required for system operation. The transmitter
and receiver operate in frequency svnchronism, with receiver
operation delayed in time enough to accomodate signal propa-
gation time. A single message would travel through channel
one, for instance, of the transmitter system in this manner:

(1) The message input of channel one of the trans-
mitter M, (t) is sampled and the sampled value
is held for one cycle of operation as the con-
stant value M, (t);

(2) The message sample is multiplied with the

orthogonal signal O, (t) from channel one to

form M, (t) O, (t); this product is then added

to the signals of the. other channels to form
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fn(t). This composite signal is sent to the
link transmitter for final processing before
transmission over the path to the receiver.

This might entail shifting the entire signal
spectrum to a high frequency for transmission
over a radio link, for example., The entire
process described above is repeated continuously
for each channel of the system. A timing signal
generated by the transmitter controls the se-
quence of operations in the transmitter and the
receiver. At the receiver, the received messa@e
is processed to recover the composite message
signal fp(t), system timing information, and any
other information necessary to recover the in-
dividual channel messages. The synchronized re-
ceiver generates a set of orthogonal functions
identical to those in the receiver but delayed
in time by propagation time, as shown in Figure
(3-2). The message in channel one is recovered
in the following way:
(a) The first orthogonal function is multiplied

with the composite input message to form

0, (t) f(t);
(b) This product 1is integrated to produce the

expression
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T
fo, (t) [£f(t) + nldt, and n = Noise [3-2]
0 )

which upon expansion of f;(t) becomes

T
JO, (t) M, (£)O, () + M, (£)O, () + . . . +
0 .

T
My (£)Oy (t)1dt + [0, (t)nldt [3-3]
0

(c) Finally, the receivef samples the integrator
output at time t=T, and the sampled output
is smoothed as one of a stream of levels of
period T, by a smoothing network whose out-
put is Mt(t).

The difference between M} (t) and M, (t) is the channel
error. The smoothing filter is not needed in the case of
digital messages. Figures (3-3), (3-4), and (3-5) show
functions suitable for use in an orthomux system,

As stated in Chapter II, the optimum process for the
detection of a signal in the presence of additive white
Gaussian noise is a correlation process, where the shape of
the signal and time or arrival of the signal at the receiver
are known, and the information is amplitude modulated.
Specifically, the correlation process maximizes the signal-
to-nocise ratio or in the case of a digital signal, it mini-

mizes the probability of error. This is true for the simple
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baseband channel wifh additive Gaussian noise. However, if
the channel differs from this simple channel with unrestricted
bandwidth, then the optimum multiplexing system depends on the
assumptions made about the channel itself., For the simple
baseband channel with additive white Gaussian noise all the
orthomux systems perform equally well (Davenport, 1958).

Thus for the simple baseband channel the optimum orthomux
system would be the system which is rélatively simple to
construct, and it turns out to be the system based on the
real exponential set, since the exponentials are so very
easy to generate. For a channel which band-limits the fre-
qguency spectrum of the transmitted signals, consideration
must be given to the problem of the resultant distortion of
the received message. In the case of a peak power-limited
channel, the optimum multiplexing system uses binary (digital)
waveforms. These waveforms have an optimum peak-to-average
power ratio of one. The types of binary combination methods
leading to the simplest implementation are also discussed.
Each of the types of signals which are optimum in
terms of the considerations discussed above are investigated
as to their implementation in the following chapters. 1In
addition several other sets are considered because of one or
more interesting properties. First a brief review of pre-
vious applicable work in the area of orthogonal multiplexing

is given.
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Review of Previous Investigations

Interest in orthogonal multiplexing has come about be-

cause of the following advantages:

(1) Orthogonality of the signals gives a theoretical
minimum of zero crosstalk between chaﬁnels.

(2) A correlation detection process assures maximum
rejection of noise and interference.

(3) Orthogonal multiplexing is optimum in several
practical ways which depend on the channel char-
acteristics. The different orthogonal sets allow
the designer to select a set on the basis of
ease of implementation or optimum in the sense
of peak-to-average-power ratio, for instance.

Ballard (1962) pointed out that Legendre functions

may be generated using cascaded solid state circuits., The

first three Legendre functions are:

Py(x) =1 [3-4]
P,(x) = X [3-5]
P, (x) = %[3x%-1] . [3-61

and so forth, where

=%[t 21 ,for 0 £ 5T [(3-7]

Higher ordered polynomials are obtained using the Rodrigue's
formula

N 2 N )
Py(x) = —/—— — [x* - 117 , for néO,l,Z,. . « [3-8]
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Note that all the functions have zero mean and a peak value
of one except for P (x). The first three functions are
shown in Figure (3-6). Even order functions have even sym-
metry and odd order functions have odd symmetrv, and their
orthogonality interval extends from -1 to +1.

Equations for the frequency spectrum of the Legendre
polynomials are tabulated in Ballard's paper and the effect
of filtering or frequency truncation on crosstalk is men-
tioned in addition to the details of implementation.

Karp and Higuchi (1963) analyzed a system based on
the modified Hermite polynomials which are said to have
superior time-bandwidth compression properties, Their in-
terval of orthogonality is from t=-« to t=+«, but the func-
tions can be truncated in time at the expense of introducing
crosstalk into the system. This system.is complex and
therefore its implementation is not simple; The generating

function for the modified Hermite polynomials is (Karp, 1963)

B (e) = CDNa®%) (627227 (d] (o-t2/al)) [3-9]
n%/TT 2N/2 atN

Titsworth (1963) has described a Boolean-Function-
Multiplexed system with the advantage that the average and

peak powers are the same since it is a digital system.
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CHAPTER IV

EXPONENTIAL ORTHOGONAL FUNCTIONS

In this chapter exponential orthogonal functions are
analyzed with a view to their application in pulsed multi-
plex systems. The interest in the exponential functions
with real exponents is based on their being relatively easy
to be generated. Methods of implementation and performance
improvement techniques for this system are given later.

A sequence of functions g;(t), is given below:

= "Pt
gl(t) e

g,(t) = e—2pt
. for 0 £ t 2 = [4-1]
gy(t) = e~Not

with p as a real positive constant, may be used to obtain

a set of orthogonal functions Oj (t) over an interval given

below:
0,(t) = /2p e7Pt [4-2]
0,(t) = 4/p e7Pt - 6/p e~2pPt - [4-3]
0,(t) = "6p(3e~Pt - 12¢~2Pt + 10e-°Pt) [4-4]
or Oy (t) = kzlcNk e=kPt  for 0 < t < w (4-5]
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The method by which this set of functions shown in Figure

4-1 is obtained is described in Appendix B.

Time Truncation Crosstalk

Since the exponentials decay rapidly, it is possible
to truncate the signal at a finite time T and preserve
most of their desirable characteristics. This truncation
causes crosstalk which can be calculated using the basic

orthogonality integral
T
M (T) = é Oy (t) Oy(t) dat [4-6)

The crosstalk is calculated by substituting the defining

equations for the orthogonal signals in Equation [4-6]

T N M
by (T) = S § C e~kpt) ( ¥ ¢y eAPtyat [4-7]
NM 0 k21 Nk Z MA

B ’ (k+1)pt
onm(T) =  C C [ e~ Pt at [4-8]
NM kzl Azl Nk M1 0

N Moeowk oy N Moeogg oma L
dyp (T) = z y O " y y "5 © [(k+d]lpt

k=1 1=1 k=1 1=1
[4-9]
or dam(T) = Sym - Exnm [4-10]
and NN ocyk Cma .
Sy = L "+ p (4-111

k=1 A=1



Magnitude of Exponential Function in Volts

Figure 4-1. Normalized plot of real exponential set vs pT
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where
- ¢1, N=M 4-12
M {0' N 7 M [ ]
Egym(T) = crosstalk term in Mth receiver channel due
to the Nth channel signal.
dym(T) = total output of the Mth channel due to the

Nth channel signal.
Figures (4~2) and (4-3) show Exm(T) (crosstalk) variation

with pT.

Spectrum
The complex line spectrum of a periodic function with
basic minimum frequency w, is given by

T

Cg = L % st)e-3Burt gt [4-13]
0

3

where 8 =10,1,2, . . .

T

Period of f(t)
The power spectrum of the Nth exponential function is found

as follows:

kp + jBuw,

1 T N .
CB = ,‘i" f Z CNk e_kpt e—ijlt dt [4—14]
. 0 k=1
N - o~ T(kpt+jBuw;)
Cp = = O =2 [4-15]

| e
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As T becomes large enough to reduce the time truncation
crosstalk to tolerable limits (less than 5 per cent for

example) , the above equation can be approximated by:

N ¢ 1 ¥ ¢
1 Nk ' Nk [4-16]

Cg = = Y~ =
B T 2, kp¥3Buwy) ~ PT y2p (K¥3X)

A substitution of the numerical values for the coefficients
in Equation [4-16] results in an expression for the power
spectrum as given in Equation [4-17],

2 N

2 _ N
Iqu PT2 X2+N2

) [4-171

where N is the index number of the orthogonal function.

This equation is plotted in Fiqure (4-4). The highest order
exponential of a particular function dominates the bandwidth
expression because in the time domain the highest order ex-

ponent is most compressed, or has very short decay time.

Frequency Truncation Crosstalk

Crosstalk is introduced when the function under study
is passed through a filter which causes amplitude or phase
distortion. The effects of frequency truncation are studied
by passing the exponential function through a one pole RC

filter. The impulse response of the network is given as

h(t) = ﬁ% e~t|RC  for £ 2 0 [4-18]
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The real exponential function inputs ei(t) are given by
ej(t) = Oy(t) = J oy e®Pt , 0t < [4-19]
: k

for which the output would be

T N
eon(T) = [ 1 Cyx e KPtitme~g=(T"t) e [4-20]
-0 k=1
e~T/RC N 1 - e~ (kp=1/RC)T
con (™) = TR L, T T T Re (4-241

Figure (4-5) shows the effect of a one pole filter on the

input signal given by
fm(t) = 0,(t) + 0,(t) + O,(t) [4-22]

where the Oi(t) are the first three of the exponential
signals. The graph shows the input signal and the output
for two values of bandwidth. The crosstalk resulting from
bandlimiting is obtained by substituting Equation [4-20]

into Equation [4-6] as

T N -T/RC -kpTt M
e - e
b = [ I okl rexp= 1( ] ¢yedPT)ar
NM 0 k=1 RCkp -1 154 ML

[4-23]
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N M .

¢NM(T)‘ = kzl /l_z_l(P..Ckp-l) (Ap + 1/RC)

N M
Z Cukx Cma 1 - e'T(kP+/lp)]
k=1 a=1 (RCkp-1) (dp + 1/RC)

[4-24]
The error introduced in a message is shown in Figures (4-6)
and (4-7) for two values of bandwidth,

One way to reduce the error due to the delay of the
signal caused by the filter is to delay the operation of
the receiver by an equal amount. The effect of thig is
shown in Figure (4-8). For the correct amount of delay in
the receiver operation the error is greatly reduced. At
the point of minimum erxrror the receiver is said to be

synchronized with the incoming signal.

A Lower Bound .on pT

The crosstalk effects of time truncation crosstalk
on the real exponential set may be studied as given in

Equation ([4-9].

N -~ (k+1) pT

7 Tk Cwy ©

[4-25]
k=1 A1=1 (k + A)p

Eyn(T) =

For large values of pT, only the first term of Equation [4-25]
is significant as shown in Figure (4-2) and may be rewritten

as
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Eym(T) = eyn(T) > a0 C?; < [4-26]
or c

e2PT Egéﬁg%%T [4-27]
or

T > f%{Ln.(EEiEEEL) - Ln. (2egy(T)] [4-28]

The coefficients of the initial terms in Equations [4-2]

through [4-4] are given by the sequence C,, = Y2p, C,, = 4V/p,
C,, = 3V6p, and the general éxpression for the Nth channel

is therefore given by

Cy, = NY2Np [4-29]
and for the Mth channel the expression is

Cv1 = MV2Mp [4-30]

The worst case of crosstalk occurs for M = N channels SO

that Equation [4-28] becomes
T > %E{Ln.[ZNsl - Ln.[2exy(T)]} [4-31]
T > %S{Ln.[Z] + 3Ln.[N] - Ln.[2] - Ln.leyy(T)]}[4-32]

T > %E{BLn.[N] - Ln.leny(T)1} [4-33]

or

PT > Z[3Ln. (M) - Ln. [egy(T)1] [4-34]
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This equation is plbtted in Figure (4-9) for several values
of eyy(T), and the lower bound on pT necessary for a re-
quired amount of crosstalk due to time truncation can be
readily selected from this figure.
The bandwidth of a system based on such an exponential
set is now compared with that of common multiplex systems,

The Nyquist sampling theorem states
1 |
T £ = -
T [4-35]

where B, is the message bandwidth and T is the sampling
period. Equation [4-17] yields an expression for
system bandwidth given by
Np
= et ) 4—
BS 27 [ 36]

or

_ 27Bg
N

A minimum sampling rate given by Equation [4-35] is used for
purposes of comparing the various systems. A substitution

of Equations [4-35] and [4-37] in Equation [4-34] yields

(22Bs) (- w5 > Z[3Ln. () - Ln. (egy(T))] © [4-38]

or

Bg = g_fﬂ[am.(m - Ln. (egy(T)) ] [4-39]
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Equivalent expressions for other systems are given below

Bg = 2NBy , for ordinary frequency division
multiplexing. [4-40]
Bg = 4NBy , for time division multiplexing. [4-41]

The results in the form of bandwidth versus number of channels

are shown in Figure (4-10).

Peak Limiting Distortion

Figure (4-11) illustrates peak amplitude limiting of

the composite waveform given by

R
fu(t) = ] my(ETOy(t) (4-42]
N=1
mN(t5 = sample value of my(t), the Nth channel message
Oy (t) = Nth orthogonal function
R = number of channels

Clipping results in a system when the peak amplitude capa-
bility of the svstem is exceeded, and it may occur during one
or more intervals of each period of operation of the repeti-
tive system. The peak signal amplitude of the real exponen-
tial set occurs at the t = O and increases as the number of
functions increase. The peak amplitude of.the individual
members of the real exponential set at t = O is shown by
Figure (4-12). Amplitude limiting of fp(t) causes distortion,

and the equation for the receiver output in the case of '
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amplitude limiting to the value of
fn(t) = A

where A = constant in the interval 0 £ t S 7, is

T, T
mI(T) = / AOz(t)dt + f fp(t)os(t)dt [4-43)
0 T,
where T, = time at which limiting ceases
T = pulse period
m;(T) = output of Jth channel at receiver.

An expansion of Equation [4-43] yields

. T, J
mJ(’I') = A f z GJke"th at +
0 k=1
R N J T
I 1 ) my(t)egiCak [ e-(MK)ptat [4-44]
N=1 A=1 k=1 T,

and on evaluation of this integral one obtains

J ~-kpT
* 1 - e~XP11
m.(T) = A z [ 1 +
J k=1 KP
5 x S “('l+k) T: - o= (A+k)DT
m.(t e PT1 e
why ady kg TN ok O r o 1 [4-45]

Figure (4-13) shows the effect of peak amplitude
limiting on channel response in the form of percent error.
For a three-channel system, the error is less than 5 per cent
if the amplitude is allowed to reach 70 per cent of its peak

value.
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CHAPTER V

THE ORTHONORMAL POLYNOMIAL SET

The circuitry necessary to generate polynomial sets
is relatively simple because its elements are linearly in-

dependent functions like
{to' tl’ tz' L3 . [ ’ tn’ . . o}o [5-1]

This set can be generated using analog integrators and am-

plifiers., A general polynomial would be of the form

N
by (t) = kEOGthk [(5-2]

An example of such a set are the Legendre polynomials which
form the basis for an Orthomux system described by Ballard

(1962). The first few Legendre polvnomials are

0,(x) =1 [5-3]
0;(x) = x [5-4]
0,(x) = 2[3x* - 1] - © [5-5]

with the orthogonality interval of -1 £ x £ 1, If the
following substitution is made for x in the above equations;

x= (t- -'g) | [5-6)
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the orthogonality interval becomes
03t =T

and the polynomials take on the form

O,(t) =1 [5-71
0,(t) = 2t/T -1 [5-8]
0,(t) = 6t2/T? -~ 6t/T + 1 : [5-9]

The system should have equal power in each channel, so it is
necessary to normalize these functions, and it is done by

evaluating the integrals
zT 2

to obtain Ky as

) 5

vV (2N+1) /T [5-11]

Ky

Therefore these functions 0;, O,, « « . , Oyr « + + do not
have the same value at t = T. The orthonormal Legendre poly-

nomials become

0, (t) = Y1/T [5-12]
0, (t) = /3/T(%§ - 1) [5-13]

0, (t) Y5/T (6t%2/T2 ~ 6t/T + 1)' [5-14]
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and this set would have equal power distribution in each
channel. It is necessary to produce stable positive and
negative voltages to set the initial values of the ordinary
Legendre polynomials. A different voltage must be derived
from the reference voltages for each of the polynomials in

the modified set because the initial values are all different.

Zero Initial Value Set

In this section another polynomial set has been con-
structed using the Gram-Schmidt procedure, where each func-
tion has an initial value of zero as shown in Appendix B.

The first three polynomials are

0,(t) = /3t [5-15]
0,(t) = /5(4t2 - 3t) [5-16]
0,(t) = /T(15t3 - 20t + 6t) [5-17]

where T is normalized to unity. The base set used here is
(¢', t%, . . . , t", . . .) and Figure (5-1) shows the first

three functions of the zero initial value set.

System Bandwidth Requirements

An expression for the power density spectrum is for

the polynomials functions discussed above. In general,

oyt | | [5-18]

~12

On(t) =
k=1
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Figure 5-1. The First Three Polynomials of the Zero Initial Value Set

Ly



48

and the Fourier coefficients ey are given below

1. .
a, = 27tk cos(pw,t)dat , g =0,1,2,... [5-191]
0
1 x
bg = 2/t% sin(uit)dt , 8= 1,2,... [5-20]
cg = aj + b} [5-21]

Integration by parts yields the following:

1 i
1 . - .
ag = 2{§5Ttk sin (Bw, t) g - §§T€tk 1 sin(Bw;t)dt} [5-22]
b, = 2{-F1 tX cos(Bw t)|1 + K }tk'l cos (Bw, t) at} [5-23]

which can be easily calculated by a computer program. The

first two calculations give the following results for Ol(t)

lcgl® = 3/(8m)?2 [5-24]
and for 0, (t),

lcgl? = (5/(Bm 2111 + 16/(8m) 2] [5-25]
The dominant term in the above equations for large values

of B is given by

2N + 1

2 ~
legl® = =gmye [5-26]
where N is the index number of the function and 8 = 0,1,2,

eese An evaluation of the crosstalk in a system due to
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frequency truncation is easily done by -a computer progrém for
each filter. The bandwidth of the simulated filter should be
varied from a minimum value given by £, = 1/T, which is the
system repetition rate, to an upper limit of appfoximately
ten times the minimum value or until the distortion reaches
tolerable values. There is no crosstalk due to time trunca-
tion for a sfstem based on the zero initial value set of
polynomials since the interval of orthogonality will be the
same as the system period. Thus crosstalk would occur due

only to amplitude and freguency truncation and interference,

Peak Voltage
The zero initial value set has unit energy in each
channel for the orthogonality interval, and the peak value

for O,(t) occurs at t equal to unity and is given by
Oy (t=1) = v2N + 1 [5-27]

This makes it evident that the problem of peak voltages
poses a very serious limitation, and it becomes more serious
when the composite signal is formed by summing the various

individual polynomials.

Implementation

The orthomux system based on polvnomials can be built
using analog integrating circuits. Fiqure (5-2) shows a block

diagram of such a system based on such polynomials.
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CHAPTER VI

AN ORTHOGONAL DIGITAL SYSTEM

The preceding chapters dealt with analog signal sets
suitable for use in an orthogonal multiplexing system, and
now a possible orthomux systeﬁ using orthogonal or orthonormal
digital waveforms is discussed in this chapter including the
formation of sets of orthogonal digital functions suitable
for such a systemn.

A digital orthomux system is designed in the same
manner as an analog system, in that the code words used in
such a system are orthogonal to each other. An example of an
orthonormal set suitable for use as a basis for an orthomux
system is:

R= [Ry, Ryy « o ] [6-1]
Ry = Sgn [sin(2N7t) ] [6-2]

This is the family of Radamacher functions, and their region

of orthogonality is 0 £ t £ 1. The Sgn function is defined as
Sgn(a) = 1 (a > 0)
Sgn(a) =1 (a < 0) [6-3]
Sgn(a) = 0 (a = 0)

The first three Radamacher function§ are shown in
Figure 6-1. A simple method of forming an orthogonal binary

set is bv employing the Hadamard matrix. A Hadamard matrix
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is a square matrix whose elements are restricted to take on
values of plus'and minus one, and has the property that the
row vectors as well as the column vectors are mutually ortho-
gonal. Formation of Hadamard matrices of the order 2K where
k is an integer equal to or greater than zero is possible

using the relationship

H i : H «
2 2 [6-4]
H k+; = _ :
z H « H
2 2
For example, H; can be immediately written as H; = [1] (or
H, = [0l). If H, = [1] is selected, the matrix H, takes
the form
H, H, 1 1
HZ = _ = [6'5]
H, H, 1 -1
and the matrix H, is given by
1 1 1 1 X,
1
1 -11 1 -1 X, 3
21
Hy, = |=====n dmmmmmm e = [6-6]
1 1] -1 -1 X3i
]
1 -1f -1 1 Xui

and so on. A useful definition of correlation for binary
waveforms is

P=A-B , [6-7]
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where

A

number of like terms, and

B number of unlike terms.

Application of this definition to Equation [6-6]
shows that either the row vectors or column vectors are a
suitable set of functions for an orthogonal multiplexing

system, Another set of orthogonal waveforms is given by

Fl = [ 1, l, l' -1]
F, = [1, 1, -1, 1]

[6-8]
F, = [1, -1, 1, 1] '
,F" = [-1, 1, 1, 1]

If the values zero is substituted for the positive ones in
Equation [6-8], the resulting orthogonal set is recognized
as that used in time division multiplexing. In all these
orthogonal digital codes, n information bits are transmitted
in 20 symbols. Time division multiplexing has the optimum
peak-to-average power ratio of unity and this also allows
the use of hard limiting at the receiver which limits the
noise, However, it requires more accurate synchronization
of the receiver in order to prevent excess message distor-
tion, since the eﬁergy of each message is concentrated in a
narrow time span. Systems using Equation [6-6] as a basis
have the advantage of having the impulse noise distributed

evenly among the channels and thus the synchronization
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problem becomes less critical.
Implementation of the digital system is accomplished
by using cascaded bistable multivabrator circuits which
give the outputs of Equation [6-2] as shown in Figure (6-1).
The additional wave forms which must be formed to complete
the orthogonal set are formed by combinational logic blocks.

An eight-channel code is given by

DC = [1 1 1 1 1 1 1 1]
a=1[1 0 1 0 1 0 1 0]
B=[1 1 0 0 1 1 0 0]
c=1[1 1 1 0 0 0 0]

1
(6-91
= [1 0 0 1

[
Q
o

1]
=1 o0 1 0o o0 1 o0 1}
L 1 o o o0 o0 1 11

@ H o
]

= (1 0 0 1 0 1 1 0]

where DC is a level, and A, B, and C are formed by cas-
cading an astable multivibrator and two bistable multi-
vibrators. D, E, F, and G are derived from A, B, and C,
using and-or logic circuits which satisfy the Boolean func-

tions given by

D=2AE8 + aB [6-10]
E=2AC+ AC [6-11]
F=B5C+BC ' [6-12]
G=2A(BC+BC) +AF [6-13]
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[ —— Y
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B AND —.l_a,
C =——————t
_ OR [ AND |
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C —mm——»
A
A ——e—t»
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Figure 6-1. Logic circuitry for realization of an orthogonal

digital set
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A message can be impressed on an orthogonal function
by transmitting either the function or its inverse, which
is formed by passing the function through a simple inverting
amplifier or by ordinary analog methods. A digital system
does not require analog multipliers in either the transmitter
or receiver, since multiplication by plus or minus one can
be accomplished by a selective inverting ampvlifier controlled
by the appropriate orthogonal Qaveform. In the case of a
digital system it is possible to devise a method of combining
the orthogonal functions by means of a Boolean logic trans-
formation. Titsworth (1963) has proposed a system employing
a majority logic in the transmitter to combine the channel
waveforms and correlation detection in the receiver. The
advantage of such a system is that the peak-to-average power
ratio is unity as is the case with time division multiplexing,
and hard limiting at the receiver is possible. This is not
an orthomux system and, according to Titsworth, performance
is about two decibels poorer than the systems previously

discussed.



CHAPTER VIT

TECHNIQUES TO IMPROVE SYSTEM PERFORMANCE

The performance of orthomux communication systems may
be limited because of the following factors:
1) the finite time truncation of a signal set with
an infinite orthogonality interval,
2) large peak-to-average signal voltage ratio,
and
3) excessive bandwidth requirement of the signal set.
These factors are often responsible for distortion of the
received messages, since crosstalk is the inevitable result
of time, amplitude, or frequency truncation of the trans-
mitted signal. TIf the resultant distortion becomes intoler-
able, it is necessary to take steps to improve the system
performance, and the remaincder of this chapter is a discussion

of methods to achieve this objective.

Finite Time Truncation

It is sometimes desirable to use a signal set which
is orthogonal over an infinite interval. The reason for
this is that the system parameters can be selected so that
the érosstalk is tolerable at the minimum truncation time,
and therefore will be less for longer truncation times.

Thus a basirn system may be operated at any repetition rate
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below some maximum value. In some cases it may be desirable
to completely'eliminate the crosstalk due to time truncation,
and this can often be accomplished by applying the Gram-
Schmidt procedure to the linearly independent set of func-
tions which are used to construct an orthonormal set of func-
tions under consideration. For instance, consider the real
exponential set given by Equation [4-5] which has an ortho-
gonality interval of 0 £ t £ =, The linearly independent
set is given by e~Pt, e=?Pt, ., | ., , e PPt The first two
functions of the real exponential set orthonormal over the

interval 0 £ t £ T were calculated using the Gram-Schmidt

procedure outlined in Appendix B, and are given by:

¢, = (2p/B)%e~Pt [7-1]
-pt _ o= pt

b2 = :igjzg;e- 2% /55) % o
where

B=1-e2pt

c=1-e %Pt

D=1-e"*pPt

T = Orthogonality Interval, and

p = System Parameters

These functions may be expressed in the following form:

4, = C 7Pt - [7-3]

¢, = C e"Pt + c,e"2Pt : [7-4]
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where
c, = (2p/B)*
2C/3B
C, = T(D/4p) - (2C2/9pB) ]
and

o1
Cs = T(D/4p) = (2CZ%/9pB) ]

It is evident that reducing the orthogonality interval from
an infinite to a finite value does not increase the com-
plexity of the circuitry reqﬁired to generate this set of
functions. The crosstalk due to time truncation is com-
pletely‘removed and the system performance improved by a
corresponding amount, however. This general result for ¢;
may be verified by allowing the interval T to increase with-
out bound until in the limit B = C = D = 1, and the ortho-

gonal functions become

¢, = Y2Zpe Pt ' [7-5]
¢, = 4/pePt - 6/pe 2Pt [7-6]

Peak~-to-Average Ratio

A practica} cormunication system has a finite allow-
able peak-to-average power ratio and if operation is attempted
outside this limit, the transmitted signal is subject to
amplitude limiting resulting in message distortion. A certain

amount of amplitude limiting is tolerable in order to assure
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the maximum utilization of the transmitter capability. A
- knowledge of the amplitude distribution of the message
signals is very useful in this connection and can sometimes
be obtained. The simulation program given in Appendix C
is used to determine the exact message distortion of each
channel as a function of amplitude limiting. Typical
values of peak signal levels are given below for several
orthonormal sets with N representing the number of channels
and T the magnitude of the orthogonality interval:
1) for time division multiplexing V (peak), the
composite signal peak is given by
V(peak) = /§7E- [7-7]
2) for frequency division multiplexing,
V(peak) £ NVN/T {7-8]
3) for the real exponential set which is ortho-
normal over the interval 0 £ t £ «, the peak
value ¢x of the kth signal of the set, is
given by
¢ (peak) = vV2pk [7-91

and the composite signal peak is given by

vk [7-10]

Il ~12

N
V(peak) = | b = 2p
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4) for the bolynomial set given by Equations

[7-141, [7-15], and [7-16] the composite peak

value ‘is
N T T
Vi(peak) = —_— -
Y (7-111

There are séveral methods which may be capable of
lowering the peak signal wvalue of an orthomux system. Each
particular orthomux system needs to Ee examined, since all
the techniques are not suitable for all systems. In the
case of frequency division multiplexing, it is clearly de-
sirable to use sine functions rather than cosine functions
as the orthogonal set, for the peaks of the sine functions
occur at different points in the orthogonality interval
and thus the peak value of the sum pf the sine function
subcarriers is less than the cosine functions. The peak
value for the cosine set is

N
V(peak) = ] A cos(kwt) = NA [7-12]
k=1
where for the sine set it is
N
V(peak) = z A sine (kyt) < NA [7-13]
k=1
where

N = total number of channels, and

A = peak value of the individual channels.,
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The peak wvalue for the normalized sine function set is shown
in Table 7-1.

The system based on both the sine and cosine functions
utilizes bandwidth two times as effectively as the sine-only
system and also has a lower peak signal value for an equal
number of channels. The peak signal value for the sine and
cosine subcarrier system for eight channels was calculated
to be |

V(peak) = 7.59
which is less than the value listed for the eight-channel
system in Table 7-1, The peak of the sine and cosine system
contains less energy than that of the sine-only system, and
this is responsible for further reducing the distortion due
to amplitude limiting. Table 7-2 shows the effect of am-
plitude limiting in terms of message distortion for the sine-
and-cosine system. It is therefore preferable from bandwidth
and peak-to-average power considerations to use both the
sine and cosine functions for frequency division multi-
plexing systemns.,

The peak signal value of orthogonal systems based on
functions such as the real exponential set and the poly-
nomial set can be reduced by shifting the level of the
signal so that the constant or D.C. value is removed. This
makes the set orthogonal to any constant as well. An ex-

ample of such an orthonormal polynomial set is given by



Table 7-1. The peak signal value of the ortho-
gonal system based on sine functions

only.

Number of Channels N V(Peak) 6 (Radians)
1 1.41 1.57
2 2.48 .93
3 3.5 .67
4 4,51 .52
5 5.53 .43
6 6.55 .36
7 7.57 .31
8 8.57 27
9 9.6 .25

10 10.6 .23

63



Table 7-2. Message distortion as a function of ampli-
tude limiting for an eight-channel systemn.
The odd numbered channels are sine chan-
nels, the even numbered channels are co-

sine channels.

Percent Message

Percent Message

Distortion Distortion
for Limiting at for Limiting at

Channel Number .8 V{(Peak) .6 V(Peak)
1 2.7 8.5
2 10.0 28.0
3 5.2 15.6
4 8.8 24.9
5 7.1 20.3
6 7.0 19,7
7 8.3 22,2
8 4.7 13.1
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¢, = 1/V/T . [7-14]
¢, = V3/T3[2t - T] [7-15]
¢y = V5/T°[6t2 - 6Tt + T2] [7-16]
< <

where 0 S t = T is the orthogonality interval, ¢{ may be

a constant, and the other ¢;s will still be orthogonal.

It is of course_possible to shift this set by a constant
amount in the transmitter so that the positive and negative
peaks are equal, but the equipment necessary to remove the
messages in the receiver wouid be very complex. Another
way to improve the condition is to multiply the composite

signal fn(t)

fm(t) = m (£)O, () + m,(£)O,(E) + . . . [7-17]
where

m; (t) = message in the ith channel,. and

0;(t) = ith channel orthogonal function

by another function P(t), which has a small or zero value

at the point in time where the composite signal peaks. This
is particularly effective for the real exponential set where
the peak value of each.function occurs at t = 0, It is
necessary to generate the reciprocal of P{(t) in the receiver
in order to recover the messages. The transmitted éignal is

thus

Tx = £(£)P (t) [7-18]
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and the functions generated in the receiver are given by

(Rx) 3 = PT1(t)04(t) [7-19]
where .

P-l(t) = 1/P(t)

j = jth channel

The jth channel detection operation takes the form
given by

T
SER(£)P(E)) (PT1(£) 04 (L)) at [7-20]
0

which becomes

T
JEp(£)05(t)at = my(t) [7-21]
0

and thus the message is recovered correctly. Figure (7-1)
depicts such an operation. The improvement is dependent

on the function selected for P(t).

System Bandwidth Considerations

The bandwidth requirements of a system often deter-
mine the suitability of a given set. A comparison of the
bandwidth requirements of orthogonal multiplexing systems
based on practical functions, such as sines, cosines, and
real exponentials shows that the.system based on both sines

and cosines (sometimes called super frequency division



fm(t) £ (B)P(t)
a) c) '
AR | AN .
t T t T
A L8
P(t) p " (t)
b) d)
o >
t T t T

Figure 7-1

Waveforms formed in the transmitter and receiver
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multiplexing) is considerably better in this respect (see
Figure (4-10)). It is possible to compress the spectrum
of a signal by smoothing it in the time domain. One way
this can be accomplished is by inverting the time domain
waveforms of odd functions such as the odd ordered Legendre

polynomials.



CHAPTER VIII

SYSTEM IMPLEMENTATION

The orthogonal multiplexing system contains several
functions whose complexity and expense of realization in
the transmitter and recgiver is considered next. Specific
functional operations considered here are function genera-

tion, multiplication, filtering, and signal detection.

Function Generation

Suitable functions for use in orthogohél multiplex-
ing are the exponentials, sines, polynomials of time, and
digital signals, or their products. The real exponential

linearly independent set uses these functions
{e-pt' e—zpt' . . ° ’ e-kpt} [8"1]

These functions are the response of an RC network to an
impulse function input (Figure.@—l)). These may also be pro-
duced by a variation of this circuit which is shown in Figure
{8-2). The capacitor is charged rapidly by a short duration
pulse from a low impedance source. The diode conducts when
the pulse is positive and as the pulse voltage discharges

through the resistor to produce

v
o

éo = ge~t/RC ’ t (8-2]
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The values of RC are selected to be equal to 1l/np for
n=1, 2, . . . and thus all the basic functions are gen-
erated for the real exponential set. In combining the

basic exponentials to form a function such as
0, = C,,e7Pt + ¢, e~ %Pt [8-3]

it is necessary to use operational amplifiers with the

gains adjusted to give the coefficients the correct value.

It is simpler to build these amplifiers for "A.C. coupled”
or "capacitivelv coupled" rather than direct coupled service.
It is possible to use capacitively couvnled amplifiers pro-
vided the orthogonal set has no d.c. component in any mem-
ber function, which implies that these functions must be
orthogonal to any constant term. A set of orthonormal
functions has been formed which are based on the real.cx~

ponential functions given by

e~ Pt o-Pt, o-2pt , e”kpt [8-4]

? . . .

These orthonormal functions also have a finite in-

terval of orthogonality, and the first three are given bv

6, = 1/V/7 8-5

e Pt - (a/p7) [8-6]

[(B/2p) - (A2/p2T]

b2

e”2Pt . x,e"Pt + g,

(e-7]
{g3 14 9’3]’;5
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where
A=1-¢ePt
B=1-e 2Pt
2pTC - 3AB
K1-= 3BpT - 6a°%
x, = A (2pTC - 32B _ B
2 7 3pT BpT - 2A2 2pT
L -24K,K,A+6 (K2+K,)B - 8K,C + 3D + 12K3Tp,%
{g,,9,17 = 1 125 ]

This set has a lower peak-to-average ratio than the real
exponential set discussed in Chapter IV by the amount the
elimination of the constant or d.c. term removes.

Polynomials in powers of t are easily formed, as
shown in Fiqure (8-3). Functions of the form

y = ke"a’t?  (s-¢]
are generated by the circuit of Figure (8-4) with electronic
multipliers in order to achieve a high speed operation in
a communication system. Accurate electronic multipliers
require non-linear components the cost of which may be
prohibitive.

An alternafe solution is to approximate the function
with a series expansion. If it is desired to use the normal
pulse from 0 £ t £ T to lower the peak power requirements of
the zero initial value set, then the e-a’t? signal cén be

formed as a sum of even powers of t from already available
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—AA\NVV l -0
Kl 8(t) T eo= i{E

O O

Figure 8-1. Exponential functions generating PC network

o~t/RC

o—D o __ E

—> g
AT O ]

Exponential functions generating RC network

Figure 8-2.
with diode isolatinn

Icl ICc2 IC3
K.t K tn
n

‘BIntegrator

Figure 8-3. Polynomial generating system

a(t—to)Y —a2t 5
IC=-a to IC:Kle o
-a Multiplier —
[ 2
, Y=e~a" (t-t ) 2

a(t—to)

Figure 8-4. Function generation circuit
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functions, The set of waveforms commonly used in analog
multiplexing éystems is the sine-cosine set. This has
resulted in the development of sinusoidal signal sources
which are stable and are capable of operating over a wide
range of frequencies. One particular form of stable
sinusoidal sources is used widely in the frequency synthe-
sizer. An example of a system for generating orthogonal

digital signalé is given in Chapter VI,

Multiplication

Circuiés used to satisfactorily perform four quadrant
multiplication are expensive, and therefore the use of
these devices should be avoided wherever possible. Multi-
plication is also necessary if the correlation detection
process is used in the receiver.

The need for multiplication in the transmitter of
the orthomux system based on the real exponential set can
be avoided by using the sampled value of the message wave-
form as the input. This is shown diagrammatically in

Figure (8-5) and the waveform for

m, (£)0, (t) = sin(wt e~t/RC [8-9]
where the bar denotes the sampled value. This technique

is shown in the photograph of Figure (8-6).
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mi(t) Sample

mi(t)Oi(t)
m, (t) _OL RC 1

Network

Figure 8-5 . Function generation without

multiplication

B { :;;?“;;TF?'* 3

Figure 8-6 ., Formation of the first exponential

for the case of a sinusoidal message



Filtering

Distortionless transmission and reception of a wave-
form is desirable in a communication system and is achieved
by the use of synchronous correlation detection. Amplitude
distortion or non-linear phase shift causes crosstalk or
interference in the receiving channels, It is often neces-
sary to limit the signal energy level outside a bandpass in
order to avoid interference wiﬁh other svstems, The design
of a filter to minimize distortion is the next requirement.
For distortionless transmission, a bandpass filter must have

(Panter, 1965)

H(jw) =K, w, $ 0w o, [8-10]
H(jw) = 0 otherwise [8-11]
B(w) = wt, & nw -[8—12]

The output of this ideal filter is a replicé of the
input waveform but delayed in time. The operation of the
receiver of the orthogonal multiplex system can be delaved
to compensate for this and thus the undistorted messages
are recovered, Such an ideal filter cannot be realized but
modern filter theory does allow the realization of filters
which give maximally flat amplitude or phase response. The
Butterworth filter has a maximallyv flat amplitude response

characteristic, and the transfer function is given by

. . T
T(S) = [—f e ] [8-13]
SY 4+ by;S"T+ . . . + b;S + by '
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The solutions to the denominator polynomial in Equation
[8-13]) maximally flat amplitude case lead to the Butterworth
polynomials, Equation [8-13] alsb represents the general
form of the Bessel, or maximally flat delay filter. The
denoninator in this case yields the Bessel polynomial.
These filters are tabulated in Weinberg (1962). A set of
functions that have characteristics between the Butterworth
and Bessel filtérs are the transitional Butterworth-Thompson
filters (Peless and‘Murakami, 1957). The crosstalk result-
ing from filtering can be formulated as in Equation [4-23]
and is easily calculated, using a computer program such as
the one in Appendix C, "Polynomial Functions and Channel

Filter."

Signal Detection

The correlation process of signal detection is used
in the orthomux receiver. Actually only one value is cal-
culated, at T equal to zero, thus implving thaﬁ the func-
tions are occurring in synchronism. This is the ideal case
when the receiver is perfectly synchronized. The response
of a correlation detector in the case of the real exponential
set is discussed here. A message input of unity in the
first channel vields an output shown in Figure (8-7), where

crosstalk terms are ignored:

(V2pe~Pt) (Y2pe~Pt)dt = (1-e~2PT) [8-14]

o i3



Figure 8-7.

b o o Cnn S — . —— -

H

Correlation detection output

77



78
The detector output approaches the correct value as an
asymptote. The correlation detector requires a multiplier
and integrator with inputs as shown. At the end of the
integration period the output of the integrator is sampled
and the integrator is reset. The sampled outputs are held
and passed through a smoothing filter to recover the analog

input message.
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APPENDIX A

PERFORMANCE IN THE PPESENCE OF NOISE

In many comnmunications applications the noise is
Gaussian and has a power spectrum that is almost flat up to
frequencies much higher than the significant signal fre-
quencies. This type noise is called white Gaussian and is
defined as the stationary, zero-mean Gaussian process with

a power spectrum of

G(f) = %f watts/Hz.,, - S f £ o (A-1)

The filter which maximizes the ratio of the peak value of
the signal amplitude to the rms noise is called a matched
filter, since the impulse response of the filter is matched
to the signal pulse shape. This is demonstrated in connec-
tion with the freedom of selection of signal waveshape.
Finally, the results of a digital computer simﬁlation of an
orthogonal multiplexing system operating with additive noise,
which has a Gaussian amplitude distribution is presented at
the end of the appendix. Assume an input signal f(t) to a
linear filter with a transfer function H(w). The output of
the filter is given by

<o

g(t) = [ £(t)h({t-1)dT = 711_ s edote () H (w) dw (A=2)

©
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If the filter input is white Gaussian noise, the output is

N = 5p f|H(w) |2df = 52/ hi(1)dr (A-3)

-0 - 00

The ratio of the signal squared to the mean noise

power squared at time t, is

[ TE(t)h(t,~1)ar]?

g?lty) _ S _
N

N (A-4)

n =2}
=~ [h%(1)dt

For the case of the orthogonal multiplexing systemn,
the signal f(t) is known and the energy E can be considered

a known constant

E = [ f2(t)dt = [|F(w)|24df (A-5)

- CO

If S/N is divided by E, it gives the following ex-

pression which must be maximized,

[ [f(1)h(t,-1)d1]?

_fer(wat_fn? (nar " (a-6)

Schwarz's inequality states that

[ fE(T)h(te=-1)dt]2 S f£f2(t)dt fh?(1)dr (A-7)

-0 -0 -0
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Using the equality the expression for S/N may be maximized
to yield

f(t) = h(tyg-1) or h(t) = £(ty-t) | (A-8)
and in the frequency domain H(w) = F*(w)e~JI% where F*(juw)
is the complex conjugate of F(jw). This is the impulse
response of the matched filter, or the filter which has an
impulse response which is é replica of the signal but in-
verted, as shown in Figure A-1.

The signal—to-néise ratio of the system using the
matched filter is found by sﬁbstituting Equation (A-8) into

Equation (A-4).

Te2
_éf (t)dr g

B no/2 N H: (A=3)

Z|tn

Thus the maximum value of the peak signal-to-noise ratio is
dependent only on the signal energy and the noise spectral
density and is independent of the pulse shape. This allows
great freedom in the selection of signal waveshapes for
orthogonal multiplexing systems.

A digital computer program written in the Digital
Simulation Language is included to show how well the ortho-
mux system performs in the presence of noise with Gaussian
amplitude distribution. The results for several ratios of
signal-to-noise are included. The results for each run are
identified by the identical Heading for P1l. The computer

program follows the orthomux system layout, as shown in
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A A
C£(t) S £(t)
‘ -kp(t_-t)
C e (o)
-kpt : 11
/ Clle
>t t» t
> 4 —_—
tg | \ t
(a) (b)

Figure A-1, Exponential waveforms referred to in the text
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Figures A-2, A-3, énd A-4, Figures A-2 and A-3 are the con-
ventional bloék diagrams of an orthomux system with the nota-
tion used throughout the thesis, while Figure A-4 gives the
notation used in the computer program. The notation is al=-
most identical and the flow of the computer routine can be
easily identified. The digital simulation language is non-
procedural and consists essentially of a group of subroutines
which can be closely related to analog computer blocks. 1In
this case, the computer printout shows the error does not
increase significantly as the noise power is increased from
S/N=10 to S/N=1/5. The value of Y, the normally distributed
amplitude function, is also printed to show the magnitude

and random variation of this quantity.
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Figure A-3 Receiver bhlock diagram
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INPUT FOR DSL/90 TRANSLATOR

SIEDIT SYSLB3,SRCH,
HIBLOR MAIN

$IBLCK CENTRL
SIEDIT

TITLL GSL/9C ADDITIVZ GAUSSIAN NUISE SIMULATION 3/12/67
GRF1=C1l1%EXP{-TINME)

ORF2=C21*EXP(-TIME)I+C22%EXP(-2.#TIME)
CRFE3=C31#cXP(—-TIME)+C32#EXP(-2.#TIME)+C33#EXP(-3.#TIME)

FMT=CRF1=ML+3RF2#M2+URF3#M3+Y
Y='GRMAL(P1,P2,P3)

SIGL=FMT=0RF 1
MR1I=INTG2L(U.,SIGL)

SIG2=FMT#ERF2
MR2=INTGRL(0.,SIG2)

SIN3=EMT=CGARF3
MR3I=INTLAL(J.+51G3)

LRRL=M21-"1
FERRZ2=tiRz-M2

ERR3=MR3-M3
COMTRL FINTIM=5,.,D%LT=.N01

PARA" Ml=l.,ﬁ2=l.,M?=l.,Pl=l,P2=O.,P3=.Z45
CONST Cll=1.41424021=4,,022=2-6.4C31=7.3485,032=-29.394,033=24.495%

RAMOE URFLyURFZ4UF3,FMT,Y
INTEG MILNE

PRINT o1 YyF¥T MR, MR2yMR3;ERRLZERRZH,ERR3
END .

TITLE SAME SYSTES Pl=3
PARAM P1=3

END
TITLE SAME SYSTEM Pl=5

PARAM PLl=5
ENN

TITLE SAME SYSTEM P1l=7
PARAM P1=7

END . :
TITLE SAME SYSTEM P1=9,P3=,347,S/N=5

PARAM P1=9,P3=,347
END

TITLE SA®E SYSTEM P1=11,P3=,548,5/N=2
PAP At P1=11,P3=.548

END ,
TITLE SAVE SYSTCMY P1=13,P3=,778,S/d=1

PARAM P1l=13,r3=,77R
CND

TITLE SAME SYSTEME P1=15,P3=1.095,5/3N=1/2
PARAM P1=15,23=1,(95

END
TITLE SAME SYSTCiM,Pl=17,P3=1.73,5/N=1/5

PARAM P1=17,23=1.73

Pl P
END

TITL= SAMF SYbTEﬁ,P1=19,P3=2.45;S/N=l/10
PARAY P1=19,23=2,.45

CND
STCP




N W Ny N0

SAME SYSTCM P1=5, 5/N = 10 90
TINME Y FHIT MR1 MR 2
0. 2.8823E-01 2.1519Ff 05 O. 0.
1.0006-01 3.3551t-01 1.7519% CC 1.6695E-01 -2.0775E-01
2.0006-01 2.4399(-0 4.1103E-01 2.14565F-01 -2.4933E-01
3.000E-01 1.7347:-01 1.6759¢-91 2.2261E-01 -2.5358£-01
4,000FE~01 2.9535F-01 3.2434E-01 2.21596-01 =-2.5340£=-01
5.000E-01 -2.0G401E-01 -1.8195C-02 2.31356-01 -2.52195-01
6.000E-ul =-3.1%92C-21 7.38616-02 2,5517E-C1 -2.42975-01
7.000E-01 -2.2752¢-91 3.6227E-01 2.9034E-01 -2.21082-C1
8.000E-01 -2.9881lF-01 5.12056-01 3.3830E-01 -1.8102F-yl
9.000E-CLl -3.0£250-01 6.7829E-01 3.9255E-01 —-1.2647E-01
1.000F 00 =-2,93627-01 B8.3099E-01 4.5076E-01 =-5.7354E-02
1.100c 00 1.5061t-01 1l.3806c 00 5.0900E-01 2.0B58€-02
1.200E 00  3.6726E-01 1.66975 00 5.6623E-01  1.0582E-01
1.300F CO -1.9726C-01 1.1482€ 00 6.1928E-01 1.9129-01
1.400F 02 2.39423-Cl1 1.6017F GO 6.6852E-01 2.76375-01
1.500C 07 -4.9559¢-01 B8.6211E-01 7.1315E-01 3.5819%-01
1.600E 00 6.6434E-02 1,402CF 00 7.53090-01 4.3513E5-01
I.70CE 00 -3.2980E-0L 9.6977E-01L T.5943E-01 5.7829E-01
1.800F 0J  3.3375c-01 1.5369E 02 $.2097E-01 5.7421E-C1
1.900F 02 -5.5341E=-01 6.4556E-01 B8.4R23E-01 6.33125-01
2.0C0F 00 —-2.9794F-01 8.4176E-01l 8.7191F=Cl1 6.8575E-C1
2.100E €O -3.38035=-03 1.0737E 00 8.9229:-01 7.3226E£-C1
2.2008 00 2.33855-03 1.0153FE 00 9.0987E-01 7.7334E-91
2.300F C) =3.6710E-C1L 5.813%96-01 9.2503E-01 8.0937FE~-C1
2.4008 09 -1.2983E-0C1 7.559€5-0C1 9.379%E-01 8.4057€-C1
2.50CF GO 1.9275E-01 1.0154F 03 9.4841E-01 B8.6645£-01
2.607€ 00 -3.0659E=01 4.5613F-01 9.575CE-01 §£.89155-01
2.7005 00 2.5072E-01 9.5602E-91 9.643KE-CL 9.0775&-01
2.800F 02 3,47326-01 9.,9105€6-51 9.7131C-01 9.2423€-01
2.900F 02 =3.144635-01L 2.8414E-01 9.76255-01 9.3699f-01
3.00C% 00 3.8525E-02 5.59238-01 9.80265-01 9.4745E-C1
3,100 00 8.8271F=C2 5.9363E=01 G.S8400F-01 9.5727F=-01
3.200% 00 =1.57356-01 3.0A04F~01 9.8573C-01 9.645%E-01
3.300C G2 =3.A937E=-01 5.4506E-02 9.8R95E-C1 9.70425-01
3.400% C) =2.76695=-01 1.1074E-01 9.9380E-01 9.7537c-0C1
3.500F 00 -1.5235e-C1 2.0L756-Cl1 9.9278E-Cl 9.8071F=-01
3.6G05 00 3.6479E-02 3.592B8E-01 9.9418E-C1 9.8451F-C1
3,709F 90 —-1.24156-21 1.90135-01 9.9512E-01 9.87N6LE=C1
3.800F 00 3.2140F=-0l 5.8947£-01 9.9591E-01 9.8921E~01
3.909F G5 -1.7303E=-01 7.09652-02 9.9641F-01 9.9057F-01
4,000F O0C 1.9333:-02 . 2.41876-01 9.9692E~01 9.9199F-01
4,100F 00 =2.5003E-01 -4.81256-32 G.9752E-C1 9Q.9363F-0C1
4,200F 00 S.7196E-01 7.5%456E-01 9.9790E-01 9.9453C-01
4,3G0F 0) —-1.0834F=01 5.G373E-02 9J.9821E-01 9.9554E-C1L
4,400F 00 —-1.6342E-C2 1.3503AE-01 9.9843Z-01 9,9615F-01
4.,500F 00 =2.C285E=-02 1.1656F-01 92.98785-01 9.9712E-C1l
4.600E 05 3.26358-01  4.597728-01 9.9882E-01 9.9723E-01
G,700% CU —1.5764c-01 =4.,4266F-02 9.98956-01 9.9761E-01
4.8005 D3 4.5295EF-02 1.4795E-C01 9.9903F-01 9.9799F-01
4.900F 0) -1.317°C~-C1l —-3.568B3E-02 9.9923F-01- 9.9838E-C1
5.000E 00 1.13658-01 1.9874E=-01 9.9933:-01 9.9865E-01
VARTABLE VINIPUM MAX [ MU
ORF1 9.5288F=-93 1.4142E ©D .
OGRF2 93 6.666TE-01

—-2.9050c




. PI=5_, SIN =10 L

MR3 ERR1 ERR2 ERR3
_ 0. -1.0C00E 00 -1.00GOE 00 -1.8000E GC

2.0324E-01 —-8.33056-01 -1.2077E 00 -7.9676E-01
2.1526E-01 —-7.8534E-01 —-1.2493E 00 -7.8474E-01

2.1218E-01 =-7.7739E-01 -1.2536E 00 -7.8782E-01
2.1304E-01 -7.78416-01 —-1.2534F 00 —-7.8696E-C1

2.0319E-01 —-7.6865E-01 —1.2522E 00 -7.9681E-01
1.78795-01 -7.4483E-01 —-1.2430E 00 -8.2121E-01

1.4627E-01 -7.0966E-01 -1.2211E CO -8.5373E-Cl
1.0970E-01 -6.6110E-01 -1.1810E 00 -8.9030E-01

8.1882E-02 -6.0745E-01 —-1.1265€ 00 -9.1812E-C1
6.7335E-02 =-5.4924E-01 -1.0574E 00 -9.3266E-01

6.9885E-02 —4.91006~01 =9.7914F-01 -9.3012E-C1
9.0025E-02 -4.3377E-01 —-8.9418E-01 -9.0997E-01

1.2502F=-C1 -3.8072c-01 -8.0871F-01 —-8.7498E-01
1.7289E~01 -3.3150F-01 =-7.2363E-01 -8.2711E-01
T2.2968F-C1 -2.8685E-01 -6.4181E-01 -7.1032E-01
2.92040-01 -2.4691E~01 =5.6487E-01 -7.0796E-C1
3,5896L-01 —-2.1057E-CL —-4.9171E-01 -6.41C4E-C1
4,2530E-01 —-1.7903E-01 -4.2579E-01 -5.747CE-01

4.8949E-01 -1.5177E-0T1 -3.6688E-01 -5.1051E-C1
5.5071E~01 -1.28075-01 -3.1424E-01 —-4.4929E-C1l

6.,0788:-01 —1.C771F-01 —-2.67746-01 —-3.9212E-01
6.6080E-01 -9.01075-02 —=2.2666E-01 —-3.3920E-C1

7.0916E-01 -7.49736-02 —-1.9063E-01 -2.9084E-01
7.52530~01 -6,2099E-02 -1.5943E-01 -2.4747E-01

7.89645-CL -5.1586E-02 -1.3355E-C1 -2.1G36E~-Cl
8.2307E-01 -4,24952-02 -1.1085E-01 -1.7693E~-C1

8.5111E-01 -3.513RE-0G2 ~9.2251F-02 -1.4889E-01
8.7648E-01 —-2.8691E-02 —7.5768E-02 —1.2352E-C1

8.9650E-01 -2.3752E-02 —-6.3009E-02 -1.0350E-01
9.13172-01 -1.9737E-02 -5.2545€E~-02 -8.6827E-02

9.2905E-01 ~1.6002E-0¢ —-4.2731C-02 -7.0954E-02
9.4091F-01 —-1.3269F~02 -3.54956E~-02 -5.9092E-02

9.50725-C1 -1.1047E-02 —2.9576E-02 -4.9278E-02
9.5901E-01 —-9.1997E-03 -2.4626E-02 -4.,0992E-02
9.6803E-01 -7.2195F-03 -1.9291E-G2 -3.1973E-C2
9.7450E-01 =5.8160E-03 -1.5492E-02 -2.5497E-02

9.7889E~-01 —-4.8769E-03 -1.2938E-02 -2.1113E-02
9.8260E-01 —-4.0905E-03 -1.0792E-02 -1.7404E~-C2

9.8497E-CL —-3.5918E-C3 —-9.42615-03 —-1.5028E-02
8744E~Cl -3.0782E-03 -8.0145E-03 —-1.2559E-02

§.9033E-01 —2.4814E=03 =6.37055=03 =9.6719E=03
9.92196-01 -2.1001E-03 ~5.3164E-03 -7.8106F-03

9.9371E-Cl -1.7894E-03 —-4.4557E-03 -6.2R850E-03
9.9480E-01 -1.56992E-03 -3.8464E-03 -5.2013E-03

3.9652E-01 -1.2231€-03 -2.8826E-03 —-3.4834E-03
9.9672E-01 ~1.1815€E-03 -2.7663E-03 —-3.2751E-03
9.97415-01 —-1.0450R-03 -2.3855E-03 —-2.5921E~C3
9,98082E-01 -9.1077E£-04 -2.0103E-03 —1.9175E-03

9.9878E-Cl -7.7209E-04 -1.6223E-03 -1.2188E-03

9.9929E-01 —-6.71€60E-04 —-1.3408E+-03 -7.1063E-C4
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SAME SYSTEM Pl=3,P3=.347,5/:i=5

MR2

TIME Y FiaT MR 1
0. 4.0790E-01 2.2716E 02 G. 0.
1.000E-U1 3.3153E-02 7.4951lF-01 1.6592E-01 -2.C631E-01
2.000E-01 -1.4577E-C2 1.5247E-01 2.1370FE-01 =-2.478CE~-C1
3.000E-C01 9.6192F-02 8.5318E-02 2.,21860F-01 -2.5206E=C1
4,000F=01 3.4119F-Cl 3.9N49FE=01 2.2375E-01 -2.5252¢~01
5.0006-01 5.4911L-0l T7.34935=C1 2.2%63z-01 —-2.51L77e-01
6.000E-01 2.2614E-C2 4.1546F=01 2.5336C-01 -2.4220E-01
T.000F-01 1.3534E-C1 7.44535-01 2.8912E-01 -2.2009E-G1
8.0CJ05-D1 4.15732-01 1.2266F 00 3,3883E-01 -1.7893:-01
9.000E-01 B8.3177c-02 1.C&6TTE €7 3.96415-01 -1.20425-C1
1.000F 09 -4.53575E-01 6.6886FE-01 4.53905-01 -5,21495-02
1.100E CC 2.1836E-01 1.44E4F 00 65.1292E-01 2.7132E-G2
1.200F 00 4,7981E-01 1.7P23E Q00 S5.7049FE-01 1.1258E6-Cl
1.300C 05 2.4564£-01 1.5909E G2 6.2478c-01 2.C003F-01
1.400F 00 4.4618E-01 1.6G84E GO  6.7500F-01 2.86832-01
1.500E CO 1.7114t-0C1 1.5288E 0C 7.2060E-01 3.7035E-01
1.600E 02 6.1677t=-01 1,9524E UC  7.6164E-01 4.4941E-C1
L.700c 05 5.1382:=CL 1.21358 0L T1.9795e-01 5.2248:-01
1.80CF 00 —4.,2894E-01 8.2426F-01 8.3053E-01 5.90495-01
1.90CF QU 2.5912E-02 1.225CF 30 B8.5847E-01 6.5094F=-31
2.00CF 05 -6,2149C-01 5,18215-01 8.8183E-01 7.02785-01
2.100c CU -7.6133E-51 3.15725-CGl 9.C194E-01 7.4877e-01
2.200F 00 -1.3A625=01 8.7&30F=01 9.1919C-01 7.8904F-01
2.300F G0 -1.C327£-02 9.3516E-01 9.3385E-01 8.2393F-01
2.400F 07 1.45854F=C1 1.C307E 00 9.459)5E-01 B8.53385-01
2.500F 00 -2.95716-02 7.9212E-01 9.56929:-01 £.8041z-01
246005 07 -5.0131E-01  2.6140F-01 9.65606-01 9.0191F-CL
2.7CO0F CQ —-4.9492E-01 2.1C3%F-01 G.72645-01 9.1972&-C1
2.800F 20 —3.9257€=Cl 2.5814E-01 9.7925¢-01 9.36645~01
2.300C 04 —-1.18826-01 4.8034E5E=C1 9.8433E-01 9Q9.478%E-91
3.000E 00 -4.CN34E£-01 1.5037E-01 9.3865E-0l  9.6100£-01
3.107% 0C ©.94785=C2 5.9484C—-01 9.,9227E-01 9.7050E-01
3.,2008 00 —8.052158=C02 3.%307F-01 9.9533E-01 9.7861E-01
3.3005 02 Z2.8344c-51 T71.0725:6-01 9.9795E-01 9.8565F-01
3,400 00 -2.138938-C1 1.68506-01  9,9997E-01 9.9101F-01
3.500F €0 —3.08910-C1 4.73995-02 1.0216E 30 9.95458-01
3.600F 00 2.3259:-Cl1 5.553%6-C1 1.003NF 00 9.9917£-01
3.700¢c 99 —-1.39335-Cl 1.5494F-01 1.0944E G2 1.0033E 00
3.800E 00 -9.C142E-02 1.,7793E-01 1.0054E 290 1.00538%Z 00
3.900F 00 -5.8120F=-Cl =3,3716£-01 1.07€4C GO 1.0085E Q0
4,000E 00 4.4470C-01 6.6673E-01 1.G072E 00 1.0107C 00
4,10CE 00 2.51725-01 4.5362E-01 1.U0O89E 00 1.0127F CD
4,200F 0) -4.449KE-02 1.3971E-01 1.0CB5E 299 1.0141E GC
4.,300C 00 1.07924t-01 2.75965=-C1 1.0097F 00 1.0156F 4G
4,400E D0 5.7447°5-01 T.25818-C1 1.9093E 00 1.0165¢ 0O
4,500F 00 H.1550FE=C2 1.5200E-01 1.3096E GO0 1.0174€ 0C
4.60GF 00 2.3727:5-5 4,120C5=C1 1.0097E 00 1.0175F 0C
4.T700C 00 4.7447c-Cl 5.57575-01 1.0098F 00 1.0187C GO
4,800F 00 -2.3268E-01 =-1.37032-01 1.01G1E 07 1.0187€E 0OC
4,900% 02 -1.2259:2-01 =-2.95035:-02 1.01G2€ Co 1.0183F% 00
S.000F U0 3.495650=01 4.34045-01 1.,0103E CO 1.9192E 00
VARTAGBLE MINIMUE MAXTMUM
GRF1 9.5288E=-93 L.41425 920
OrRF2 -2.0%30F 00 b.666TE-01
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PI=9, S/n = S
MR 3 ERR1 ERRZ ERR3
0. ~1.0002E 00 -1.00COE GO _-1.0COQE_00
2.0156E-01 ~8.34CVE-01 ~1.2063 00 ~7.9844%-01
_2.1330E-01 ~7.8630E-0L -1.2478E 00 -7.867GE=Cl
IR 29E0L T 784CE=01 T 3571E 00 7 B9TIE 01
2.0856E-01 ~7.7625E-01 ~1.2525E 00 -7.9144E-01
2.0362E-CL —7.7137E=01 ~1.2518E 00 -7.9638E-01
1.7829E-01 -7.4664E-01 —1.2422E 00 -8.2171E-Cl
1.45126-01 ~7.10885-01 ~1.2201E 00 —8.5488E-01
1.0784E-C1 -6.6117E-01 ~1.1789E 00 -8.9216E-01

7.7927E-02 —-6.03591:=-01

6.3602E-02 -5.4610E-C1 -1.0521E 00 -9.3640E-01

-1.1204F 00 -9.2207€-C1

6.6208E~02 —4.8700E~01 =-9.7287E-01 =-9.3379€E-01
8.6431F-02 —4.2951C-01 —-6.8742E-01 -9.1357E-01
1.2218E-01 -3.7522E-01 -7.9397E-01 -8.77826-01
1.7099E-01 -3,2500E-01 -7.1317E-01 -8.2901E-C1
" 2.2888FE-C1 —-2.7940E-01 -6.2965E-01 -7.7112E-01
© 2.9296EF-01 -2.3835E-01 -5.5059E-01 -7.C704E-01
3.59755-01 -2.0205E-01 —4.7152E-01 -6.4025E-01
4,2814E-01 -1.6950E-01 -4.0951€-01 -5.7186E-C1
r4 9401E-01 -1.4153F-01 -3.49C6FE-01 -5.0599E-C1
{ 5,5453E-01 -1.18126-01 =2.9702E5-01 -4.4547E-C1
6.1084E-01 -9.8058E-02 —-2.5123F-01 -3.68916FE-01
; 6.62755-01 —8.0807E-02 -2.1096E-01 -3.3725E-Cl
T7.0955E5-01 -6.61476-02 —1.76076-01 —-2.9045E-01
| 7.5051E-C1 —5.3997E-02 -1.4662E-01 -2.4949C-Cl
. 1.8925E-01 -4.3013E~02 -1.1959F-01 -2.1075E-01
8.2091E-G1 -3.4403E-02 -9.8088E-02 ~1.79C9E-01L
V' 8.4776C~01 -2.7359E-02 -8.02785-02 -1.5224E-01
L 8.T7380E-01 —2.07440~-02 =6.3363E-02 -1.262CE-01
8.9458E-01 —1.5616E-02 —-5.0116E=-02 -1.0542¢-01
9.1229£-01 -1.1351F~-02 -3.9001F-02 -8.7710E-C2
9.2766E~Cl =-T7.7346--03 —2.9499E-02 -T7.2340E-02
_944094E-01 -4.6720E-03 -2.1393E-02 -5.9058E-02
9.5253E=01 -2.0477F-03 -1.44G2E=-02 —4,7473E-02
 9.6160F-C1 -2.7537E-05 -8.9866F-03 -3,.8401E-C2
9.6910F-01 1.6204E-03 ~4.5465F-03 —3.08G9F-02
' 9.75436-01 2.9918E-03 ~8.3230E-04 -2.4567E-C2
 9.8196F-01 4.3895F-03 2.9685E~03 -1.8041E-02
. 9.8679E-CL 5.4124E=-03 5.756C9C—03 —-1.3214E-02
| 9.9160E-01 6.4234E-C3 B8.5259E-02 -8.4003E-03
. 9.954CE5-01 7.2144E-03 1.0704E-02 -4.5982E-C3
| 9.9893E=01 7.95346-03 [.2741E=02 =1.0206E=03
i 1.0014E CU 8.45825-03 1.4136F-02 1.4428E-03
T1.004CE CO 8.9786E-03 1.55776-02 3.9958E-03
t 1.0056E 00 9.2944E-03 1.6454E-02 5.5565E-C3
i 1.0072€ 00 9,6193C-03 1.7358E-02 7.1685E-03
P 1.00730 00 9.6541E-03 1.74556-02 7.3422F-03
T1.0082E 00 9.83225-03 1.(952F=0Z2 8.2333E-03
1.0097E CO 1.0117E-02 1.8747E-02 9.&607€-03
T 1.0100C 00 1.Cl€56-02 1.8938E-02 I.0005E-
" 1.0104F 00 1.0261E-02 1.9152E-02 1.0392E-02

0

———
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SAME SYSTCM P1l=11,P3=,548,5/M=2

TIME Y FiiT MR1 MR 2
0. 6.4391E-01 2.5C76E 00 O. 0.
1.000E-01 3.1674c£-3J1 1.0331lE 09 1.7173E-0Cl —-z.1341E-01
2.000E-01 7.2924£-02 2.3995t-01 2.2278E-01 -2.5733C-01
3.000E-01 1.4973C CC 1.CR69E 00 2.2760E-01 =-2.60C1E-01
4.,000E-0L -1.h483E 00 —-1.4190F 00 2.2537E-01 -2.59432-01
5.000cE-01 —-1.3363E-01 5.2189E-02 2.3266E-01 -2.5807C-01
6.0005-01 5.03656-C01 8.96420-01 2.51C06E-01 -2.5064E£-C1
T.000E-01 4.56960E-01 1.0789E 00 2.835%4E-01 —-2.274RE-D1
8.000E5-01 -5,12755-C1 2.99210C-01 3.37222-01 -1.8727E-01
9.000E-01 3.96340-01  1.2909E 00 3.9052E-01 -1.3309C-01
1.000E 07 -1.9603E-C1 9.26586-01 4.4807E-01 -6.4841F-02
1.I00% 00 6.7744E-01  1.9%75E CO  S.0453:-01 1.09045-072
1.2008 00 7.4659c-C1 2.U0491E 00 5.6097E-01 9.4692:-02
T.300E 09 -3.0345E-C1 T1.0397C 00 6.1623E-U1 T1.83735=-01"
1.400C 00 7.57€9E-Q1 2.1201fF 00 6.6553E-01 2.69C55~-01
1.500E 00 1.7529L-02 1.3752F 09 7.08354E~-01 3.47725-01
1.6C00E 07 =-4.9909E-C1l 8.365C0E-01 7.4795E-01 4.2367E-"1
1.700E C)  T.44315-01 Z.04%4°FE 00 7.8303E-01 4.G432E-01
1.80CE €2 9.52432-02 1.3484E 00 8.1564%5-01 5.62435-01
1.900F 02 =1.905.Cc-01 1.008&% 00 B.4375E-01 €.231&F-01
2.000E 00 —-2.8155L-01 8.58145-C1 6£.6679C-01 6.7438C-01
2.1006 €0 &.74713E-Cl 1.5518T 00 B.8693E-C1l 7.2033:-01"
2.2C0E 00 -2.9292t-231 7.2C01E-01 9.0400E-01 7.6017z-01
2.300F €0 T7.2354c-0T T1.6T7I5C 05 IJI87IE-01  7.7520E=01"
2.400E 00 -1.27456£-02 B.72056E-01 9.3096E-C1 8.2489E-0G1
2.500E 00 1.8518E-01 1.0C079% 03 9.4154c-01 8.5093tE-01
2.600E 02 -9,3203z-02 6.6971E-C1 93.5051e-01 8.7332:-C1
2.103F GO @8.R7TJ2.-31 1.3323% CJ J.5775E-01 8.9165=-T1"
2.30C0E C2 -1.3289c 00 -6.7822E-01 9.6434E-01 9.0847Z-01
2.900E 00 =06.0294C-01 -5.7A8395-03 9.6933:-01 9.2149E-C1
3.000F CO =6.56423E-01 -1.1352E-C1 9.7328E-01 9.3168E-01
3.100T 07 =9.6323T-01 =4.,€237v=0L  9.7735E-01 G.423AC=01
3,200F 00 =-2.64%245-C1 1.96652-01 9.30225E-91 9.50C2E-01
3.30CE U 4.0322c-01 8.27736-01 9.6224E-01 9.55E7E-01T"
3.400F 20 -1.5981E-01 2.27618-C1 9.84472-0F 7.6131E-Cl
34000 G0 (.2426-01 1.07818 00 9.8A2Z2ZE-0U1  9.65602E-71
3.600E 01 =6.64T77c-01 —3.4197E-01 2.B754E-01 9.69605~01
3.700c 00 —=6.40235-02 2.3J325E=-0C1 3J.3672E-01 9.7281E-01
3.80CF N0 -4.54606E-01 -1.8798F-01 9.8983E-01 9.7585E-01
3.900E 08 2Z2.8T050F-01 5.2404E-01 9.9075c—-01 9.7837t-C1
4.000E 02 -8.4936:-02 1.3710E-01 9.91495-91 9.8042E-01
4.100E V)  Z.a325u=-U1 4.45150-C1 9.9223E-01 9.8245E-L1
4,200E 00 1.9507C-C1  3.7958E-01 G.9295E-01 9.8443:-C1
4,300 00 —-3.45564E-01 =7.7893e-01  9.93246E-01 9.853Ct-01
4.400E 03 3.57997¢-01 ©5.11395-01 9.9382E~-01 9.8683E-01
4.500F G0 3.3567E-01  &.73I12E=C1 9.94GC5C-0L 9.87&475=0T1
4.600E 6D T.1075E-02 1.9581E-01 9.9412E-01 9.87467£-01
4. (0UJE U =5.0083E=-Ul =3.93406c-01 TFe9421c-Ul FedRLLE=JL
4,80CE 03 J.E279E-03 1.1245%E-01 9.9439€E-01 9.8843=-01
4,900t CU  5.I3I[ZE=0T ¢€.0827E-0L 9F.9456L-0T 9J.9591e=0T
5.000F 00 -1.668RE-C1 —-0.2482E-C02 9.9474%-01 9.8941F-01
- VARTABLE MTETROM MAXTPU
gRF1 9.5288E-03 1.4142E CO
ORFZ =-Z2.J0JCt 70

6.6567--01




P.lil 1_) S/{\{,.EE

MR3 ERR1 ERRZ ERR3
0. -1.00C0E CO -1.20C0E 00 -1.000C0c CO

2.0823E-01 -8,2827E-01 -1.213%E 00 -7.9177E-C1
2.1988E-01 -7.,7722E-01 -1.2573F 00 -7.8012E-01

2.1817E-01 -7.7249F-01 -1.26C0t GO -7.8183E-01l
2.1985E-01 -7.7463E-01 -1.2594E G0 -7.8015E-01

2.1232E-01 -7.6732E-01 -1.2581€E 00 -7.8768E-C1
1.9353E-01 -7.4894L~-01 -1.25C8E 00 -8.0647E-01

1.5890F-01 -7.1146E-01 -1.2275E 00 -8.411CGE-01
1.22265-01 -6.6278€-01 -1.1873E 00O -8.7774E-01

9.4605E-02 -6.,094EE-C1 -1.1331IFE GO -9.054CE-Cl
8.0081E-02 -5.5193E-01 -1.0648E 00 -9.1992E-01

8.24073C-02 =4.3547E-01 =9.891I0E-CI =Y. 1/55=0U1
1.0224E-01 -4.3923E-01 -9.0531E-01 -8.9775E-C1

1.3870E=-01 =3.8377E=-0L =8.1827E-01 -8.¢130t=-01
1.86695-01 -3.3441E-C1 -7.3095E-01 -8.1331€E-01

T2.41215-01 -2.9146(-01 -6.52268E-01 =7.5379E-01
3.0290€E-Cl -2.5205E-01 -5.7631E-01 -6.971CE-Cl

4,3596C~-01 -1.8436C-01 -4,3757E-01 -5.6404E-01

5.6161E-01 -1.3321C0-01 -3.2562E-01 —-4.3839E-01

6.18096=01 -I.1307E=01 =2.7967E-0T =3.8IJIE-CI
6.6946FE-01 -9,5999E£-02 -2.3983E-01 —-3.3054E-01

T.1648E=01 —=8B.1286c-0Z ~2.CF80E=0T =2.8352E=01
T.577T7€C-01 -6.9937E-02 -1.7511E-01 -2.4223E-01

7.9510E=01 =5.8460E=02Z2 —1.&4907E=0T =2.0490E=-01
8.2807E-01 -4.,9489E~02 =-1.2667E-01 —-1.7193E-01
BL.5570F—01 —=4.227236E~C2Z2 =1.0834c=01 —-1.443Ce-C1

8.8158F-01 -3,5662£-02 -9.1528E-02 -1.1842E-01

FJLUUZT0E-CL =3, 0621TE=07 =7.8505E=02 =977995E=07
9.182305-01 =-2.6T15FE-02 -6.8325E-02 —-8.1772E-02

9.3551c=-01 =2,.2648E-0Z —5.75637TE=0Z2 =56.4488z~02
9.4807E-C1l —-1.9755F-02 =4.997LE~-02 -5.1933E-02

9.5T776E=0T =1.7560E=02 =4.4129E-02 =4.2239=072
9.6588E-01 -1.5330E-02 -3.8685E-02 -3.3117E-02

F.T4B3c=0T —T.3785E=02 =3.3981It=C2 —<Z.5T66E=07
9.8093C-01 -1.2463E-02 -3.C403E-0C2 -1.7%066F-02

9.0645E-C1L -1.1281E-02=2.7189E-U2 —L1.3%49E=U<
9.9171E-Cl -1.0167£-02 -2.4146E-02 -8.29C0CE~C3

TOCIBUTE=UL =FL. 246793 = 2L 1626E=02 =3.9052F=03
9.9364E-01 -8.5099E~-03 —-1.9600F~02 -3.6313E-04

. 0032 CO =7.7654E=03 =1 T548E=02 3.Z4Z20E=T3
1.0067F 05 -7.0509E-03 -1.5574E-02 6.7252E-03

1.0083 00 =6.7356E-U3 =1.4599E=02 B.270Ur=U3
1.0110€ 290 -6.1849E-03 -1.3171E-C2 1.0994E£-02

I.0T2Z2Z2E GO =5.945¢C=03" =1.Z5ChE=02Z 1. Z2I8IE=CZ
1.0125F 00 =5.8817E-03 ~-1.2326E-02 1.2500E-02
10T 35 OU =5.68S55E=03 =11 7TT8E=C2 1 3484E=02———
1.0139% 00 -5.6113C-03 -1.1570F-02 1.3857E£-C2
- 01&7TF U =5.4398C=03 = I090E=J2 L34 T7226=C2
1.0156F 00 -5.2625E-03 -1.0594E-02 1.5618E€-02
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SAME SYSTEM Pl=13,P3=,778,5/0=1
TIME Y FMT MR 1 MR 2
0. 9.1374E-C1 2.7774E 0C 0. 0.
1.0C0F-01 -4.9892¢-01 2.17435-01 1.6423€6-01 -2.0435F-01
2.000E-Cl =1.2128F-02 1,5492E-01 2.1497E-01 -Z2.4805E-01
3.0005-01 8.5239E-01 6.4152E-01 2.1583E-01 —-2.4884E-01
4,0006-01 1.7380Z 0T 1.0682F 00 2.2299F-01 -2.4953E-01
5.0C0E-0L 7.77305-CG1 9.A352E=0]1 2.3012E-01 -2.4845F=-01
6.0C0E=-01 =1.203AFE=-01 2.72495=01 2.562°E-01 =-2.3842E-01
7.000E-01 -1.33198-91 4.261C5-01 2.9163E-0] -2.1654F-C1
8.000F-01 2.7377E-C1 1.084¢E 00 3.3778F-01 -1.7%23F-01
9.000F-01 7T7.7682E-01 1.7AL4F G5 3.94855E-Cl -1.20298-01
1.000F 00 5,2716E=-02 1.1773F 00 4,5100F~01 =-5.3456F-C2
I.10CF 00 3.3376:-01 1.9638¢ 00 B5.0BTLlE-0OL Z.4140E-D2
1.200F 00 =3,9008F=-31 9.,1239F=C1 5.6626E-01 1.0955F=C1
1.300F 00 =1.5772C CO -2.3196E-01 6.2004E-01 1.9620E-01
1.400F 00 -5.7037E-01  7.9185F-01 6.7064E-01 2.8363F-01
1.500F G0 4.21115-0G1 1.778R%F CO 7T7.1517:E-Cl 3.6517E-71
L.600F 00 —=6.44%45-02 1.2711E CO  7.5572E-C1  4.4333£-01
L. 7008 JT —4.9536E-01 B8.0430E-01 T.9145E-01 5.1521F-01
1.800E 92 7.9023L-C1 2.2434S 05 8.2046E-01  5.7589E-01
1.9005 00 7.36220-01 1.9353E CGC 8.4907C6-01 6.3770t-C1L
2.000E 07 -1.0929F 00 4.6770E-02 £.73016-01 6.9091FE-0}
2.10CE OO -3.46006-01 7.311CE-01 8.93326-01 7.37258-01
2.200F 00 2.4562F-91 1.25%85F Q0 9,.0980F-01 7.75730-01
2.300F 00 =6.546£8-C2 8.930CE-91 9.2429c-01 8.1102&4t-01
2.400E 00 =1.0353F 02 -1.5750E-01 9.3700FE-01 8.4104c-01
2.500E OU 1.3671F U0 2.189%FE CC 9.4739E-01 §.66625-01
2.6C0F 00 -1.2241FE~-01 6.403CF-01 9.5599£-C1 £.68085-01
2.700E 00 1.1580c-01 8.2L1CE-0L 9.63692-01 9.07575-01
2.800F 00 8,5475E-01 1.5055F G0 9,7108E-01 9.26455-01
2.900F 00 1.CL1ECE OO0 L.6LT7IC C2 9.T640E-01 S.4022F-(1
3.000F 0T -2.87775-01 2.6294E-01- 9.80435-01 9.5073F-01
3.,100F 00 =2.891¢c5-01 2.1622E-01 9.8316E-21 9.578%=-01
3.200% 00 =-1.7833FE=01 2.8475E-01 9.8&07F-01 9.6552E-01
3.300F 0C 4.7075L-01 §.9456F-01 9.863804E-01 9.7086L-01
3.400E 00 1.0695F-01 &4.9437E=-91 9.895%E-01 9.7501F-01
3.500F G0 L.8777c 006 2.2315E OC  9.908BE-01 9.73420-01
3.600C 00 -7.0A06F-01 —2,63265-01 9.9294E-01 9.84056-01
3,7G0F 09 1.5553FE-01 4.4981F-01 9.94C1E-01 9.8697C-C1
3.800F 00 7.87826-01 1.0559% 00 9.94A5E-C1 9.8873E-01
3.900E 00 -2.4533E-01L -1.2%63E-03 9.9555E-01 9.912)F-01
4,000C 00 5H.EATLE=-JL 8.0877E=-01 9.9%589E-01 9.9212F-01
4.100F 00 -B.1550E-01 -6.1368BE-01L 9.9643E-01 - 9.9362E-01
4,2005 00 6.1300F-C1 9.9551F=-01 9.9718F-01 9.9568:-01
4.300c U0 1.0784E GC 1.2454% GO 9.9773E€-01 9.9721F-01
4,400F 09 3.3165C-01 4.8305C-01 9.9S03F-01 9.9806E-01
4,500 32 —4.3339E-01 -2.9594C-01 9.9804E-01 9.9897&-01
4,600 00 1.04326-01 2.2936c-01 9.9818E-01 9.9845E-51
4,700C 00 —7.82L4F=-D01 =56.068977-)1 9.9826E=-01 9.987T0E-01
4.800E 09 1.56312E=C1 2.A577E-C1 9.9841E-C1l 9.9917F-01i
4,900F (U -8.8430E-01 -7.99915-01 9.9866E-01 9.9981F-01
5.000FE 00 1.8974£-01 2.7413E-C1 9.9873E-01 1.0000E 00
VARTABLE MINTMUM MAXIMUM
ORF1 9.5288%-03 1.4142E 09
ORF2 6.666TE-01

=2.000Ce 20
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-y e

1
L

e PI1=13,S/n=1

MR3 ERR1
0. -1.C000E 00

ERRZ ERR3

-1.0000E 00 -1.0000E 00

1.9970E-C1 -8.3571E-01

2.1148E-01 -7.8503E-01

-1.2043E 00 -8.C030E-01
~1.2480F 00 —-7.88525-01

2.1158E-01 -7.8411E-01
2.0519E£-01 -7.7701LE-~O1

-1.2489E 00 -7.8842E-C1
-1.24G5F 00 —-7.9481E-01

1.9795E-01 -7.6988E-01
1.7124F-01 -7.438JE-C1

-1.2485E 00 -8.0205E-01
-1.2384E 00 -8.2876E-01

1.3838E-01 -7.0837E-01
1.06386E-01 -6.6222E-01

~1.2165E 00 -8.6162E-01
-1.1782E 00 -8.9614F-01

T.41405-02 -6.0515E-01
6.0402E-02 -5.49C0E-01

~1.1203F 00 -9.2586E~01
-1.0535E 00 -9.3960E-01

6.3111E-02 -4.9123E-01
8.3271E-02 —-4.3374E-01

-9.7586E~01 -9.3689E-Cl
-8.9045E-01 -9.1673E-Cl

1.18778-C1 -3.7996E-01
1.6786E-01 —3.2935E-01

-8.0380E-01 -8.€123E-01
-7.16376-01 -8.3214€E~-01

2.2434E-01 -2.8483E-01
2.8771E~01 —2.4422€E-01

-6.3483E-01

-7.7566E-01
-5.5667E-01 -7.1229E-01

3.5339t-01 -2.0855%E~01
4.14545-01 -1.79546-01

-4.8479E-01 -6.4661E-01
-44.2411E-01 -5.8546E-C1

4,61852-01 -1.5093E~-01
5.4369E-01 —1.2699E-01

-3.6230E-01 -5.1815€-01
-3,09096-01 -4.5631E-C1

6.0067E-C1 -1.0668E-01
6.5930E-01 -9.02035-02

-2.62756-01 ~3.9933E-01
-2.24275-01 -3.497C0E-Cl

6.96616-01 —-7.5707E-02
7.394CE-01 -56.299KE-02

-1.897¢6E-Cl1 -3.03339E-01
-1.5894E-01 -2.6060E-C1

7.7607c-01 —-5.2608£-02
B.0768E-C1 -4.4013E£-02

-1.3338E£-01 -2.2393E-01
-1.1152E-01 -1.9232¢-01

8.3707:-01 -3.6304F-02
8.66156-01 —2.8921E-02

-9.2429€-02 -1.6293E-01
-7.35416-02 -1.3385€6-C1

B.BTT756-01 —-2.3597E-02
9.0450E-01 —-1.95¢67E-02

-5.978JE-02 -1.122%€E-01
-4,9274E-02 -9.5505E-02

9.1607E-01 ~1.6845E-02
9.2869E-C1l -1.3935E-02

-4,2118E-02 -8.3927E-02
-3.4415E-02 -7.1315E~02

9.3743E-01 -1.1956:-02
9,4439E~CL =-1.0408E~-02

—2.9141E-02 -6.2571€E-C2
—2.4990E-02 -5.5613E-02

9.5326E-01 —-9.1193E-03
9.5976E-Cl -7.0624%E-03

=241515E-02 -4.9740E-02
—1.5945E-02 ~-4.0244E-02

9.6476:-01 =-5.99C9E-03
9.678C0E-01 -5.3457E-03

—-1.3031E-02 -3.5244E-02
-1.1268E-02 -3.2196E-C2

9.72096~C1 ~4.4457C-03
9.7372E-Cl ~4.10G5E-03

-8.8016£-03 -2.7906E-02
-7.8755E-03 -2.6284E-02

9.7635E~-01 =3.5664E-03
9.7998E-01 -2.8226E-03

-6.3771E-03 -2.365C0E~02
-4.3215E-03 -2.0023E-02

9.8269E-01 —-2.2703E<03
9.8419E-01 -1.9659c-03

~1.945C0€E-03

Z2.7912E-03 -1.7312E-02
-1.5806E-02

9.8421E-01 -1.9526E-03
F«8491E-01 -1.8234E-03

T1.9344E-03 ~1.5785E=02
-1.54556-03 -1.5090F-02

9.8535E-01 ~1.7363E-03
9.8607E-01 —-1.5925E-03

-1.2017E-03 ~-1.4653E-C2
-8.9990E-04 -1,3929E-02

"9.87356-C1 -1.3392C-03

'
i

~-1.9004c-04 -1.2565CFE-02

{
{
i

9.8770E-01 =-1.2694E-03

5.7220E-05 —-1.2297E-02
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SAME SYSTEM

P1=154P3=1.095,S/N=1/2

TIME Y FMT MR1 MR2
O, 1.2854E 00 3.1491F 0C Q. O !
1.000E-01 —-6.3669E-01 7.9668E-02 1.6408E-01 -2.0370F-01
2.000E-G1 5.6079E-01 7.2784E-01 2,0898E-0)1 —2.4289E-01__
3.000E-01 -2.7088E-01 -2.8175E-01 2.2005€E-01 -2.4832E-01
4.000E-01 -1,0273E OC -9.9805E-01 2.1455E-01 —=-2,4732E-01
5.000E-01 7.8073E-01 9.6655E-01 2.2983E-01 -2.4540E-01
6.000E-01 —-2.2278E-01 1.7007E-01 2.4685E-01 -2.3911E-01_-
7.000E-01 -7.0295E-01 -9.3663C-02 2.8061E-01 -2.1790E-01
B.000E-01 B8.6686E-Cl 1.6777£ 00 3.2577E-01 -1.8070E-01
9.000E~01 -3.7580E-01 6.0874E-01 3.7625E-01 -1.2922E-01
1.000E 00 2.7256E 0C 3.8502E 00 4.3402E-01 -6.,0772E-Q2
1.100E 00 ~1.6565E 00 —-4.2648E—-01 4.9762E-01 2.4581E-02
1.200E 00 -7.1738E-01 5.8510E-01 5.5598E-01 1.1122E-01
1.300E 00 -1.1489E 00 1.9629E-01 6.0823E-01 1.9547E-01
1.,400E 00 2.8661E-01 1.6489E 00 6.5632E-01 2.7862€-01
1.500E 00 B8.3526E-01 2.1930E 06 7.0147E-01 3.6130E-01
1.600F 00 —-1.3021F 0O 3.3466E-02 7.4C47E-0Q1l 4.3644E-01
1.700E 00 -1.0216E 00 2.7806E-01 7.7701E-01 5.0996E-01
1.800E 00 -1.6721E-01 1.0860E 00 8,0970E-01 5,7832E-C1_
1.900E 00 -6.6167E-02 1.1329E 00 8.3589E-01 6.3491£-01
2.000E 00 3.2698E-01 1.4667E 00 8.6049E-Q1 6.8962F-01_
2.100E 00 1.2029E 00 2.2800E 00 8.8221E-01 7.3918E-01
2.200E 00 4,2293£-01 1.4359E 00 9.0052E-01 7.8199E-01_
2.300E 00 4.7558€-01 1.4241E 00 9.1515E-01 8.1673E-01
2.400E 00 -1.2956E 00 -4.1079E-01 9.2789E-01 8.4761E-Q1
2.500E 00 4.3893E-01 1.2616E 00 9.3898E-01 B8.7492E-01
2.600F 00 -1.9192E 09 -1,1565E 00 9.4867E-01 B8.,9914E~-Q1_
2.T00E 00 -7.3677E-01 -3.1467E-02 9.5553E-01 9.,1648E-01
2.800F 00 —3.6645E-02 6.1408E-01 9.6169E-01 9.3223€E~01
2.900E 00O -5.9415E-01 5.0166E-03 9.6643E-01 9.4450E-01
3.000E 00 1.2598F 0J 1.8105E 00 9,7107E-0]1 9.5660E~01_
3.100E 00 -1.6199E 00 -1.1145c 00 9.7517E-01 9.6738E-01
3.200E 00 -4.2469E-0]1 3.8396E-02 9.7882E-01 9.7703E-01
3.300E 00 -2.C741lE 00 -1.6503F 00 9,.,8105E-01 9.8299E-01
3.400F 00 -9,2060E-01 -5.3317E-01 9.8318&-01 9.8870E=-01_
3.500E 00 =5.4092E-01 -1.8712E-01 9.8444E-01 9.9208E-01
3.600E 00 3.4559E-01 6.6830E-01 9.8635E~-01 9.9726€E-01
3.706E 00 5.5136E-02 3.4941E-01 9,.8713E-01 9.9938E-01
3.800E 00 2.1478E 00 2.4159E 0O 9.8816E-01 1.0022F 00
3.900E 00 -1.7496t 00 -1.5056E 00 9.8898E-01 1.0044E 00
4.,000E 00 -9.19035E-01 -6.8831E-01 9.8911€-01 1.0048E QO
4.100E 00 1.1514E-01 3.1705E-01 9.8966E-01 1.0063E 00
4.200E 00 —-3.7928E-02 1.4558E-01 9.8967€-01 1.0064E 00G_
4.300E 00 6.8394£-01 8.5066E-01 9.9033E-01 1.0082E 00
4.40CE 00 -2.18285 G0 -2.0314E 00  9.9053E-01 1.0087E 00
4.500E 00 2.1834E 00 2.3209E 00 9.9062E-01 1.0090E 00
4.,600FE 09 4.,212CE-0) 5.4594F-01 9.9052E-01 1.0087€ 00
4,700 00 2.2553E-01 3.3870E-01 9.9052E-01 1.0087E 00
4.800EF 00 -3,7002E-01 -2.,6737E-01 9.9071E-01 1.,0093E 0GC-
4.,900E 00 -1.2549E£-02 8.0537E-02 9.9093£-01 1.0099€ 00
5.000E 00 _5.88095-Q1  6.72485-01 9.9080E-01 1.0095& QO_
VARIABLE MINIMUM MAXIMUM
GRF1 9,5288E=03  1.4142€E_Q0
ORF2 ~2.0000E 00 6.6667£-01
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pPi1=15, S/n=7%2

MR3
0.

ERR1

-1,0000E 00 -1.0000E _00_=1.0000E 00

ERR2

ERR3

1.9848E-01 -8.3592E-01 —1.2037E 00 -8.0152E-01

_2.0988E-0)1 -7.9102E=-01 =1.2429E 00 -7.9012E-01

2.0491E-01 ~7.7995E-01 -1.2483E 00 -7.9509E-01
2.0944E-01 —7.8545E-01 -1.2473E 00 -7.9056E£=-01

1.9401E-01 -7.7017€E-01 -1.2454E 00 -8.0599E-01

_1.7653E-01 =7.5315E=-01_=1.2391E 00 _—8.2347E=-01

1.4544E-01 -7.1939E-01 -1.2179E 00 -8.5456E~-01

_1.1134E-01 -6.7423E-01 -1.1807E 00 -8.8866E-01

B«e5371E-02 -6.2375E-01 -1.1292E 00 -9.1463E-01
7.0683E-02 -5.6598E-01 —-1.0608E 00_-9.2932E-01
T+3339E-02 —-5.0238E-01 —-9.7542E-01 -9.2666E-01
9.3852E-02 -4.4402E-0] -8.8878E~-01 -9.0615E-Q1
1.2848E-01 -3.9177E-01 -8.0453E-01 -8.7152E-01
1.7528€E-01 -3.4368E-01 —-7.,2138E-01 -8.2472E-01
2.3254E-01 -2.9853E-01 -6.3870E-01 -T.67T46E-01
2.9340E-01 -2,5953E=-01 —-5.6356E-01 —-7.0660E-01
3.6059C~01 -2.2299E-01 -4.9004E~01 -6.3941E-01
_442945E-01 =1.9030E-01_=-4.2168E=-01 —5,7055€E=-01
4.9110E-01 -1.6411€E-01 -3.6509E-01 -5.0890€E-01
5.5470E-01 -1.3951E-01 -3.1038E~-01 -4.4530E-01
6.15656-01 -1.1779E-01 -2.6082E-01 -3.8435E-01
6,7064E-01 -9.9477E-02 -2.1810E-01 -3.2936E=-01
T.1743E-01 -8.4854E-02 -1.8327E-01 -2.8257E-01
T7.6036E~-01 -7.2112E-02 ~1.5239E-01 -2.3964E-01
. Te9952E-01 -6.1023E-02 —-1.2508E-01 ~2.0048E-01
8B.3517E-01 -5.1326E-02 -1,0086E-01 -1.6483E-01
8.6131E-01 -4.4466E-02 -8.3516E-02 -1.3869E-01
8.8558E-01 -3.8312E-02 -6.7770E-02 -1.1442E-01
9.0481E~-01 -3.3565E-02 —-5.5503E-02 -9.5187E-02
_9424135-01 -2.8925E-02 —-4.3400E-02 -7.5874E-02
9.4159E-01 -2.4826E-02 -3.2617E-02 -5.8412E-02
9.5739E-01 -2.1181E-02 —2.2968E-02 ~4.,2614E-02
9.6728E-01 -1.8946E-02 -1.7007E-02 -3.2723E-02
9.7684E-01 -1.6818E-02 —-1.1298€-02 ~-2.3155E-02
9.8256E-01 -1.5564E-02 -7.9170E-03 -1.7442E-02
9.9138E-01 -1.3654E-02 -2.7440E-03 -8.6218E~-03
9.9503€-01 -1.2873E-02 -6.1684E-04 -4.9695E-03
9.9993E-01 -1.1837E-02 2.2135E-03 ~-7.4811E-05
1.0038E 00 -1.1025E~-02 4.4390E-03 3.7982E-03
1.0044E 00 -1.0892E-02 4.8050E-03 4.4410E-03
1.0071€ 00 -1.0335E-02 6.3411€E-03 7.1410E~-03
1.0072€E _00 -1.0328E-02 6,3638E-03 7.1835E-03
1.0104E 00 -9.6717E-03 8.1810E-03 1.0404E-02
_1.0114F 00 -9.4706E-03 8.7404E-03 1.1399€E-02
1.0119E 00 -9.3754E-03 9.0064E-03 1.1876E-02
1.0114€ 00 -9.4757E-03 8.7287E-03_ 1.1381E-02
1.0114E 00 -9.4770E-03 8.7262E-03 1.1378E-02
1.0123F 00_-9.2887E-03 9.,2531E-03 1.2327E-02
1.0134E 00 -9.0698E-03 9.8661E-03 1.3432E-02
_1.0128E 00 -9.1974E-03 1.2789E-02

9.5097€-03




SAME SYSTEM,P1=17,P3=1.73,S/N=1/5

100

TIME Y FMT MR1 MR2
0. 2.0298F 00 3.8935FE 00_ Q. 0.
1.G00E-01 3.G420E 00 3.7584E 00 1.6543E-01 -2.0480E-01
2.000E-01 1.1794E 00 1.3465€ 00 2.1347E-01 -2,4696F-01
3.000E-01 3.5107E-01l 3.4C19E-01 2.2422E-01 -2.5340E-01
4,000E-01 -1.4000E-01 ~1.1070E-01 2,2264E-01 -2.5285E-01
5.000E-01 1.1779E 0C 1.3637E 0C 2.2837E-01 -2.5174E-01
6.000E-01 —1.5589E 00 -1.1660E 00 2.5169E-01 -2.4243E-01
7.0006-01 -8.1703E-01 -2.0774E-01 2.8827E-01 -2.1993E-01
8.000E-01 -1.4086E 00 -5.9769F=01 3.3252E-01 -1.8311F-01
9.000E-01 -3.5572E 00 -2.5726E 00 3.8740E-01 -1.2765E6-01
1.000E 00 1.0483F 00 2.1729E 00 4.4615E-01 -5.8174E-02
1.100E 00 7.6696E-01 1.9970E 0C 5.0705E-01 2.3488E-02
1.200F 00 7.2821E-01 2.0307E 00 5.6715E-01 1.1268E-01
1.300F 00 -2.C826E-01 1.1370E 0G 6.19856-01 1.9762E-01
1.400F 00 -1.5512E 00 -1.8892E-01 6.7004E-01 2.8436E-01
1.500C 00 2.6865E 00 4.0442E OC 7.15056-01 3.6679E-0L
1.600E 00 1.6225FE 00 2.9581F 00 7.5509E-01 4.4402E-01
1.700€ 00 3.0016E 00 4.3012F 00 7.9G41E-01 5.1512E-01
1.800F 00 -5.8859E-01 6.6461E-01 8.2394E-01 5.8527E-01
1.900F 00 —3.9665EF 00 -2.7675E 00 B8.5118E-01 6.4412E-01
2.000E 00  9.39376-01 2.0791lFE 00 8.T446E-01 6.9589E-01
2.100€ 00 —-8.0953E-01 2.6757E-01 B8.9584E-01 T.4467E-01
2,200E 00 1.8828E OC 2.8957€ 00 9.1295E-01 7.8459E-01
2.300E 00 1.5763c 00 2.5247C 00 9.27056-01 8.1818E£-01
2.400E 00  1.5356FE 00 2.4204E 00 9.3915E-01 B8.4751E-01
2.500F 00 -1.2164E-01 7.01056-0L 9.4861E-01 B8.7083E-01
2.600E 00 4.0556E-01 1.1683F 00 9.5674E-01 8.9113E-01
2.700E 00 1.3385€ 00 2.0438E 00 9.6320E-01 9.0748E-01
2.800FE 00 —1.0985E 00 —4.4780E-01 9.6888E-01 9.2199E-01
2.900E 0U 2.4014E G0 3.0006FE 00 9.7449E-01 9.3648E-01
3.000F 00 -1.3341F 00 -7.8343E-01 9.7825E-01 9.4631E-01
3.100E 00 —-8.852BE-01 —-3.7992E-01 9.8227E-01 9.56876-01
3.200E 00 —7.7593E-01 -3.12856-01 9.8540E-01 9.6517E-01
3.300E 00 8.7143C-01 1.2952E 00 9.8R15E-01 9.7248E-01
3.400E 00 4.4988E 00 4.8862E 00 9.8994E-01 9.7730E-01
3.500E 00 5.8306E-01 9.3686E-01 9.91826-01 9.8237E-01
3,600E 0C  1.6475€ 00 1.9703E 00 9.9360E-01 9.8719E-01
3.700E 00 -2.7221E-01 2.2066E-02 9.9577E-01 9.9310E-01
3.800F 00 -8.7325E-01 -6.0517E-01 9.9580E-01 9.9319E-01
3.900E 00 —1.6189E 00 —1.3746E 00 9.9660E-01 9.9538F-01
4.000E 00 -1.3979E 00 -1.1759E 00 9.9773E-01 9.9849E-01
4.100E 00 —3.1827E U0 —2.9808E 00 9.981TE-01 9.9972E-01
4.200E 00 -2.0811E 00 -1.8976E 0C 9.9827E-01 1.0000E 00
4.300F 00 ~1.0074E 00 -8.4067E-01 9.9871E-01 1.0012E 00
4.400E 00 —1.4364E 0C -1.2850E 00 9.9868E-01 1.0011E 00
4,500FE 00 1.4386E 00 1.5761E 00 9.9874E-01 1.0013E 00
4.600F 00 2.4447E 00 2.5694E 00 9.98906-01 1.0018E 00
4,T00F 00 4.0602E-03 1.1723E-01 9.9941E-01 1.0032F 00
4,800E 00 —-1.5212F 00 -1.4185E 00 9.9966E-01L 1.0039E 00
4.900E G0 2.8182E GO 2.9113E 06 9.9960E-01 1.0037€ 00
5.000F 00 -1.4929E 0O —1.4085E 00 9.9976E-01 1.0041E 00
VARTABLE MINIMUM MAXTMUM
GRF1 9.5288E-03  1.4142E 00
GRF2 —2.0000E€ 00  6.6667E-01




Pl=17, Sk =45
MR3 ERR1 ERR2 ERR3
0. -1.00C0E 00 -1.0000E 00 -1.0000E 00
1.9840E-01 -8.3456E-01 -1.2048E 00 -8.0160E-01
2.1118E-01 -7.8653E-01 -1.2470E 00 -7.8882E-01
2.0798E-01 -7.7578E-01 -1.2534E 00 -7.9202E-01
2.0909E-01 =7.7736E-01 -1.2529E 00 -7.9091E-01
2.03176-01 -7.7163E-01 -1.2517E 00 -7.9683E-01
1.7930F-01 —-7.4831E-01 -1.2424F 00 -8.2070E-01
1.4531E-01 -7.1173E-01 -1.2199E 00 -8.5469E-01
1.1229E-01 -6.6748E-01 -1.1831€ 00 -8.8771E-01
8.3359E-02 -6.1260E-01 -1.1277E 00 -9.1664E-01
_6.8169E-02 -5,5385E-01 ~1.0582E 00 -9.3183E-01
7.0592E-02 -4.9295E-01 -9.7651E-01 -9.2941E-01
9,1634E-02 -4.3285E-01 -8.8732€E-01 -9.0837E-01
1.2640€-01 -3.8015E-01 -8.0238E-01 -8.736CE-01
1.7516E-01 -3.2996E-01 -7.1564E-01 -8.2484E-01
2.3228E-01 -2.8495E-01 -6.3321E-01 -7.6772E-01
2.9502€-01 -2,4491E~-01 -5.5598E-01 —7.0498E-01
3,6003E~01 -2.0959F-01 —-4.8488E-01 -6.3997E-01
4,3080E-01 -1.7606E-01 ~4.1473E-01 -5.6920E-01
4.9488E-01 -1.4882E-01 -3.5588E-01 -5.0512E-01
5.5507E-01 -1.2554F-01 —-3.0411E-01 —-4.4493E-01
6.1496F-01 -1.0416E-01 -2.5533E-01 —-3.8504E-01
6.6638E-01 ~8.7049E-02 -2.1541E-01 -3.3362E-01
7.1148E-01 -7.2948E-02 -1.8182E-01 -2.8852E-01
7.5227E~01 ~6.0853E~02 —=1.,5249E-01 —2.4773E-01
7.8572E-01 =-5.1386E-02 -1.2917€-01 -2.1428E-01
8.1562E-01 -4.3263E-02 ~1.0887E-01 -1.8438E-01
8.4025E~01 -3,6795E-02 -9.2521E-02 -1.5975E-01
B.6258E-01 -3.1120E-02 -7.8007E-02 -1.3742E-01
8.8531E-01 -2.5514E-02 -6.3516FE-02 —-1.1469€-01
9.0097E-01l =2,1748E-02 -5.3692E-02 -9.9026E~02
9.1805E-C1 -1.7733E-02 -4.3135E-02 —-8.1946£-02
9,.3164E~-C1 -1.4598E-02 -3.4834E-02 —-6.8357€E-02
9.4378E-01 —-1.1855€E-02 -2.7517E-02 =5.6222€E-02
9.5186E-01 —1.0059E-02 —-2.2696FE-02 —4.8140E-02
9.6042E-01 —-8.1805E-03 -1.7631€-02 -3.9580E-02
9.6864F-01 -6.4021E-03 ~1.2B10E-02 —3.1356E-02
9,7879E-01 -4.2320F-03 -6.9041€E-03 -2.1212E-02
9,.7896E~01 -4.1996FE-03 -6.8095E-03 —2.1044E-02
9.82776-01 -3.3998FE-03 —4.6151E-03 -1.7229€E=-02
9.8819£-01 —-2.2726E-03 ~1.5147€-03 -1.1807€-02
9.9037E-01 —1.8255E-03 -2.78T72E-04 —-9.6335E-03
9.9085E-01 -1.7270E-03 -3.1218E-06 -9.1452E-03
9.9299E-01 -1.2909E-03 1.2051E-03 -7.0054E-03
9.9287E-01 -1.3193E-03 1.1296E-03 -7.1339€~-03
9.93176-01 -1.2593E-03 1.2983E-03 -6.8309E-03
9.9399E-01 -1.0957E-03 1.7565€E-03 -6.0070E-03
9,9778E-01 -3.4172E-04 3.8637E-03 -2.2184E-03
9.9750E-01 -3.9815€E-04 3.7075E-03 -2.4976E-03
9.9829E~-01 —2.4255E-04 4.1443E-03 -1.7069E-03

1ol
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APPENPIX B

OBTAINING THE ORTHOGONAL SET

There exist several procedures for obtaining an ortho-
gonal or orthonormal set, The Gram-Schmidt procedure is
described and used to construct a polynomial set which is
orthonormal over the interval 0 £t £ 1,

If a finite or infinite linearly independent set is
given as

(€1, Cos o o « €Ky o o o) ' (B-1)
it is possible to construct an orthonormal set

(b1, G20 ¢ o « Oy o o &) & (B-2)
This method yields ¢y as a linear combination of only the
first k elements, or

k

ok = 1 akje; (B-3)

j=1

First ¢; is formed as

¢; = ex/{exp el}% (B-4)
where
b
{er, e} = flg, (t)]%at (B-5)
a

and a £ t £ b is the orthogonality interval.
Then one forms g, as
gz, = ez = {ezl ¢1}¢1 . (B-s)

¢, gz/{gzl gz};i (B-7)
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The general form is then

k-1
g = e = ) {ex, ¢3}e4 (B-8)
i=1
1
ok = 9x/ {9k, 9K}” (B-9)

The crthonormal polvnomial set is then constructed., If a
set

(t, t2, .. « , t0, . . 0} _ (B-10)
is given, and it is linearly indepencdent because

a;t + a,t2 + ., . .+ apth =0
for all t if, and only if, a, =a, = ., . . =ap = 0,

then ¢, is given by

t
¢ = = = =3t (B-12)

% 1 3
{e,, e, } [rt2atl?
0

and g, is given by

g, = €; -~ {ezr ¢1}¢1 . (B-13)
p /3
leys 01} = [E2(/3 t)dt = =7 (B-14)
3
g, = t* - 7t (B-15)
so that
2. 3
t 2t

= /5482 - 3t)  (B-16)

¢y = 7
[f(t"- 3t% + ) ae)™
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The scaling value which makes the set orthonormal is given

by

K, v2n + 1 (B-17)

n

and the sum of the coefficients of each polynomial equals

one. Then one can formulate ¢, 6 and g, as

by = K,79 g, (B-18)
3
9y = €, - .z.{ehr 6511 (B-19)
i=1
or
= K,7% (56t* - 105t® + 602 - 10 -20
b, —_gg_( t + t t) (B )

so that K“ = 56 and

¢, = Y9 (56t* - 105t3 + 60t? - 10t) (B-21)
which is the correct result. Thus the resulting four

polynomials are

¢, = /3 t (B-22)
b, = V5 (4t% - 3t) | (B-23)
¢y = /7 (15t - 20t? + 6t) (B-24)
¢, = vY9 (56t" - 105t + 60t? - 10t) - (B-25)
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APPENDIX C

Computer Programs

This appendix contains several computer programs which
greatly assist the users in evaluating the worth of any set
of orthogonal functions for use as the signal set for an
orthogonal mulﬁiplexing system. The programs are written
in DSL-90, a digital simulation language which is a part of
the IBM share library. Instruction manuals are available
from the IBM Corporation. DSL-90 is a nbn-procedural lan-
guage which is composed of subroutines which can be closely
related to anélog computer blocks, and thus is ideal for
use in simulating ﬁany physical systems. The DSL-90 lan-
guage is based on Fortran IV and is very easy to use. The
notation throughout most of the programs follows that shown
in Figure C-1 and therefore it is possible to follow the
flow of the programs without being familiar with the language.
To use these programs to assist in the evaluation of a signal
set it is only necessary to change the orthogonal functions
in the program to the desired set and change the sysfem
parameters. In this collection each program will be pre-
ceded by a description of the purpose of the program and
how the program can be adapted to another set of functions.
The printout on page 107 is the DSL-90 deck which must go

before the main program deck.
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Program 1

Title: Periodic Function Frequency Distribution
The Real Exponential Set
This program is used to calculate the Fourier coef-
ficients of each orthogonal function and the composite wave-
form. The program notation is readily identified because of

the similarity to the notation used in many texts.

lT

A, = T.éf(t)dt {C-1)
‘ 2T

A, = ZfE(t) cos(nw,t)dt (Cc-2)
To
T

B, = 2/£(t) sin(nuw,t)dt (C-3)
To

Cn = YAZ + B} (C-4)

Thus for example:

AN1 of ORF1l

i
§>

&
N
i
o]
o

of ORF2

ANT = A, of FMT=ORFl + ORF2 + ORF3
This program yields the information necessary to determine
signal bandwidth in order to compare the bandwidth with that
of other signals or to use to cdesign a channel filter. 1In
order to use this program to calculate the bandwidth of
another signal set it is necessary to change ORF1, ORFZ! ORF3,
and change the coefficient values and the period T on the

raram card.
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Program 2

Title: Periodic Function Power Spectrum Zero Initial Value
Polynomials and Gaussian Product
This program is similar to the previous one in that
the power spectral density is calculated for an orthogonal
set. Both C and C squared are printed for several values of
N, This program is written to also evaluate the effect of
multiplving the orthogonal set by another function which is

in this case the Gaussian function.

T
SU(FMT)P (£)] [(ORFL) P! (£)]1dt (C-5)

\S\ﬁ““*““"—N PRODUCT FUNCTION EVALUATED
The advantages are reduced peak-to-average power require-
ments and reduced bandwidth., The value of the Fourier coef-
ficients for the product function are CM and CSQM, or C
modified and C? modified. This program provides a print-out
of the values of FMT and FMTM, the product or modified func-
tion. In order to use this program to evéluate other func-
tions it is necessary to substitute the desired orthogonal

functions and the improvement factor function p(t) = vy,

for the present set, and change the values on the param card,
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TITLF PERIADTS FUNMCTINY DOWER QRECT M
TITLE ZTM DAL YMOMTALS AND GAUISSIAM PRONCUIC

ORFI=(SOPT(34))*(TIE=¥)
DRF2={SORTUS & I I {4 o R ( (TI N E=K ) #5241 )= (3% (TIE=X) 1))

NRFA=(SAPT( 7)) ¥ (154 % ((TIVE-K}¥%#34))={2Ca%aqs
(L TINE ) 832 )L (Bed (T =)L) Y

EMT=(ARE1+0PF2400F3)
CMTM=CM TRy

V1=EXD (k1% (TTHF%%2,) )
EUNAZEN T2 (COG (62 2R%METI/E/TY )

TMTASTNTGRL (0 s FUN)
FUNDSFEAT % (SINLA 20%NRT ILELT L}

INMTRP=IMTARL (Nae o FHINT)
A= (INTARL (N4 s EXTIILT

AN=(2,%TMTA) /T
PNz (2 HINTAY LT —

FENAPNS [ (ANYE%2 () F{ (AN ) %22,

- C=SART (DL - S
FUNAY=F T35 (COS (642032 TIVE/T) )
EUNDMFT % (SIN (62224 TINEZTI)
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o CSCMELLANMY R LY LBN D ) . S
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Program 3

Steady State
Polynomial Signals and Channel Filter

The purpose of this program is to determine the
distortion caused by a filter inserted in the channel to
restrict signal energy to a cértain pass~band. The
program goes through several cycles and more can easily
be added using the Title, Contin, and Param cards as
examples. A more complex filter can be used (for example,
an n stage Butterworth, etc.) to test any design. DSL-90
contains complex functions commands which allow the eval-
uation of any filter design. The notation for this program
is standard and it is necessary to modify the "param",
orthogonal functions, and possibly the "contrl" cards

to use another set of functions.



INPUT FOR DSL/90 TRANSLATOR

$IEDIT SYSLB3,SRCH

$IBLDR MAIN

$IBLDR CENTRL

$IEDIT

TITLE STEADY STATE

TITLE POLYNOMIAL SIGNALS AND CHANNEL FILTER

TITLE RC=.05
ORF1=(SQRT(3.) )% (TIME=-K) S o
ORF2=(SQRT(5.))#( (4% ((TIME-K)%%2.))=(3. % (TIME-K)})
GRF3=(SQRT(74) )= ((15.# ((TIME-K)##3.))=(20.%.,.
((TIME-K)##2,))+(6.%(TIME=K))) =
FMT=M1#0RFL+M2*0RF2+M3%0RF3 TR
FMST=REALPL(0.,RC,FMT) :

SIGL=FH4ST=ORF1 ST

SIG2=FMST=#0RF2
SIG3=FMST=0RF3
INT1=INTGRL(0.,SIG1)
INT2=INTGRL(0.,S1G2)
INT3=INTGRL(0.,SIG3)
FMT2=Cl«FMT
FMST2=REALPL(0.,RC,FMT2)
SIG12=FMST2#0RF1
SIG22=FMST2#0RF2
SIG32=FMST2=GRF3
INT12=INTGRL(0.,S1G12)
INT22=INTGRL(0.,S1G622)
INT32=INTGRL(0.,51G32) .
MR1I=INTL1-INT12
MR2=INT2-INT22
MR3=INT3-INT32
ERR1=MR1-M1
ERR2=MR2-M2
ERR3=MR3-M3

CONST Ml=1,,M2=1,,M3=],

PARAM K=O.,C1=O.,RC=.05

CONTRL FINTIM=1.,DELT=.001

INTEG MILNE

PRINT .OZ»ERRI,ERRZ,ERR3,FMT,FMST9INT39INTBZ’INTZyINTZZ

END

TITLE CYCLE TwW@o

CONTIN

CONTRL FINTIM=2.,DELT=.001

PARAM K=1. 1Cl=lo

END g

TITLE CYCLE THREE

CONTRL FINTIM=3.,DELT=.001

CONTIN

PARAM K=2.,Cl=1.

END

TITLE RC=.005, CYCLE ONE

PARAM K=0.,C1=0.,RC=,005

CONTRL FINTIM=1.,DELT=.001

END

TITLE CYCLE TwO

CONTRL FINTIM=2.,DELT=.001
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CONTIN

PARAM K=1.,Cl=1.

END

TITLE CYCLE THREE

CONTIN

CONTRL FINTIM=3.,DELT=.001
PARAM K=2- 'Clzlo

END

TITLE CYCLE FQOUR

CONTIN

CONTRL FINTIM=4,,DELT=.001
PARAM K=3,,Cl=1,

END

STOP
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Program 4
Polynomial Functions/Synch Error

This program is used to determine the distortion caused
by synchronization error in the receiver of the orthomux
system. Time delay (TD) is varied from 0 to .3 seconds
of a 1 second normalized period. The polynomial functions
and system parameters can be changed to evaluate any other
set, it will also be necessary to change the bandwidth
for the new set and possibly the "control" time; ‘For the
particular set under consideration the priﬁt out runs
for 1.5 seconds. The receiver period is from t=TD to
t=TD+1. for each cycle, so the receiver output for each

cycle should be read from the print out at t=TD+l.
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TITLF DALYNASTAL FLIY
e TITLE_TINMC DELAY_TON
ARF1=(SNRT (2, ) )% (TIHC=1)
ORE2=(SORT (A, ) )l (L (T V)%%?-)l-(,.n(TI‘r S B T
ORF2=(SORT(74) )% ((18.%((TI1I'E~
S S S .

«‘)-'l""\.

{Lwl”r Vy{kp

OQF]?‘(Qﬁ T(q.)l
ARF22=(SNART (S ¢} 3 ¥ {4 ( (TTt4E=

CTIANS / SYNCH ERRAR / 3us=
AL

I VO A0 T

¢TI
S(TIM=-TD)

)\LM

))-(ZOo"n.o

=TOIRX2e) )= (B3 *(TIAE-TOVY Y .

ARF2R2=(SART (74 ) )% ( (15 ¢*# ((TIME=TR)%¥34) ) =(2Ca%esa

e (L TIMEATOY %D YA X (TINESTRY Y

FMT = 11 %#0PF 141 22 0RF 24+ 3% 00F 3

FUST=REALPL (2, o Rl o FLT)

-

ST1=STEP(TD)
_ NELI=NRZ12¥%¥5T1 —— — _ —— S
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DARAY TH=_,?
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Fan
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Program 5

Title: Distortion Due to Amplitude Limiting

This program is used to calculate the distortion
caused by limiting the maximum swing of the composite
function FMT (often called clipping) to specific values.
In order to use this program with other functions it is
necessary to change the orthogonal functions (ORF1l, etc.)

and the "contrl"™ and "Param" cards.



STITLERISINNTIANLOU
TITLE ND LITITING
ORE1=(SORI(2,.,))%

IZ TOLAMALITUDE L T2 T T ING.

“(TLNE=X) —_

NRFZ=(SOPT(B ) )#( (L #((TIVF=-K)*%

((TIE=¢)%52.) )+ (60 ¥ (TTHF=X)))
CMT=NNRFS “"']4_(*":’)“:_ 7+'\H'—ﬁ A ') o

_.))—(3 *(TI“
NAREA=(SORT (7 ) ) 3L 15 ¢ %4 (~TI ’F»—\-LL‘( a2 (20

x- e _u.A.__

=K1 1}))

EMET=LTUIT(P],P2,FHT)
CI1G]=FUSTENREL _
SIG2=FMATH#CRF 2
CIGA=FLATH*GRER
MRI=INTARL (N, o SIG1)
- URO=INTARLLD Y « G162 ) e
UPA=TMTARL (L, «STGR)
Enny=rny -l o
C‘f‘”‘)?:‘.!Q?_Mz
FRRA=MDRA X2 —
IMTER “TLMT
SOV A & Tt > T = G0 N A== RO 1y 3 o i et I s SO
PRINT WN2,E7CT ERPT].FPRP2,ERRZ,CPFL,QFF2s0RF24FMT
e DARAM_ " 1=les221l.,7321.,D1e 10044P221000 5K2 0
RANAE QRE],APED ,ARE2 (FYT :
. TR _ e
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ViLUE
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Enn JE —_— .
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Enn
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Program 6 .

Othomux System with Additive Gaussian Noise

This program is written in order to insert random
numbers into the channel with a Gaussian amplitude
distribution and these values are added to the signal
value. As would be expected, the orthomux system is not
affected much by this type interference, but it is an
interesting use of the digital computer. As before,

the program is changed by modifying the "param," "contrl,"

"const" and orthogonal function cards.



TITLE APTHO 1Y SYATEY wITH ASDITIVE CiASSIAN NOTSE
TL_T[ T DN V'\."\"IFI _KET .
ORFI=(SART(R,)) #(TIMWE=x)
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e e EMIVSEMT LY _ e e — -
Y=NARUAL (P1,02,P2) '
CIAL=EMTVENNRE]
MRI=INTARL (7, 43TC1)
— — ATL2=RLTYHORMR e e e
“RZ=INTARL( ", S 102)
SIGRA=EMTVYHARED

- o MRA=IMTARL(C e« S133) - T
e ERPI=MDY I o - e
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ERRARMRZ M2
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