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## ABSTRACT

Several sets of orthonormal functions suitable for use in orthogonal multiplexing systems were derived. The functions were selected on the basis of ease of implementation since orthogonal multiplex systems perform equally well for all signal waveshapes in channels with additive white Gaussian noise.

The functions were analyzed and mathematical relationships wwere derived for message distortion due to time, frequency, and amplitude truncation. The orthomux system was also simulated on an IBM 7090 digital computer using the DSL-90 simulation language to evaluate the effects of realistic channel models. The computer programs used in this simulation are described.

The real exponential sets of orthogonal functions are proposed as the most easily realizable from the standpoint of equipment simplicity. The Gram-Schmidt procedure is used to derive these exponential sets whose interval of orthogonality is either finite or infinite. Another exponential set is generated such that it is orthogonal to any constant in order to implement it with A.C.-coupled amplifiers. System parameter equations are derived so that a system can be designed to give a desired level of performance. Time
truncation crosstalk is found to be less than five percent for a system with a time constant equal to four, whereas frequency truncation crosstalk of less than five percent is possible for a single pole filter with unit normalized. bandwidth for synchronous reception. The bandwidth of the real exponential set is comparable with that required for frequency division multiplexing for a system with ten or fewer channels and one percent distortion. An amplitude limiting of the real exponential set to seventy percent of the magnitude of the peak value produces less than five percent distortion.

Functions based on powers of $t$ are included because these can be readily generated using operational amplifiers. Digital orthogonal functions having a peak-to-average power ratio of unity are also discussed because of their desirability for use in a communication system which is part of a larger digital system.

System implementation and performance improvement techniques generally applicable to orthomux systems are presented. Additional investigation must be carried out to select functions which are optimum for more severe channel constraints.
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## CHAPTER I

## INTRODUCTION

Effective communications was long ago recognized by mankind as one of the most important factors in determining the success or failure of a particular endeavor. In recent years people have become aware of the general applicability of information theory to all phases of communications, whether person to person, machine to machine, or machine to person. For instance, communication between individuals in such diverse environments as aviation and banking is being studied. Communication models are assumed, the flow-rate of information is measured, speech coding habits (as among jet pilots) are recorded, and so on. Attempts are then made to improve communications with the purpose of improving system performance. Digital communication between machines has been the subject of an intense concentration of investigative effort for twenty years. The transmission of television information in color is a remarkable recent development. The modern formulation of the mathematical foundation of information theory together with the development of statistical analysis techniques has answered many questions and offers hope for the solution of many other problems.

In the beginning, however, theories were not exotic, nor were the aims and needs of people complex. As with all things, primitive communication techniques were simple solutions developed to satisfy the simple requirements of the early ages. The story is a very interesting one, as is almost any history of the progress of mankind in a struggle to domesticate an otherwise hostile environment.

In early times acoustic signals were transmitted by voice, horns, bells, gongs, and drums. Men had perceived the usefulness of the speed with which sound travelled through the air. Probably visual signaling came into existence at about the same time as acoustics signalling. There are records of a visual system in regular use for message transmission as long ago as 300 B.C. This system used several light sources at fixed locations and letters were represented by a code which was implemented by igniting the appropriate light sources. Several semaphore systems were operated in Europe around the year 1800. Visual signals and their verifications were transmitted from station-tostation at such low rates as one signal per minute. This early closed loop system was a recognition of the need for accuracy in the handling of important information because the high cost of transmission of a message acted as a filter on trivia. The semaphor line from Paris to Toulon actually had 120 stations covering the 475 miles. Codes and signalling devices were improved, and transmission speeded up. Flag
signals and optical shutters adopted by the military at early dates are still being used to this day.

Around 1747, Watson demonstrated that electricity could be transmitted over a two mile length of wire. Additional discoveries concerning the fundamental nature of electricity by such people as Faraday, Henry, Ohm, and others made possible the development of a practical communications system usjng electricity as the information bearer. Weber and others built telegraph systems which worked very well. Several of the early codes, including the Morse code, assigned the shortest codes to the most frequently used letters of the alphabet. Practical telegraph systems progressed from one way transmissions (simplex) to two way or bi-directional transmission (duplex) to the sending of a number of messages simultaneously over a single pair of wires (multiplex). The first multiplex systems used time division, with the machines at each terminal running in time synchronism.

Discovery of electromagnetic radiation and advanced mathematical techniques led to the development of wireless telegraphy. The invention of the vacuum tube then opened the door to the modern world of communications.

A second major type of multiplexing was discovered and made practical by the development of frequency domain theory and applications, notably in the design of filters which are capable of passing or rejecting selected frequencies. This is termed frequency division multiplexing.

Continued efforts to improve communication techniques led to the development of systems using orthogonal functions. These systems have used the sine and cosine functions until recently, when investigations into the suitability of other functions for use in multiplexing systems were undertaken. This effort is related to a more general area of investigation called signal design.

## SYSTEM SELECTION AND OPTIMIZATION CRITERIA

Progress in communication theory has been matched by remarkable advances in the field of electronics components. Solid state circuits have made possible the manufacture of systems of vast complexity by increasing system reliability and performance while at the same time decreasing size, weight, and power consumption. Thus the system designer has a considerable body of theory to call on and the manufacturing capability to implement previously unrealizable designs. An example of a modern system employed on scientific satellites is a general purpose digital computer programmed by ground commands received by the on-board telemetry system to process the raw data from sensors so that only the important parameters are telemetered to earth. This saves bandwidth and allows the spacecraft to transmit more total information during its useful lifetime. This communi-cation-computation package (Cliff, 1967) is expected to weigh less than one hundred pounds, consume less than twentyfive watts, and have a projected goal of 95 per cent probability of one year life in orbit. Despite these advances, and in some cases because of them, the design engineer must make crucially important decisions.

In the early stages of a communication system design an engineer should consider:

1) the system performance specification,
2) the characteristics of the input information and a description of the channel,
3) the freedom of choice allowed to arrive at an optimum system.

A system performance specification includes requirements on error rates, information handling rates, and reliability, etc. The designer may also be subjected to additional constraints in the form of funding and time limitations, and the type of hardware he could use. The optimization criteria must be clearly and definitively stated for mathematical formulation of system performance, Such optimization criteria may be one of these listed below:

1) $\overline{\left|M_{1}(t)-M_{1}^{*}(t)\right|^{N}} \quad, N=0,1,2, \ldots$.
where
$M_{1}(t)=$ Input Message
$M_{1}^{*}(t)=$ Received Message
$N=2$ is the Mean Square Criterion
2) $P\left[M_{1}^{*}(t)-M_{1}(t)\right]$
3) $P\left[\left|M_{1}(t)-M_{1}^{*}(t)\right|>\varepsilon\right]$ where $\varepsilon$ is an arbitrary small positive constant.

The first criterion with $\mathrm{N}=2$ is often used. The correlation detection process (or matched filter) is the optimum detection technique for a system with additive white Gaussian noise (Davenport, 1958), as shown in Appendix A, for any signal waveshape. This allows the signal or waveform used in a system to be so selected that its properties are optimally suited to the requirements of a specific application without sacrificing performance.

The remainder of this work is concerned with the realization of systems using correlation detection for a variety of orthogonal waveforms. All of these systems are optimum for signal detection in additive white Gaussian noise. The freedom of choice in selection of a waveform allows the investigation of sets of waveforms which appear to be optimum under additional criteria, such as ease of implementation, peak to average power ratio, and bandwidth. Implementation of the new types of multiplexing systems is discussed and digital computer programs are developed to allow the determination of orthogonal system distortion under various conditions such as time and frequency truncation and additive Gaussian noise.

## CHAPTER III

## ORTHOGONAL MULTIPLEXING

## Introduction

Multiplexing is the combining of several messages in such a way that they can be transmitted over a channel on a single carrier, for example, and then be individually recovered at the receiver. The only multiplexing techniques which have been used to any great extent in the past are frequency division multiplexing and time division multiplexing. Since the recovery of the individual signals at the receiver is dependent on the orthogonality of the signals, and since there exist many types of orthogonal functions, then many other multiplexing schemes may be devised. Ballard (1962) analyzed a system based on the Legendre polynomials. The general orthogonal multiplexing technique was referred to as "orthomux." A search of the literature shows that very little has been done in the orthomux field to determine the relative advantages of the various possible systems with regard to implementation and performance.

The operation of an orthogonal multiplexing system
is based on the integral

$$
\begin{equation*}
\int_{0}^{T} o_{i}(t) o_{j}(t) d t=f_{O,}^{K,} \text { if if } i=j \tag{3-1}
\end{equation*}
$$

where $O_{i}(t)$ is the $i^{\text {th }}$ channel transmitted signal and $O_{j}(t)$ is the $j^{\text {th }}$ channel signal generated by the receiver, and usually the signals are orthonormal; that is, each signal is amplitude normalized to yield the mean square value of unity. This distributes the power equally among the signals in order to create an equal signal-to-noise ratio condition. The system operation is explained by Figures (3-1) and (3-2). The orthomux system is a pulsed system in that each block in the transmitter and receiver operates over a period of time $T$ and then resets and starts another cycle. Identical orthogonal function generators are used in the transmitter and receiver to produce the set of orthogonal functions required for system operation. The transmitter and receiver operate in frequency synchronism, with receiver operation delayed in time enough to accomodate signal propagation time. A single message would travel through channel one, for instance, of the transmitter system in this manner:
(1) The message input of channel one of the transmitter $M_{1}(t)$ is sampled and the sampled value is held for one cycle of operation as the constant value $\overline{M_{1}(t) ; ~}$
(2) The message sample is multiplied with the orthogonal signal $O_{1}(t)$ from channel one to form $\overline{M_{1}(t)} O_{1}(t)$; this product is then added to the signals of the other channels to form


Figure 3-1. General orthogonal multiplex systew transmitter


Figure 3-2. . General orthogonal multiplex system receiver
$f_{m}(t)$. This composite signal is sent to the link transmitter for final processing before transmission over the path to the receiver. This might entail shifting the entire signal spectrum to a high frequency for transmission over a radio link, for example. The entire process described above is repeated continuously for each channel of the system. A timing signal generated by the transmitter controls the sequence of operations in the transmitter and the receiver. At the receiver, the received message is processed to recover the composite message signal $\mathrm{f}_{\mathrm{m}}(\mathrm{t})$, system timing information, and any other information necessary to recover the individual channel messages. The synchronized receiver generates a set of orthogonal functions identical to those in the receiver but delayed in time by propagation time, as shown in Figure (3-2). The message in channel one is recovered in the following way:
(a) The first orthogonal function is multiplied with the composite input message to form $O_{1}(t) f_{m}(t) ;$
(b) This product is integrated to produce the expression

$$
\begin{align*}
& \int_{0}^{T} O_{1}(t)\left[f_{m}(t)+\eta\right] d t, \text { and } \eta=\text { Noise }  \tag{3-2}\\
& \text { which upon expansion of } f_{m}(t) \text { becomes } \\
& \int_{0}^{T} O_{1}(t)\left[\overline{M_{1}(t) O_{1}}(t)+\overline{M_{2}(t) O_{2}}(t)+\ldots+\right. \\
& \overline{\left.M_{N}(t) O_{N}(t)\right] d t+\int_{0}^{T}\left[O_{1}(t) \eta\right] d t} \tag{3-3}
\end{align*}
$$

(c) Finally, the receiver samples the integrator output at time $t=T$, and the sampled output is smoothed as one of a stream of levels of period $T$, by a smoothing network whose output is $M_{1}^{*}(t)$.
The difference between $M_{1}^{*}(t)$ and $M_{1}(t)$ is the channel error. The smoothing filter is not needed in the case of digital messages. Figures (3-3), (3-4), and (3-5) show functions suitable for use in an orthomux system.

As stated in Chapter II, the optimum process for the detection of a signal in the presence of additive white Gaussian noise is a correlation process, where the shape of the signal and time or arrival of the signal at the receiver are known, and the information is amplitude modulated. Specifically, the correlation process maximizes the signal-to-noise ratio or in the case of a digital signal, it minimizes the probability of error. This is true for the simple


Figure 3-3. A set of binary orthogonal wave亡orms


Figure 3-4. Sinusoidal orthogonal waveforms suitable for use in a frequency division multiplexing system


Figure 3-5. Orthogonal waveforms for tine division multiplexing
baseband channel with additive Gaussian noise. However, if the channel differs from this simple channel with unrestricted bandwidth, then the optimum multiplexing system depends on the assumptions made about the channel itself. For the simple baseband channel with additive white Gaussian noise all the orthomux systems perform equally well (Davenport, 1958). Thus for the simple baseband channel the optimum orthomux system would be the system which is relatively simple to construct, and it turns out to be the system based on the real exponential set, since the exponentials are so very easy to generate. For a channel which band-limits the frequency spectrum of the transmitted signals, consideration must be given to the problem of the resultant distortion of the received message. In the case of a peak power-limited channel, the optimum multiplexing system uses binary (digital) waveforms. These waveforms have an optimum peak-to-average power ratio of one. The types of binary combination methods leading to the simplest implementation are also discussed. Each of the types of signals which are optimum in terms of the considerations discussed above are investigated as to their implementation in the following chapters. In addition several other sets are considered because of one or more interesting properties. First a brief review of previous applicable work in the area of orthogonal multiplexing is given.

Review of Previous Investigations
Interest in orthogonal multiplexing has come about because of the following advantages:
(1) Orthogonality of the signals gives a theoretical minimum of zero crosstalk between channels.
(2) A correlation detection process assures maximum rejection of noise and interference.
(3) Orthogonal multiplexing is optimum in several practical ways which depend on the channel characteristics. The different orthogonal sets allow the designer to select a set on the basis of ease of implementation or optimum in the sense of peak-to-average-power ratio, for instance.

Ballard (1962) pointed out that Legendre functions may be generated using cascaded solid state circuits. The first three Legendre functions are:

$$
\begin{align*}
& P_{0}(x)=1  \tag{3-4}\\
& P_{1}(x)=x  \tag{3-5}\\
& P_{2}(x)=\frac{1}{2}\left[3 x^{2}-1\right] \tag{3-6}
\end{align*}
$$

and so forth, where

$$
\begin{equation*}
x=\frac{2}{T}\left[t-\frac{T}{2}\right], \text { for } 0 \leq t \leq T \tag{3-7}
\end{equation*}
$$

Higher ordered polynomials are obtained using the Rocirigue's formula

$$
P_{N}(x)=\frac{1}{2^{N_{N}}!} \frac{d^{N}}{d x^{N}}\left[x^{2}-1\right]^{N}, \text { for } n=0,1,2, \ldots .[3-8]
$$

Note that all the functions have zero mean and a peak value of one except for $P_{0}(x)$. The first three functions are shown in Figure (3-6). Even order functions have even symmetry and odd order functions have odd symmetry, and their orthogonality interval extends from -1 to +1 .

Equations for the frequency spectrum of the Legendre polynomials are tabulated in Ballard's paper and the effect of filtering or frequency truncation on crosstalk is mentioned in addition to the details of implementation.

Karp and Higuchi (1963) analyzed a system based on the modified Hermite polynomials which are said to have superior time-bandwidth compression properties. Their interval of orthogonality is from $t=-\infty$ to $t=+\infty$, but the functions can be truncated in time at the expense of introducing crosstalk into the system. This system is complex and therefore its implementation is not simple. The generating function for the modified Hermite polynomials is (Karp, 1963)

$$
\begin{equation*}
H_{N}(t)=\frac{(-1)^{N_{a}\left(N-\frac{1}{2}\right)}}{\pi^{\frac{1}{4}} \sqrt{N!} 2^{N / 2}} e^{t^{2} / 2 a^{2}}\left[\frac{d^{N}}{d t^{N}}\left(e^{-t^{2} / a^{2}}\right)\right] \tag{3-9}
\end{equation*}
$$

Titsworth (1963) has described a Boolean-FunctionMultiplexed system with the advantage that the average and peak powers are the same since it is a digital system.


Figure 3-5. The first three Legeṅ̈re polynomials

## CHAPTER IV

## EXPONENTIAL ORTHOGONAL FUNCTIONS

In this chapter exponential orthogonal functions are analyzed with a view to their application in pulsed multiplex systems. The interest in the exponential functions with real exponents is based on their being relatively easy to be generated. Methods of implementation and performance improvement techniques for this system are given later. A sequence of functions $g_{i}(t)$, is given below:

$$
\begin{aligned}
& g_{1}(t)=e^{-p t} \\
& g_{2}(t)=e^{-2 p t}
\end{aligned}
$$

for $0 \leq t \leq \infty$

$$
g_{N}(t)=e^{-N p t}
$$

with $p$ as a real positive constant, may be used to obtain a set of orthogonal functions $O_{i}(t)$ over an interval given below:

$$
[4-4]
$$

or

$$
\begin{align*}
& o_{1}(t)=\sqrt{2 p} e^{-p t} \\
& o_{2}(t)=4 \sqrt{p} e^{-p t}-6 \sqrt{p} e^{-2 p t} \\
& o_{3}(t)=\sqrt{6 p}\left(3 e^{-p t}-12 e^{-2 p t}+10 e^{-3 p t}\right) \\
& o_{N}(t)=\sum_{k=1}^{N} C_{N k} e^{-k p t \quad \text { for } 0 \leq t \leq \infty} \tag{4-5}
\end{align*}
$$

[4-2]

$$
[4-3]
$$

The method by which this set of functions shown in Figure 4-1 is obtained is described in Appendix B.

## Time Truncation Crosstalk

Since the exponentials decay rapidly, it is possible to truncate the signal at a finite time $T$ and preserve most of their desirable characteristics. This truncation causes crosstalk which can be calculated using the basic orthogonality integral

$$
\begin{equation*}
\phi_{N M}(T)=\int_{0}^{T} o_{N}(t) o_{M}(t) d t \tag{4-6}
\end{equation*}
$$

The crosstalk is calculated by substituting the defining equations for the orthogonal signals in Equation [4-6]

$$
\begin{align*}
& \phi_{N M}(T)=\int_{0}^{T}\left(\sum_{k=1}^{N} C_{N k} e^{-k p t}\right)\left(\sum_{\lambda=1}^{M} C_{M \lambda} e^{-\lambda p t}\right) d t \quad[4-7]  \tag{4-7}\\
& \phi_{N M}(T)=\sum_{k=1}^{N} \sum_{\lambda=1}^{M} C_{N k} C_{M \lambda} \int_{0}^{T} e^{-(k+\lambda) p t} d t \\
& \phi_{N M}(T)=\sum_{k=1}^{N} \sum_{\lambda=1}^{M} \frac{C_{N k} C_{M \lambda}}{(k+\lambda) p}-\sum_{k=1}^{N} \sum_{1=1}^{M} \frac{C_{N k} C_{M \lambda}}{(k+\lambda) p} e^{-[k+\lambda] p t}
\end{align*}
$$

$$
[4-9]
$$

or $\quad \phi_{N M}(T)=\delta_{N M}-E_{N M}$

$$
\begin{equation*}
\phi_{\mathrm{NM}}(T)=\delta_{\mathrm{NM}}-E_{\mathrm{NM}} \tag{4-10}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{N M}=\sum_{k=1}^{N} \sum_{\lambda=1}^{M} \frac{C_{N k} C_{M \lambda}}{(k+\lambda) P} \tag{4-11}
\end{equation*}
$$



Figure $4-1$. Normalizea plot of real exponential set vs pT
where

$$
\delta_{N M}=\left\{\begin{array}{l}
1, N=M  \tag{4-12}\\
0, N \neq M
\end{array}\right.
$$

$$
\begin{aligned}
\mathrm{E}_{\mathrm{NM}}(\mathrm{~T})= & \text { crosstalk term in } M^{t h} \text { receiver channel due } \\
& \text { to the } N \text { th channel signal. }
\end{aligned}
$$

$\phi_{N M}(T)=$ total output of the $M^{t h}$ channel due to the $N^{t h}$ channel signal.

Figures (4-2) and (4-3) show $\mathrm{E}_{\mathrm{NM}}(\mathrm{T})$ (crosstalk) variation with pT.

Spectrum
The complex line spectrum of a periodic function with basic minimum frequency $\omega_{1}$ is given by

$$
\begin{equation*}
C_{\beta}=\frac{1}{T} \int_{0}^{T} f(t) e^{-j \beta \omega_{1} t} d t \tag{4-13}
\end{equation*}
$$

where $\beta=0,1,2, \ldots$.

$$
T=\text { Period of } f(t)
$$

The power spectrum of the $N^{t h}$ exponential function is found as follows:

$$
\begin{gather*}
C_{\beta}=\frac{1}{T} \int_{0}^{T} \sum_{k=1}^{N} C_{N k} e^{-k p t} e^{-j \beta \omega_{2} t} d t  \tag{4-14}\\
C_{\beta}=\frac{1}{T} \sum_{k=1}^{N} C_{N k}\left[\frac{1-e^{-T\left(k p+j \beta \omega_{1}\right)}}{k p+j \beta \omega_{1}}\right] \tag{4-15}
\end{gather*}
$$



Figure 4-2. Crosstalk caused by time truncation of exponentially generated orthogonal functions


Figure 4-3. Total time truncation crosstalk in each channel for a three channel system using the real exponential set

As $T$ becomes large enough to reduce the time truncation crosstalk to tolerable limits (less than 5 per cent for example), the above equation can be approximated by:

$$
\begin{equation*}
C_{B}=\frac{1}{T} \sum_{k=1}^{N} \frac{C_{N k}}{\left(k p+j \beta \omega_{1}\right)}=\frac{1}{p T} \sum_{k=1}^{N} \frac{C_{N k}}{(k+j X)} \tag{4-16}
\end{equation*}
$$

A substitution of the numerical values for the coefficients in Equation [4-16] results in an expression for the power spectrum as given in Equation [4-17].

$$
\begin{equation*}
\left|C_{\beta}\right|^{2}=\frac{2}{\mathrm{pT}^{2}}\left(\frac{\mathrm{~N}}{\mathrm{X}^{2}+\mathrm{N}^{2}}\right) \tag{4-17}
\end{equation*}
$$

where N is the index number of the orthogonal function. This equation is plotted in Figure (4-4). The highest order exponential of a particular function dominates the bandwidth expression because in the time domain the highest order exponent is most compressed, or has very short decay time.

## Frequency Truncation Crosstalk

Crosstalk is introduced when the function under study is passed through a filter which causes amplitude or phase distortion. The effects of frequency truncation are studied by passing the exponential function through a one pole RC filter. The impulse response of the network is given as

$$
\begin{equation*}
h(t)=\frac{1}{R C} e^{-t \mid R C}, \text { for } t \geq 0 \tag{4-18}
\end{equation*}
$$



Figure 4-4. Envel ope of the normalized power density spectra
versus $X=\frac{\beta \omega_{1}}{\rho}$ for the real exponential set

The real exponential function inputs $e_{i}(t)$ are given by

$$
\begin{equation*}
e_{i}(t)=o_{N}(t)=\sum_{k=1}^{N} C_{N k} e^{-k p t}, 0 \leq t \leq T \tag{4-19}
\end{equation*}
$$

for which the output would be

$$
\begin{align*}
& e_{\mathrm{ON}}(\tau)=\int_{0}^{\tau} \sum_{k=1}^{N} C_{N k} e^{-k p t}\left[\frac{1}{\mathrm{RC}} e^{-\frac{1}{\mathrm{RC}}(\tau-t)}\right] d t  \tag{4-20}\\
& e_{\mathrm{ON}}(\tau)=\frac{e^{-\tau / R C}}{\operatorname{RC}} \sum_{k=1}^{N} C_{N k}\left[\frac{1-e^{-(k p-1 / R C) \tau}}{k p-1 / R C}\right]
\end{align*}
$$

Figure (4-5) shows the effect of a one pole filter on the input signal given by

$$
\begin{equation*}
f m(t)=o_{1}(t)+o_{2}(t)+o_{3}(t) \tag{4-22}
\end{equation*}
$$

where the $O_{i}(t)$ are the first three of the exponential signals. The graph shows the input signal and the output for two values of bandwidth. The crosstalk resulting from bandlimiting is obtained by substituting Equation [4-20] into Equation [4-6] as

$$
\phi_{N M}(T)=\int_{0}^{T} \sum_{k=1}^{N} C_{N k}\left[\frac{e^{-\tau / R C}-e^{-k p \tau}}{R C k p-1}\right]\left(\sum_{\lambda=1}^{M} C_{M D} e^{-\lambda p \tau}\right) d \tau
$$



Figure 4-5. The effect of one pole filter on the composite transmitted waveform for several values of RC

$$
\begin{aligned}
\phi_{N M}(T)= & \sum_{k=1}^{N} \sum_{\lambda=1}^{M} \frac{C_{N k} C_{M \lambda}}{(P C k p-1)(\lambda p+1 / R C)}\left(1-e^{-T(\lambda p+1 / R C)}\right)- \\
& \sum_{k=1}^{N} \sum_{\lambda=1}^{M} \frac{C_{N k} C_{M \lambda}}{(R C k p-1)(\lambda p+1 / R C)}\left[1-e^{-T(k p+\lambda p)]}\right.
\end{aligned}
$$

The error introduced in a message is shown in Figures (4-6) and (4-7) for two values of bandwidth.

One way to reduce the error due to the delay of the signal caused by the filter is to delay the operation of the receiver by an equal amount. The effect of this is shown in Figure (4-8). For the correct amount of delay in the receiver operation the error is greatly reduced. At the point of minimum error the receiver is said to be synchronized with the incoming signal.

## A Lower Bound on PT

The crosstalk effects of time truncation crosstalk on the real exponential set may be studied as given in Equation [4-9].

$$
\begin{equation*}
E_{N M}(T)=\sum_{k=1}^{N} \sum_{\lambda=1}^{M} \frac{C_{N k} C_{M \lambda} e^{-(k+\lambda) p T}}{(k+\lambda) p} \tag{4-25}
\end{equation*}
$$

For large values of $p r$, only the first term of Equation [4-25] is significant as shown in Figure (4-2) and may be rewritten as


Figure 4-6. System error for one pole filter channel model with $1 / R C$ equal to one


Figure 4-7. System error for a one pole channel wociel with $1 / R C$ equal to eight


Figure 4-8. Error $\dot{\text { E }}$.

$$
\begin{equation*}
E_{N M}(T)=\varepsilon_{N M}(T)>\frac{C_{N 1} C_{M_{1}} e^{-2 p T}}{2 p} \tag{4-26}
\end{equation*}
$$

or

$$
\begin{equation*}
e^{2 p T}>\frac{C_{N_{1}} C_{M_{1}}}{2 p \varepsilon_{N H}(T)} \tag{4-27}
\end{equation*}
$$

or

$$
\begin{equation*}
T>\frac{1}{2 p}\left[\operatorname{Ln} \cdot\left(\frac{C_{N 1} C_{M 1}}{p}\right)-\operatorname{Ln} \cdot\left(2 \varepsilon_{N M}(T)\right]\right. \tag{4-28}
\end{equation*}
$$

The coefficients of the initial terms in Equations [4-2] through $[4-4]$ are given by the sequence $C_{11}=\sqrt{2 p}, C_{21}=4 \sqrt{p}$, $C_{31}=3 \sqrt{6 p}$, and the general expression for the $N^{t h}$ channel is therefore given by

$$
\begin{equation*}
\mathrm{C}_{\mathrm{N}_{1}}=\mathrm{N} \sqrt{2 \mathrm{~Np}} \tag{4-29}
\end{equation*}
$$

and for the $M^{t h}$ channel the expression is

$$
\begin{equation*}
\mathrm{C}_{\mathrm{M} 1}=\mathrm{M} \sqrt{2 \mathrm{Mp}} \tag{4-30}
\end{equation*}
$$

The worst case of crosstalk occurs for $M=N$ channels so that Equation [4-28] becomes

$$
\begin{align*}
& T>\frac{1}{2 p}\left\{\operatorname{Ln} \cdot\left[2 N^{3}\right]-\operatorname{Ln} \cdot\left[2 \varepsilon_{\mathrm{NN}}(T)\right]\right\}  \tag{4-31}\\
& T>\frac{1}{2 p}\left\{\operatorname{Ln} \cdot[2]+3 \operatorname{Ln} \cdot[N]-\operatorname{Ln} \cdot[2]-\operatorname{Ln} \cdot\left[\varepsilon_{\mathrm{NN}}(T)\right]\right\}[4-32] \\
& T>\frac{1}{2 p}\left\{3 \operatorname{Ln} \cdot[N]-\operatorname{Ln} \cdot\left[\varepsilon_{N N}(T)\right]\right\} \tag{4-33}
\end{align*}
$$

or

$$
\begin{equation*}
\mathrm{pT}>\frac{1}{2}\left[3 \operatorname{Ln} \cdot(\mathrm{~N})-\operatorname{Ln} \cdot\left[\varepsilon_{\mathrm{NN}}(\mathrm{~T})\right]\right] \tag{4-34}
\end{equation*}
$$

This equation is plotted in Figure (4-9) for several values of $\varepsilon_{N N}(T)$, and the lower bound on PT necessary for a required amount of crosstalk due to time truncation can be readily selected from this figure.

The bandwidth of a system based on such an exponential set is now compared with that of common multiplex systems. The Nyquist sampling theorem states

$$
\begin{equation*}
T \leq \frac{1}{2 \mathrm{~B}_{\mathrm{m}}} \tag{4-35}
\end{equation*}
$$

where $\mathrm{B}_{\mathrm{m}}$ is the message bandwidth and T is the sampling period. Equation [4-17] yialds an expression for system bandwidth given by

$$
\begin{equation*}
B_{S}=\frac{N p}{2 \pi} \tag{4-36}
\end{equation*}
$$

or

$$
\mathrm{p}=\frac{2 \pi \mathrm{~B}_{\mathrm{S}}}{\mathrm{~N}}
$$

A minimum sampling rate given by Equation [4-35] is used for purposes of comparing the various systems: A substitution of Equations [4-35] and [4-37] in Equation [4-34] yields

$$
\begin{equation*}
\left(\frac{2 \pi \mathrm{~B}_{\mathrm{S}}}{\mathrm{~N}}\right)\left(\frac{\mathrm{l}}{2 \mathrm{~B}_{\mathrm{m}}}\right)>\frac{1}{2}\left[3 \mathrm{Ln} \cdot(\mathrm{~N})-\operatorname{Ln} \cdot\left(\varepsilon_{\mathrm{NN}}(\mathrm{~T})\right)\right] \tag{4-38}
\end{equation*}
$$

or

$$
\begin{equation*}
B_{S}=\frac{N B_{m}}{2 \pi}\left[3 \operatorname{Ln} \cdot(N)-\operatorname{Ln} \cdot\left(\varepsilon_{N N}(T)\right)\right] \tag{4-39}
\end{equation*}
$$



Figure 4-9. Truncation time required for specified crosstalk level $p \cdot T>\frac{1}{2}\left[3 L n_{0} N-L n_{\bullet} \in\right]$ where $\epsilon=\operatorname{MAX} . E_{N M}$.

Equivalent expressions for other systems are given below

$$
\begin{aligned}
\mathrm{B}_{\mathbf{S}}= & 2 \mathrm{NB}_{\mathrm{m}}, \\
& \text { for ordinary frequency division } \\
& \text { multiplexing. } \\
\mathrm{B}_{\mathbf{S}}= & 4 \mathrm{NB}_{\mathrm{m}},
\end{aligned} \text { for time division multiplexing. } \quad[40]
$$

The results in the form of bandwidth versus number of channels are shown in Figure (4-10).

Peak Limiting Distortion
Figure (4-11) illustrates peak amplitude limiting of the composite waveform given by

$$
\begin{equation*}
f_{m}(t)=\sum_{N=1}^{R} \overline{m_{N}(t) o_{N}(t)} \tag{4-42}
\end{equation*}
$$

$$
\begin{aligned}
\overline{m_{N}}(t) & =\text { sample value of } m_{N}(t), \text { the } N^{t h} \text { channel message } \\
\mathrm{O}_{\mathrm{N}}(t) & =\mathrm{N}^{t h} \text { orthogonal function } \\
R & =\text { number of channels }
\end{aligned}
$$

Clipping results in a system when the peak amplitude capability of the system is exceeded, and it may occur during one or more intervals of each period of operation of the repetitive system. The peak signal amplitude of the real exponential set occurs at the $t=0$ and increases as the number of functions increase. The peak amplitude of the individual members of the real exponential set at $t=0$ is shown by Figure (4-12). Amplitude limiting of $f_{m}(t)$ causes distortion, and the equation for the receiver output in the case of


## Number of Channels

Figure 4-10. Normalized bandwidth versus number of channels


Figure 4-1l. The function is shown limited at a peak amplitude of

$$
f_{m}(t)=|A| \text { for } 0 \leq t \leq T_{1} \text { and } T_{2} \leq t \leq T_{3}
$$



INDEX NUMBER OF ORTHOGONAL FUNCTION
Figure 4-12. The magnitude of real exponential function
at $\mathrm{T}=0$ versus the injex number
amplitude limiting to the value of

$$
f_{m}(t)= \pm A
$$

where $A=$ constant in the interval $0 \leq t \leq T$, is

$$
\begin{equation*}
m_{J}^{*}(T)=\int_{0}^{T_{1}} A O_{J}(t) d t+\int_{T_{1}}^{T} f_{m}(t) O_{J}(t) d t \tag{4-43}
\end{equation*}
$$

where $\mathrm{T}_{1}=$ time at which limiting ceases

$$
T=\text { pulse period }
$$

$m_{J}^{*}(T)=$ output of $J^{\text {th }}$ channel at receiver. An expansion of Equation [4-43] yields

$$
\begin{align*}
& m_{J}^{*}(T)=A \int_{0}^{T} \sum_{k=1}^{J} G_{J k} e^{-k p t} d t+ \\
& \sum_{N=1}^{R} \sum_{\lambda=1}^{N} \sum_{k=1}^{J} m_{N}(t) C_{N 1} C_{J k} \int_{T_{1}}^{T} e^{-(\lambda+k) p t} d t \tag{4-44}
\end{align*}
$$

and on evaluation of this integral one obtains

$$
\begin{aligned}
& m_{J}^{*}(T)=A \sum_{k=1}^{J}\left[\frac{1-e^{-k p T_{1}}}{k p}\right]+ \\
& \sum_{N=1}^{R} \sum_{\lambda=1}^{N} \sum_{k=1}^{J} \frac{m_{N}(t)}{} C_{N 1} C_{J k}\left[\frac{e^{-(\lambda+k) p T_{1}-e^{-(\lambda+k) p T}}}{(\lambda+k) p}\right][4-45]
\end{aligned}
$$

Figure (4-13) shows the effect of peak amplitude limiting on channel response in the form of percent error. For a three-channel system, the error is less than 5 per cent if the amplitude is allowed to reach 70 per cent of its peak value.


Figure 4-13. The effect of amplitude limiting on channel response. The amplitude is limited to a percentage of the peak value in both the positive and negative swings.

## CHAPTER V

THE ORTHONORMAL POLYNOMIAL SET

The circuitry necessary to generate polynomial sets is relatively simple because its elements are linearly independent functions like

$$
\begin{equation*}
\left\{t^{0}, t^{1}, t^{2}, \cdots, \cdot t^{n}, \cdot \cdot \cdot\right\} \tag{5-1}
\end{equation*}
$$

This set can be generated using analog integrators and amplifiers. A general polynomial would be of the form

$$
\begin{equation*}
\phi_{N}(t)=\sum_{k=0}^{N} \alpha_{N N} t^{k} \tag{5-2}
\end{equation*}
$$

An example of such a set are the Legendre polynomials which form the basis for an Orthomux system described by Ballard (1962). The first few Legendre polynomials are

$$
\begin{align*}
& O_{0}(x)=1  \tag{5-3}\\
& O_{1}(x)=x \\
& O_{2}(x)=\frac{1}{2}\left[3 x^{2}-1\right] \tag{5-5}
\end{align*}
$$

$$
[5-4]
$$

with the orthogonality interval of $-1 \leq x \leq 1$. If the following substitution is made for $x$ in the above equations;

$$
\begin{equation*}
x=\left(t-\frac{T}{2}\right) \tag{5-6}
\end{equation*}
$$

the orthogonality interval becomes

$$
0 \leq t \leq T
$$

and the polynomials take on the form

$$
\begin{align*}
& O_{0}(t)=1  \tag{5-7}\\
& O_{1}(t)=2 t / T-1  \tag{5-8}\\
& O_{2}(t)=6 t^{2} / T^{2}-6 t / T+1 \tag{5-9}
\end{align*}
$$

The system should have equal power in each channel, so it is necessary to normalize these functions, and it is done by evaluating the integrals

$$
\begin{equation*}
\mathrm{K}_{\mathrm{N}}^{2} \int_{0}^{\mathrm{T}} \mathrm{O}_{\mathrm{N}}^{2}(t) d t=1 \tag{5-10}
\end{equation*}
$$

to obtain $\mathrm{K}_{\mathrm{N}}$ as

$$
\begin{align*}
\mathrm{K}_{0}= & \sqrt{I / T} \\
\mathrm{~K}_{1}= & \sqrt{3 / T} \\
& \cdot \\
& \cdot \\
\mathrm{~K}_{\mathrm{N}}= & \sqrt{(2 \mathrm{~N}+1) / T} \tag{5-11}
\end{align*}
$$

Therefore these functions $\mathrm{O}_{1}, \mathrm{O}_{2}$, . . . $\mathrm{O}_{\mathrm{N}}$, . . . do not have the same value at $t=T$. The orthonormal Legendre polynomials become

$$
\begin{array}{ll}
O_{0}(t)=\sqrt{1 / T} & {[5-12]} \\
O_{1}(t)=\sqrt{3 / T}\left(\frac{2 t}{T}-1\right) & {[5-13]} \\
O_{2}(t)=\sqrt{5 / T}\left(6 t^{2} / T^{2}-6 t / T+1\right) & {[5-14]}
\end{array}
$$

and this set would have equal power distribution in each channel. It is necessary to produce stable positive and negative voltages to set the initial values of the ordinary Legendre polynomials. A different voltage must be derived from the reference voltages for each of the polynomials in the modified set because the initial values are all different.

Zero Initial Value Set
In this section another polynomial set has been constructed using the Gram-Schmidt procedure, where each function has an initial value of zero as shown in Appendix B. The first three polynomials are

$$
\begin{align*}
& O_{1}(t)=\sqrt{3} t  \tag{5-15}\\
& O_{2}(t)=\sqrt{5}\left(4 t^{2}-3 t\right)  \tag{5-16}\\
& O_{3}(t)=\sqrt{7}\left(15 t^{3}-20 t^{2}+6 t\right) \tag{5-17}
\end{align*}
$$

where $T$ is normalized to unity. The base set used here is $\left(t^{1}, t^{2}, . . ., t^{n}, . ..\right)$ and Figure (5-1) shows the first three functions of the zero initial value set.

System Bandwidth Requirements
An expression for the power density spectrum is for the polynomials functions discussed above. In general,

$$
\begin{equation*}
o_{N}(t)=\sum_{k=1}^{N} \alpha_{N k} t^{k} \tag{5-18}
\end{equation*}
$$



Figure 5-1. The First Three Polynomials of the Zero Initial Value Set
and the Fourier coefficients $\alpha_{N k}$ are given below

$$
\begin{align*}
& a_{\beta}=\frac{1}{2 \int t^{k}} \cos \left(\beta \omega_{1} t\right) d t \quad, \quad \beta=0,1,2, \ldots  \tag{5-19}\\
& b_{\beta}=\underset{0}{2 \int_{0} t^{k}} \sin \left(\beta \omega_{1} t\right) d t \quad, \quad \beta=1,2, \ldots  \tag{5-20}\\
& c_{\beta}^{2}=a_{\beta}^{2}+b_{\beta}^{2} \tag{5-21}
\end{align*}
$$

Integration by parts yields the following:

$$
\begin{align*}
& a_{\beta}=2\left\{\left.\frac{1}{\beta \omega_{1}} t^{k} \sin \left(\beta \omega_{1} t\right)\right|_{0} ^{1}-\frac{k}{\beta \omega_{1}} \int_{0}^{i} t^{k-1} \sin \left(\beta \omega_{1} t\right) d t\right\}  \tag{5-22}\\
& b_{\beta}=2\left\{-\left.\frac{1}{\beta \omega_{1}} t^{k} \cos \left(\beta \omega_{1} t\right)\right|_{0} ^{1}+\frac{k}{\beta \omega_{1}} \int_{0}^{1} t^{k-1} \cos \left(\beta \omega_{1} t\right) d t\right\} \tag{5-23}
\end{align*}
$$

which can be easily calculated by a computer program. The first two calculations give the following results for $O_{1}(t)$

$$
\begin{equation*}
\left|C_{\beta}\right|^{2}=3 /(\beta \pi)^{2} \tag{5-24}
\end{equation*}
$$

and for $\mathrm{O}_{2}(\mathrm{t})$,

$$
\begin{equation*}
\left|C_{\beta}\right|^{2}=\left[5 /(\beta \pi)^{2}\right]\left[1+16 /(\beta \pi)^{2}\right] \tag{5-25}
\end{equation*}
$$

The dominant term in the above equations for large values of $\beta$ is given by

$$
\begin{equation*}
\left|C_{\beta}\right|^{2} \approx \frac{2 N+1}{(\beta \pi)^{2}} \tag{5-26}
\end{equation*}
$$

where $N$ is the index number of the function and $\beta=0,1,2$, .... An evaluation of the crosstalk in a system due to
frequency truncation is easily done by a computer program for each filter. The bandwidth of the simulated filter should be varied from a minimum value given by $f_{0}=1 / T$, which is the system repetition rate, to an upper limit of approximately ten times the minimum value or until the distortion reaches tolerable values. There is no crosstalk due to time truncation for a system based on the zero initial value set of polynomials since the interval of orthogonality will be the same as the system period. Thus crosstalk would occur due only to amplitude and frequency truncation and interference.

Peak Voltage
The zero initial value set has unit energy in each channel for the orthogonality interval, and the peak value for $O_{n}(t)$ occurs at $t$ equal to unity and is given by

$$
\begin{equation*}
O_{N}(t=1)=\sqrt{2 N+1} \tag{5-27}
\end{equation*}
$$

This makes it evident that the problem of peak voltages poses a very serious limitation, and it becomes more serious when the composite signal is formed by summing the various individual polynomials.

Implementation
The orthomux system based on polynomials can be built using analog integrating circuits. Figure (5-2) shows a block diagram of such a system based on such polynomials.


Figure 5-2
An implementation of the polynomial set

## CHAPTER VI

AN ORTHOGONAL DIGITAL SYSTEM

The preceding chapters dealt with analog signal sets suitable for use in an orthogonal multiplexing system, and now a possible orthomux system using orthogonal or orthonormal digital waveforms is discussed in this chapter including the formation of sets of orthogonal digital functions suitable for such a system.

A digital orthomux system is designed in the same manner as an analog system, in that the code words used in such a system are orthogonal to each other. An example of an orthonormal set suitable for use as a basis for an orthomux system is:

$$
\begin{align*}
& R=\left[R_{0}, R_{1}, \cdot \cdot \cdot\right]  \tag{6-1}\\
& R_{N}=\operatorname{Sgn}\left[\operatorname{Sin}\left(2^{N} \pi t\right)\right] \tag{6-2}
\end{align*}
$$

This is the family of Radamacher functions, and their region of orthogonality is $0 \leq t \leq 1$. The $\operatorname{sgn}$ function is defined as

$$
\begin{array}{ll}
\operatorname{Sgn}(a)=1 & (a>0) \\
\operatorname{Sgn}(a)=1 & (a<0)  \tag{6-3}\\
\operatorname{Sgn}(a)=0 & (a=0)
\end{array}
$$

The first three Radamacher functions are shown in Figure 6-1. A simple method of forming an orthoqonal binary set is by employing the Hadamard matrix. A Hadamard matrix
is a square matrix whose elements are restricted to take on values of plus and minus one, and has the property that the row vectors as well as the column vectors are mutually orthogonal. Formation of Hadamard matrices of the order $2^{k}$ where $k$ is an integer equal to or greater than zero is possible using the relationship

$$
\mathrm{H}_{2} \mathrm{~K}+1=\left|\begin{array}{ll}
\mathrm{H}_{2} \mathrm{~K}: & \mathrm{H}_{2} \mathrm{~K}  \tag{6-4}\\
\mathrm{H}_{2} \mathrm{~K} & {\overline{\mathrm{H}_{2} \mathrm{~K}}}^{-}| ||c| l
\end{array}\right|
$$

For example, $H_{1}$ can be immediately written as $H_{1}=$ [l] (or $\left.H_{1}=[0]\right)$. If $H_{1}=[1]$ is selected, the matrix $H_{2}$ takes the form

$$
H_{2}=\left|\begin{array}{ll}
\mathrm{H}_{1} & \mathrm{H}_{1}  \tag{6-5}\\
\mathrm{H}_{1} & \overline{\mathrm{H}_{1}}
\end{array}\right|=\left|\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right|
$$

and the matrix $\mathrm{H}_{4}$ is given by

$$
H_{4}=\left|\begin{array}{cc:cc}
1 & 1 & 1 & 1  \tag{6-6}\\
1 & -1 & 1 & -1 \\
\hdashline 1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right|=\left|\begin{array}{l}
x_{1 i} \\
x_{2 i} \\
x_{3 i} \\
x_{4 i}
\end{array}\right|
$$

and so on. A useful definition of correlation for binary waveforms is

$$
\begin{equation*}
P=A-B \tag{6-7}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=\text { number of like terms, and } \\
& B=\text { number of unlike terms. }
\end{aligned}
$$

Application of this definition to Equation [6-6]
shows that either the row vectors or column vectors are a suitable set of functions for an orthogonal multiplexing system. Another set of orthogonal waveforms is given by

| $\mathrm{F}_{1}=$ | 1, | 1, | 1, | -1] |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{F}_{2}=$ | [ 1, | 1, | -1, | $1]$ |
| $\mathrm{F}_{3}=$ | [1, | -1, | 1. | $1]$ |
| $\dot{F}_{4}=$ | [-1, | 1, | 1, | $1]$ |

If the value zero is substituted for the positive ones in Equation [6-8], the resulting orthogonal set is recognized as that used in time division multiplexing. In all these orthogonal digital codes, $n$ information bits are transmitted in $2^{n}$ symbols. Time division multiplexing has the optimum peak-to-average power ratio of unity and this also allows the use of hard limiting at the receiver which limits the noise. However, it requires more accurate synchronization of the receiver in order to prevent excess message distortion, since the energy of each message is concentrated in a narrow time span. Systems using Equation [6-6] as a basis have the advantage of having the impulse noise distributed evenly among the channels and thus the synchronization
problem becomes less critical.
Implementation of the digital system is accomplished by using cascaded bistable multivabrator circuits which give the outputs of Fquation [6-2] as shown in Figure (6-1). The additional wave forms which must be formed to complete the orthogonal set are formed by combinational logic blocks. An eight-channel code is given by

$$
\left.\begin{array}{rl}
D C & =[1 \\
A & =[1 \\
l & 0 \\
1 & 1
\end{array}\right) 0
$$

where $D C$ is a level, and $A, B$, and $C$ are formed by cascading an astable multivibrator and two bistable multivibrators. D, E, F, and G are derived from A, B, and C, using and-or logic circuits which satisfy the Boolean functions given by

$$
\begin{align*}
& D=\bar{A} \bar{B}+A B  \tag{6-10}\\
& E=\bar{A} \bar{C}+A C  \tag{6-11}\\
& F=\bar{B} \bar{C}+B C  \tag{6-12}\\
& G=\bar{A}(B \bar{C}+\bar{B} C)+A F \tag{6-13}
\end{align*}
$$



Figure 6-1. Logic circuitry for realization of an orthogonal digital set

A message can be impressed on an orthogonal function by transmitting either the function or its inverse, which is formed by passing the function through a simple inverting amplifier or by ordinary analog methods. A digital system does not require analog multipliers in either the transmitter or receiver, since multiplication by plus or minus one can be accomplished by a selective inverting amplifier controlled by the appropriate orthogonal waveform. In the case of a digital system it is possible to devise a method of combining the orthogonal functions by means of a Boolean logic transformation. Titsworth (1963) has proposed a system employing a majority logic in the transmitter to combine the channel waveforms and correlation detection in the receiver. The advantage of such a system is that the peak-to-average power ratio is unity as is the case with time division multiplexing, and hard limiting at the receiver is possible. This is not an orthomux system and, according to Titsworth, performance is about two decibels poorer than the systems previously discussed.

## CHAPTER VII

TECHNIQUES TO IMPROVE SYSTEM PERFORMANCE

The performance of orthomux communication systems may be limited because of the following factors:

1) the finite time truncation of a signal set with an infinite orthogonality interval,
2) large peak-to-average signal voltage ratio, and
3) excessive bandwidth requirement of the signal set. These factors are often responsible for distortion of the received messages, since crosstalk is the inevitable result of time, amplitude, or frequency truncation of the transmitted signal. If the resultant distortion becomes intolerable, it is necessary to take steps to improve the system performance, and the remainder of this chapter is a discussion of methods to achieve this objective.

## Finite Time Truncation

It is sometimes desirable to use a signal set which is orthogonal over an infinite interval. The reason for this is that the system parameters can be selected so that the crosstalk is tolerable at the minimum truncation time, and therefore will be less for longer truncation times. Thus a basir system may be operated at any repetition rate
below some maximum value. In some cases it may be desirable to completely eliminate the crosstalk due to time truncation, and this can often be accomplished by applying the GramSchmidt procedure to the linearly independent set of functions which are used to construct an orthonormal set of functions under consideration. For instance, consider the real exponential set given by Equation [4-5] which has an orthogonality interval of $0 \leq t \leq \infty$. The linearly independent set is given by $e^{-p t}, e^{-2 p t}, .$. . , $e^{-n p t}$. The first two functions of the real exponential set orthonormal over the interval $0 \leq t \leq T$ were calculated using the Gram-Schmidt procedure outlined in Appendix B, and are given by:

$$
\begin{align*}
& \phi_{1}=(2 p / B)^{\frac{1}{2}} e^{-p t}  \tag{7-1}\\
& \phi_{2}=\frac{(2 C / 3 B) e^{-p t}-e^{-p t}}{\left[(D / 4 p)-\left(2 C^{2} / 9 p B\right)\right]^{\frac{1}{2}}} \tag{7-2}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{B}=1-\mathrm{e}^{-2 p t} \\
& \mathrm{C}=1-\mathrm{e}^{-3 p t} \\
& \mathrm{D}=1-\mathrm{e}^{-4 p t} \\
& \mathrm{~T}=\text { Orthogonality Interval, and } \\
& \mathrm{P}=\text { System Parameters }
\end{aligned}
$$

These functions may be expressed in the following form:

$$
\begin{align*}
& \phi_{1}=C e^{-p t}  \tag{7-3}\\
& \phi_{2}=C e^{-p t}+C_{3} e^{-2 p t} \tag{7-4}
\end{align*}
$$

where

$$
\begin{aligned}
& C_{1}=(2 p / B)^{\frac{1}{2}} \\
& C_{2}=\frac{2 C / 3 B}{\left[(D / 4 p)-\left(2 C^{2} / 9 p B\right)\right]}
\end{aligned}
$$

and

$$
c_{3}=\frac{1}{\left[(D / 4 p)-\left(2 C^{2} / 9 p B\right)\right]}
$$

It is evident that reducing the orthogonality interval from an infinite to a finite value does not increase the complexity of the circuitry required to generate this set of functions. The crosstalk due to time truncation is completely removed and the system performance improved by a corresponding amount, however. This general result for $\phi_{i}$ may be verified by allowing the interval $T$ to increase without bound until in the limit $B=C=D=1$, and the orthogonal functions become

$$
\begin{align*}
& \phi_{1}=\sqrt{2 p} e^{-p t}  \tag{7-5}\\
& \phi_{2}=4 \sqrt{p} e^{-p t}-6 \sqrt{p} e^{-2 p t} \tag{7-6}
\end{align*}
$$

Peak-to-Average Ratio
A practical communication system has a finite allowable peak-to-average power ratio and if operation is attempted outside this limit, the transmitted signal is subject to amplitude limiting resulting in message distortion. A certain amount of amplitude limiting is tolerable in order to assure
the maximum utilization of the transmitter capability. A knowledge of the amplitude distribution of the message signals is very useful in this connection and can sometimes. be obtained. The simulation program given in Appendix $C$ is used to determine the exact message distortion of each channel as a function of amplitude limiting. Typical values of peak signal levels are given below for several orthonormal sets with $N$ representing the number of channels and $T$ the magnitude of the orthogonality interval:

1) for time division multiplexing $V$ (peak), the composite signal peak is given by

$$
\begin{equation*}
V(\text { peak })=\sqrt{N / T} \tag{7-7}
\end{equation*}
$$

2) for frequency division multiplexing,

$$
\begin{equation*}
\mathrm{V}(\text { peak }) \leq \mathrm{N} \sqrt{\mathrm{~N} / \mathrm{T}} \tag{7-8}
\end{equation*}
$$

3) for the real exponential set which is orthonormal over the interval $0 \leq t \leq \infty$, the peak value $\phi_{k}$ of the $k^{\text {th }}$ signal of the set, is given by

$$
\begin{equation*}
\phi_{\mathrm{k}}(\text { peak })=\sqrt{2 \mathrm{pk}} \tag{7-9}
\end{equation*}
$$

and the composite signal peak is given by

$$
\begin{equation*}
V(\text { peak })=\sum_{k=1}^{N} \phi_{k}=\sqrt{2 p} \sum_{k=1}^{N} \sqrt{k} \tag{7-10}
\end{equation*}
$$

4) for the polynomial set given by Equations [7-14], [7-15], and [7-16] the composite peak value is

$$
\begin{equation*}
V(\text { peak })=\sum_{k=1}^{N} \frac{\sqrt{2 k+1}}{\sqrt{\sqrt{2}^{2 k+1}}} \tag{7-11}
\end{equation*}
$$

There are several methods which may be capable of lowering the peak signal value of an orthomux system. Each particular orthomux system needs to be examined, since all the techniques are not suitable for all systems. In the case of frequency division multiplexing, it is clearly desirable to use sine functions rather than cosine functions as the orthogonal set, for the peaks of the sine functions occur at different points in the orthogonality interval and thus the peak value of the sum of the sine function subcarriers is less than the cosine functions. The peak value for the cosine set is

$$
\begin{equation*}
V(\text { peak })=\sum_{k=1}^{N} A \cos (k \omega t)=N A \tag{7-12}
\end{equation*}
$$

where for the sine set it is

$$
\begin{equation*}
V(\text { peak })=\sum_{k=1}^{N} A \operatorname{sine}(k \omega t)<N A \tag{7-13}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{N}=\text { total number of channels, and } \\
& \mathrm{A}=\text { peak value of the individual channels. }
\end{aligned}
$$

The peak value for the normalized sine function set is shown in Table 7-1.

The system based on both the sine and cosine functions utilizes bandwidth two times as effectively as the sine-only system and also has a lower peat signal value for an equal number of channels. The peak signal value for the sine and cosine subcarrier system for eight channels was calculated to be

$$
V(\text { peak })=7.59
$$

which is less than the value listed for the eight-channel system in Table 7-1. The peak of the sine and cosine system contains less energy than that of the sine-only system, and this is responsible for further reducing the distortion due to amplitude limiting. Table 7-2 shows the effect of amplitude limiting in terms of message distortion for the sine-and-cosine system. It is therefore preferable from bandwidth and peak-to-average power considerations to use both the sine and cosine functions for frequency division multiplexing systems.

The peak signal value of orthogonal systems based on functions such as the real exponential set and the polynomial set can be reduced by shifting the level of the signal so that the constant or D.C. value is removed. This makes the set orthogonal to any constant as well. An example of such an orthonormal polynomial set is given by

Table 7-1. The peak signal value of the orthogonal system based on sine functions only.

| Number of Channels N | $\mathrm{V}($ Peak $)$ | $\theta$ (Radians) |
| :---: | :---: | :---: |
| 1 | 1.41 | 1.57 |
| 2 | 2.48 | .93 |
| 3 | 3.5 | .67 |
| 4 | 4.51 | .52 |
| 5 | 5.53 | .43 |
| 7 | 6.55 | .36 |
| 8 | 7.57 | .31 |
| 9 | 9.57 | .27 |
| 10 | 10.6 | .23 |

Table 7-2. Message distortion as a function of amplitude limiting for an eight-channel system. The odd numbered channels are sine channels, the even numbered channels are cosine channels.

|  | Percent Message <br> Distortion <br> for Limiting <br> .8 V(Peak) | Percent Message <br> Distortion <br> for Limiting <br> .6 V(Peak) |
| :---: | :---: | :---: |
| 1 | 2.7 | 8.5 |
| 2 | 10.0 | 28.0 |
| 3 | 5.2 | 15.6 |
| 4 | 8.8 | 24.9 |
| 7 | 7.1 | 20.3 |
| 7 | 7.0 | 19.7 |
| 8 | 8.3 | 22.2 |

$$
\begin{align*}
& \phi_{1}=1 / \sqrt{T}  \tag{7-14}\\
& \phi_{2}=\sqrt{3 / T^{3}}[2 t-T]  \tag{7-15}\\
& \phi_{3}=\sqrt{5 / T^{5}}\left[6 t^{2}-6 T t+T^{2}\right] \tag{7-16}
\end{align*}
$$

where $0 \leq t \leq T$ is the orthogonality interval, $\phi_{i}$ may be a constant, and the other $\phi_{i} s$ will still be orthogonal. It is of course possible to shift this set by a constant amount in the transmitter so that the positive and negative peaks are equal, but the equipment necessary to remove the messages in the receiver would be very complex. Another way to improve the condition is to multiply the composite signal $f_{m}(t)$

$$
\begin{equation*}
f_{m}(t)=m_{1}(t) O_{1}(t)+m_{2}(t) O_{2}(t)+\cdots \cdot \tag{7-17}
\end{equation*}
$$

where

$$
\begin{aligned}
& m_{i}(t)=\text { message in the } i^{\text {th }} \text { channel, and } \\
& O_{i}(t)=i^{t h} \text { channel orthogonal function }
\end{aligned}
$$

by another function $P(t)$, which has a small or zero value at the point in time where the composite signal peaks. This is particularly effective for the real exponential set where the peak value of each function occurs at $t=0$. It is necessary to generate the reciprocal of $P(t)$ in the receiver in order to recover the messages. The transmitted signal is thus

$$
\begin{equation*}
T x=f_{m}(t) P(t) \tag{7-18}
\end{equation*}
$$

and the functions generated in the receiver are given by

$$
\begin{equation*}
(R x)_{j}=P^{-1}(t) O_{j}(t) \tag{7-19}
\end{equation*}
$$

where

$$
\begin{aligned}
& P^{-1}(t)=1 / P(t) \\
& j=j \text { th channel }
\end{aligned}
$$

The $j^{\text {th }}$ channel detection operation takes the form given by

$$
\begin{equation*}
\int_{0}^{T}\left(f_{m}(t) P(t)\right)\left(P^{-1}(t) O_{j}(t)\right) d t \tag{7-20}
\end{equation*}
$$

which becomes

$$
\int_{0}^{T} f_{m}(t) O_{j}(t) d t=m_{j}(t)
$$

and thus the message is recovered correctly. Figure (7-1) depicts such an operation. The improvement is dependent on the function selected for $P(t)$.

System Bandwidth Considerations
The bandwidth requirements of a system often determine the suitability of a given set. A comparison of the bandwidth requirements of orthogonal multiplexing systems based on practical functions, such as sines, cosines, and real exponentials shows that the system based on both sines and cosines (sometimes called super frequency division




Figure 7-1
Waveforms formed in the transmitter and receiver
multiplexing) is considerably better in this respect (see Figure (4-10)). It is possible to compress the spectrum of a signal by smoothing it in the time domain. One way this can be accomplished is by inverting the time domain waveforms of odd functions such as the odd ordered Legendre polynomials.

CHAPTER VIII
SYSTEM IMPLEMENTATION

The orthogonal multiplexing system contains several functions whose complexity and expense of realization in the transmitter and receiver is considered next. Specific functional operations considered here are function generation, multiplication, filtering, and signal detection.

## Function Generation

Suitable functions for use in orthogonal multiplexing are the exponentials, sines, polynomials of time, and digital signals, or their products. The real exponential linearly independent set uses these functions

$$
\begin{equation*}
\left\{e^{-p t}, e^{-2 p t}, ., \cdot, e^{-k p t}\right\} \tag{8-1}
\end{equation*}
$$

These functions are the response of an RC network to an impulse function input (Figure (8-1)). These may also be produced by a variation of this circuit which is shown in figure (8-2). The capacitor is charged rapidly by a short duration pulse from a low impedance source. The diode conducts when the pulse is positive and as the pulse voltage discharges through the resistor to produce

$$
\begin{equation*}
e_{0}=E e^{-t / R C}, \quad t \geq 0 \tag{8-2}
\end{equation*}
$$

The values of $R C$ are selected to be equal to $1 / n p$ for $\mathrm{n}=1,2$, . . and thus all the basic functions are generated for the real exponential set. In combining the basic exponentials to form a function such as

$$
\begin{equation*}
\mathrm{O}_{2}=\mathrm{C}_{21} \mathrm{e}^{-p t}+\mathrm{C}_{22} \mathrm{e}^{-2 \mathrm{pt}} \tag{8-3}
\end{equation*}
$$

it is necessary to use operational amplifiers with the gains adjusted to give the coefficients the correct value. It is simpler to build these amplifiers for "A.C. coupled" or "capacitively coupled" rather than direct coupled service. It is possible to use capacitively coupled amplificrs provided the orthogonal set has no d.c. component in any member function, which implies that these functions must be orthogonal to any constant term. A set of orthonomal functions has been formed which are based on the real exponential functions given by

$$
\begin{equation*}
e^{-0 p t}, e^{-p t}, e^{-2 p t}, \cdot \cdot \cdot, e^{-k p t} \tag{8-4}
\end{equation*}
$$

These orthonormal functions also have a finite interval of orthogonality, and the first three are given by

$$
\begin{align*}
& \phi_{1}=1 / \sqrt{T} \\
& \phi_{2}=\frac{e^{-p t}-(A / D T)}{[B / 2 p)-\left(A^{2} / p^{2} T\right]}  \tag{8-6}\\
& \phi_{3}=\frac{e^{-2 p t}-K_{1} e^{-p t}+K_{2}}{\left\{g_{3}, g_{3}\right\}^{\frac{1}{2}}} \tag{8-7}
\end{align*}
$$

where

$$
\begin{aligned}
& A=1-e^{-p t} \\
& B=1-e^{-2 p t} \\
& K_{1}=\frac{2 p T C-3 A B}{3 B p T-6 A^{2}} \\
& K_{2}=\frac{A}{3 p T}\left(\frac{2 p T C-3 A B}{B p T-2 A^{2}}\right)-\frac{B}{2 p T} \\
&\left\{g_{3}, g_{3}\right\}^{\frac{1}{2}}=\left[\frac{-24 K_{1} K_{2} A+6\left(K_{1}^{2}+K_{2}\right) B-8 K_{1} C+3 D+12 K_{2}^{2} T p}{12 p}\right]^{\frac{1}{2}}
\end{aligned}
$$

This set has a lower peak-to-average ratio than the real exponential set discussed in Chapter IV by the amount the elimination of the constant or d.c. term removes.

Polynomials in powers of $t$ are easily formed, as shown in Figure (8-3). Functions of the form

$$
\begin{equation*}
y=K e^{-a^{2} t^{2}} \tag{8-8}
\end{equation*}
$$

are generated by the circuit of Figure (8-4) with electronic multipliers in order to achieve a high speed operation in a communication system. Accurate electronic multipliers require non-linear components the cost of which may be prohibitive.

An alternate solution is to approximate the function with a series expansion. If it is desired to use the normal pulse from $0 \leq t \leq T$ to lower the peak power requirements of the zero initial value set, then the $e^{-a^{2} t^{2}}$ signal can be formed as a sum of even powers of $t$ from already available


Figure 8-1. Exponential functions generating P.C network


Figure 8-2. Exponential functions generating RC network with diode isolation


Figure 8-3. Polynomial generating system


Figure 8-4. Function generation circuit
functions. The set of waveforms commonly used in analog multiplexing systems is the sine-cosine set. This has resulted in the development of sinusoidal signal sources which are stable and are capable of operating over a wide range of frequencies. One particular form of stable sinusoidal sources is used widely in the frequency synthesizer. An example of a system for generating orthogonal digital signals is given in Chapter VI.

## Multiplication

Circuits used to satisfactorily perform four quadrant multiplication are expensive, and therefore the use of these devices should be avoided wherever possible. Multiplication is also necessary if the correlation detection process is used in the receiver.

The need for multiplication in the transmitter of the orthomux system based on the real exponential set can be avoided by using the sampled value of the message waveform as the input. This is shown diagrammatically in Figure (8-5) and the waveform for

$$
\begin{equation*}
\overline{m_{1}(t) O_{1}}(t)=\overline{\sin (\omega t)} e^{-t / R C} \tag{8-9}
\end{equation*}
$$

where the bar denotes the sampled value. This technique is shown in the photograph of Figure (8-6).


Figure 8-5 . Function generation without multiplication


Figure 8-6 . Formation of the first exponential for the case of a sinusoidal message

Filtering
Distortionless transmission and reception of a waveform is desirable in a communication system and is achieved by the use of synchronous correlation detection. Amplitude distortion or non-linear phase shift causes crosstalk or interference in the receiving channels. It is often necessary to limit the signal energy level outside a bandpass in order to avoid interference with other systems. The design of a filter to minimize distortion is the next requirement. For distortionless transmission, a bancipass filter must have (Panter, 1965)

$$
\begin{array}{ll}
\mathrm{H}(j \omega)=K, \omega_{1} \leq \omega \leq \omega_{2} & {[8-10]} \\
\mathrm{H}(j \omega)=0 \text { otherwise } & {[8-11]} \\
\theta(\omega)=\omega t_{0} \pm n \pi & {[8-12]} \tag{8-12}
\end{array}
$$

The output of this ideal filter is a replica of the input waveform but delayed in time. The operation of the receiver of the orthogonal multiplex system can be delayed to compensate for this and thus the undistorted messages are recovered. Such an ideal filter cannot be realized but modern filter theory does allow the realization of filters which give maximally flat amplitude or phase response. The Butterworth filter has a maximally flat amplitude response characteristic, and the transfer function is given by

$$
\begin{equation*}
T(S)=\left[\frac{T_{0}}{S^{N}+b_{n-1} s^{N-1}+\cdot \cdot+b_{1} s+b_{0}}\right] \tag{8-13}
\end{equation*}
$$

The solutions to the denominator polynomial in Equation [8-13] maximally flat anplitude case lead to the Butterworth polynomials. Equation [8-13] also represents the general form of the Bessel, or maximally flat delay filter. The denominator in this case yields the Bessel polynomial. These filters are tabulated in Neinberg (1962). A set of functions that have characteristics between the Butterworth and Bessel filters are the transitional Butterworth-Thompson filters (Peless and Murakami, 1957). The crosstalk resulting from filtering can be formulated as in Equation [4-23] and is easily calculated, using a computer program such as the one in Appendix $C$, "Polynomial Functions and Channel Filter."

## Signal Detection

The correlation process of signal detection is used in the orthomux receiver. Actually only one value is calculated, at $\tau$ equal to zero, thus implying that the functions are occurring in synchronism. This is the ideal case when the receiver is perfectly synchronized. The response of a correlation detector in the case of the real exponential set is discussed here. A message input of unity in the first channel yields an output shown in Figure (8-7), where crosstalk terms are ignored:

$$
\begin{equation*}
\int_{0}^{T}(\sqrt{2 F}-p t)\left(\sqrt{2 p} e^{-p t}\right) d t=\left(1-e^{-2 p T}\right) \tag{8-14}
\end{equation*}
$$



Figure 8-7. Correlation detection output

The detector output approaches the correct value as an asymptote. The correlation detector requires a multiplier and integrator with inputs as shown. At the end of the integration period the output of the integrator is sampled and the integrator is reset. The sampled outputs are held and passed through a smoothing filter to recover the analog input message.
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## APPENDIX A <br> PERFOPMANCE IN THE PPESENCE OF NOISE

In many communications applications the noise is Gaussian and has a power spectrum that is almost flat up to frequencies much higher than the significant signal frequencies. This type noise is called white Gaussian and is defined as the stationary, zero-mean Gaussian process with a power spectrum of

$$
\begin{equation*}
G(f)=\frac{n_{0}}{2} \text { watts/Hz., }-\infty \leq f \leq \infty \tag{A-1}
\end{equation*}
$$

The filter which maximizes the ratio of the peak value of the signal amplitude to the rms noise is called a matched filter, since the impulse response of the filter is matched to the signal pulse shape. This is demonstrated in connection with the freedom of selection of signal waveshape. Finally, the results of a digital computer simulation of an orthogonal multiplexing system operating with additive noise, which has a Gaussian amplitude distribution is presented at the end of the appendiy. Assume an input signal $f(t)$ to a linear filter with a transfer function $H(\omega)$. The output of the filter is given by

$$
\begin{equation*}
g(t)=\int_{-\infty}^{\infty} f(\tau) h(t-\tau) d \tau=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{j \omega t_{F}} F(\omega) H(\omega) d \omega \tag{A-2}
\end{equation*}
$$

If the filter input is white Gaussian noise, the output is

$$
\begin{equation*}
N=\frac{n_{0}}{2} \int_{-\infty}^{\infty}|H(\omega)|^{2} d f=\frac{n_{0}}{2} \int_{-\infty}^{\infty} h^{2}(\tau) d \tau \tag{A-3}
\end{equation*}
$$

The ratio of the signal squared to the mean noise power squared at time $t_{0}$ is

$$
\begin{equation*}
\frac{g^{2}\left(t_{0}\right)}{N}=\frac{S}{N}=\frac{\left[\int_{-\infty}^{\infty} f(\tau) h\left(t_{0}-\tau\right) d \tau\right]^{2}}{\frac{n_{0}}{2} \int_{-\infty}^{\infty} h^{2}(\tau) d \tau} \tag{A-4}
\end{equation*}
$$

For the case of the orthogonal multiplexing system, the signal $f(t)$ is known and the energy $E$ can be considered a known constant

$$
\begin{equation*}
E=\int_{-\infty}^{\infty} f^{2}(t) d t=\int_{-\infty}^{\infty}|F(w)|^{2} d f \tag{A-5}
\end{equation*}
$$

If $S / N$ is divided by $E$, it gives the following expression which must be maximized.

$$
\begin{equation*}
\frac{\left[\int_{\infty}^{\infty} f(\tau) h\left(t_{0}-\tau\right) d \tau\right]^{2}}{\int_{-\infty}^{\infty} f^{2}(t) d t \int_{-\infty}^{\infty} h^{2}(\tau) d \tau} \tag{A-6}
\end{equation*}
$$

Schwarz's inequality states that

$$
\begin{equation*}
\left[\int_{-\infty}^{\infty} f(\tau) h\left(t_{0}-\tau\right) d \tau\right]^{2} \leq \int_{-\infty}^{\infty} f^{2}(t) d t \int_{-\infty}^{\infty} h^{2}(\tau) d \tau \tag{A-7}
\end{equation*}
$$

Using the equality the expression for $S / N$ may be maximized to yield

$$
\begin{equation*}
f(\tau)=h\left(t_{0}-\tau\right) \quad \text { or } h(t)=f\left(t_{0}-t\right) \tag{A-8}
\end{equation*}
$$

and in the frequency domain $H(\omega)=F^{*}(\omega) e^{-j \omega t}$ o where $F^{*}(j \omega)$ is the complex conjugate of $F(j \omega)$. This is the impulse response of the matched filter, or the filter which has an impulse response which is a replica of the signal but inverted, as shown in Figure A-1.

The signal-to-noise ratio of the system using the matched filter is found by substituting Equation (A-8) into Equation. (A-4).

$$
\begin{equation*}
\frac{S}{\bar{N}}=\frac{\int_{-\infty}^{\infty} f^{2}(\tau) d \tau}{n_{0} / 2}=\frac{2 E}{n_{0}} \tag{A-9}
\end{equation*}
$$

Thus the maximum value of the peak signal-to-noise ratio is dependent only on the signal energy and the noise spectral density and is independent of the pulse shape. This allows great freedom in the selection of signal waveshapes for orthogonal multiplexing systems.

A digital computer program written in the Digital Simulation Language is included to show how well the orthomux system performs in the presence of noise with Gaussian amplitude distribution. The results for several ratios of signal-to-noise are included. The results for each run are identified by the identical heading for $P 1$. The computer program follows the orthomux system layout, as shown in

(a)

(b)

Figure A-I. Exponential waveforms referred to in the text

Figures $A-2, A-3$, and $A-4$. Figures $A-2$ and $A-3$ are the conventional block diagrams of an orthomux system with the notation used throughout the thesis, while Figure A-4 gives the notation used in the computer program. The notation is almost identical and the flow of the computer routine can be easily identified. The digital simulation language is nonprocedural and consists essentially of a group of subroutines which can be closely related to analog computer blocks. In this case, the computer printout shows the error does not increase significantly as the noise power is increased from $S / N=10$ to $S / N=1 / 5$. The value of $Y$, the normally distributed amplitude function, is also printed to show the magnitude and random variation of this quantity.


Figure A-2 Transmitter block diagram


Figure A-3 Receiver hlock diagram


Figure A-4 Computer Proqram Notation

## SYSLB3,SRCH.



SAME SYSTCM $P_{1}=5, S / N=10$


|  | VARIABLE | MINIMUM | Max 1 Mu: |
| :---: | :---: | :---: | :---: |
| 5 | ORF 1 | 9.5298F-33 | 1.4142 E 0 |
|  | ORF2 | -2.0050 00 | 6.6667E-01 |



SAME SYSTEM Pl＝7，？3＝．347，S／i＝5

| TIME | r | Fint | Mil | MR2 |
| :---: | :---: | :---: | :---: | :---: |
| 0. | 4．0799E－01 | $2.2716 \pm 00$ | 0. | 0. |
| 1．000E－U1 | 3．3153E－02 | 7．4951E－01 | 1．6592E－01 | －2．C631E－01 |
| 2．000c－01 | －1．4577E－02 | 1．5247E－01 | 2．1370E－01 | －2．4780E－0．1 |
| 3．000E－01 | 9．6192E－02 | 8．5318E－02 | $2.2150 \mathrm{~F}-01$ | －2．5206E－01 |
| $4.000 \mathrm{E}-01$ | 3．6119F－C1 | 3．9049E－01 | $2.2375 \mathrm{E}-01$ | －2．52525－01 |
| 5．000E－01 | $5.49111-01$ | 7．3493E－01 | 2．2963E－01 | －2．5177E－01 |
| 6．000E－01 | $2.2614 E-C 2$ | 4．1546E－0： | $2.5336 \mathrm{E}-01$ |  |
| 7．000E－01 | $1.3534 \mathrm{E}-\mathrm{Cl}$ | $7.44535-01$ | $2.8312 \mathrm{E}-01$ | －2．2009E－61 |
| $8.0005-101$ | 4．1573－－01 | 1.2266500 | 3．3883E－01 | －1．7993－01 |
| 9．000E－01 | 8．3177E－02 | 1．0677E 03 | 3．9641E－01 | －1．20425－01 |
| 1.000 E 05 | －4．5575E－01 | 6．0888E－91 | 4．5390E－01 | －5．2149E－02 |
| 1．100E CC | $2.1836 E-01$ | 1.4484 F 00 | 5．1292E－01 | 2．7132E－C2 |
| 1．200F OD | 4．7991E－01 | 1.7923500 | 5．7049E－01 | $1.1258 \mathrm{E}-\mathrm{Cl}$ |
| 1．300E 00 | 2．4564E－01 | 1．5909E O？ | 6.2478 c－01 | 2．0003E－01 |
| 1.400 E 00 | 4．46165－01 | $1.6084 E 00$ | 6．7500E－01 | 2．8683E－01 |
| 1．500E 00 | 1．7114E－61 | 1.5288 E 00 | $7.2360 \mathrm{E}-01$ | $3.7035 \mathrm{E}-01$ |
| 1．500E O？ | $6.1677 t-01$ | $1.9524 E 90$ | 7．6154E－01 | $4.4941 \mathrm{E}-\mathrm{Cl}$ |
| 1.700505 | 5．1382E－C1 | 1．2135E Or | 7．9795E－01 | $5.2248 \mathrm{E}-01$ |
| 1．800E 00 | －4．2894E－u1 | 8．242EF－01 | 8．3050E－01 | 5．90495－01 |
| 1.900 E OL | 2．5912E－02 | 1．225CE 30 | $8.5847 \mathrm{E}-01$ | $6.5094 \mathrm{E}-01$ |
| 2．000F 0\％ | -6.2147 E－01 | 5．1921E－01 | 8．8183E－01 | $7.0228=-01$ |
| 2.100 E 00 | －7．6139E－01 | $3.1572 \mathrm{E}-\mathrm{Cl}$ | 9．0174E－01 | 7．4877E－01 |
| 2.2005 on | －1．35625－01 | 8．7830F－01 | 9．1919［－01 | $7.8904=-01$ |
| 2.300700 | －1．032）E－02 | 9．3516E－01 | 9．3385E－01 | 8．2333E－61 |
| 2.400 E 20 | 1．4585F－C1 | $1.0307 E 00$ | 9．4500E－01 | $8.5338 \mathrm{E}-01$ |
| 2．500E OO | －2．9571E－02 | 7．7312E－01 | 9．5697E－01 | 8．8041E－01 |
| 2.600500 | －5．cil315－01 | 2．6140E－01 | 9．65695－01 | 9．0191E－01 |
| 2.700500 | －4．7492E－61 | $2.1039 \mathrm{E}-01$ | 9．7264E－01 | 9．1772E－01 |
| 2．800E 23 | $-3.3257 E-C 1$ | $2.5414 E-01$ | 9．792らEー01 | $9.3664 E-01$ |
| 2.705 O | －1．1882E－O1 | 4．0．34E－01 | 9．8433E－31 | $9.4730 \mathrm{E}-21$ |
| 3.000 E O0 | $-4 . C \cap 3+E-01$ | $1.50375-01$ | $9.3865 E-01$ | 9．6100E－01 |
| 3.107506 | 9．94785－07 | 5．3404－01 | 9．9227E－01 | $9.7050 \mathrm{E}-01$ |
| 3.200 E Or | －8．0う15E－02 | $3.5307 E-C 1$ | 9．3533E－01 | $9.7961 \mathrm{E}-01$ |
| 3.300502 | 2．8344E－51 | 7．0725i－01 | 9．9795E－01 | 9．356．5F－01 |
| 3.4005 or | $-2.1373 \mathrm{E}-\mathrm{cl}$ | 1．6850－01 | $9.9797 \mathrm{E}-01$ | 9．9101E－01 |
| 3.500 F 00 | －3．65715－01 | 4．7390E－62 | 1．0016E 0. | 9．9545E－01 |
| 3．SOOE 00 | 2．3259E－01 | $5.5539 \mathrm{E}-01$ | 1.003 ne 00 | 9．9917E－01 |
| 3.700 E 90 | $-1.3933 \mathrm{E}-\mathrm{C} 1$ | 1．5494E－01 | 1.0344 E O？ | 1.0030 O 0 |
| 3.800 E OO | －9．0142E－02 | 1．7793E－01 | 1.0054 E 0 | 1.0058 E 00 |
| 3.900 E 00 | －5．8120E－01 | －3．3716E－01 | 1.0064 E 0 | 1.0085 E 00 |
| 4．000E 00 | $4.4470[-01$ | 6．66．73E－01 | 1．0072E 00 | 1.0107500 |
| 4.10 CE OU | $2.5172 \mathrm{E}-\mathrm{J}$ | $4.5362 \mathrm{E}-\mathrm{Jl}$ | 1.0080 E 00 | 1．0127F Co |
| 4.200 E 0.5 | －4．4495E－02 | $1.3901 \mathrm{E}-01$ | 1．0085E 20 | 1.0141 E 00 |
| 4.300500 | 1．0724E－01 | 2．7596E－01 | 1.0097 E 00 | 1．0156E 40 |
| 4.400 E 00 | 5．744？E－C1 | 7．2581E－01 | 1.0093 E 00 | 1．0165E 00 |
| 4.500 F 00 | 5．1550E－02 | 1．5300E－01 | 1.5096 E 00 | 1.0174 EO |
| 4.600 E 05 | 2．3727E－01 | $4.12055-01$ | $1.0097 E 00$ | 1．0175F OC |
| $4.700=03$ |  | 5．9757！－01 | 1．0तgae 00 | 1．0182E 00 |
| 4.800 E 00 | －2．3258E－01 | $-1.3003 E-01$ | 1.0101 E 0 | 1.0187 E OC |
| 4.905002 | －1．2257E－01 | －2．9537－－02 | 1.0102 EO | 1.0187500 |
| 5.000500 | $3.4965 E-21$ | $4.34045-01$ | 1.0103 ECO | 1．0192E 00 |


| VARIABLE | MIVIMUR | MAXIMLM |
| :---: | :---: | :---: |
| ORF1 | $9.528 E E-93$ | 1.4142590 |
| ORF2 | -2.0000 OO | $6.6667 E-01$ |


| MR3 | ERR1 | ERR2 | ERR3 |
| :---: | :---: | :---: | :---: |
| 0. | －1．0000E 00 | －1．00COE CO | －1．OCOOE 00 |
| 2．0156E－01 | －8．3408E－01 | －1．2063E 00 | －7．9844E－01 |
| 2．1330E－01 | －7．8530E－01 | －1．2478E 00 | －7．8570E－Cl |
| $2.1023 \mathrm{E}-01$ | -7.784 CE－01 | －1．2521E 00 | －7．8971E－01 |
| $2.0856 \mathrm{E}-01$ | －7．762うE－01 | －1．2525E 00 | －7．9144E－01 |
| $2.0362 \mathrm{E}-\mathrm{Cl}$ | －7．7137E－01 | －1．2518E 00 | －7．9638E－01 |
| 1．7829E－01 | －7．4564E－01 | －1．2422E 00 | －8．2171E－01 |
| 1．4512F－01 | －7．1088c－01 | －1．2201E 00 | －8．5488E－01 |
| 1．0784E－01 | －6．6117E－01 | －1．17895 00 | －8．9216E－01 |
| 7．7927E－02 | －6．0359E－01 | －1．1204E 00 | －9．2207E－01 |
| 6．3502E－02 | －5．4610E－C1 | －1．0521E 00 | －9．3640E－01 |
| 6．6208E－02 | －4．8708E－01 | －9．7287E－01 | －9．3379E－01 |
| 8．6431F－02 | －4．2951E－01 | －8．8742E－01 | －9．1357E－01 |
| 1．2218E－01 | －3．7522E－01 | －7．9397E－01 | －8．7782E－01 |
| 1．7099E－01 | －3．2500E－01 | －7．1317E－01 | －8．2901E－C1 |
| $2.2889 \mathrm{E}-\mathrm{Cl}$ | －2．7940E－01 | －6．2965E－01 | －7．7112E－01 |
| 2．9296E－01 | －2．3835E－01 | －5．5059E－01 | －7．0704E－01 |
| 3.5975 E－01 | －2．0205E－01 | －4．7752E－01 | － $6.4025 \mathrm{E}-01$ |
| $4.2814 \mathrm{E}-01$ | －1．6950E－01 | －4．0951E－01 | $-5.7186 E-01$ |
| －4．9401E－01 | －1．4153F－01 | －3．4906E－01 | －5．0599を－01 |
| $5.5453 \mathrm{E}-01$ | －1．1812E－01 | －2．97025－01 | $-4.4547 E-01$ |
| $6.1084 E-01$ | $-9.8058 \mathrm{E}-02$ | －2．5123E－01 | －3．8916E－01 |
| 6．6275E－01 | －8．0807E－02 | －2．1096E－01 | －3．3725E－01 |
| 7.0955 E－01 | －6．6147E－02 | －1．7607E－01 | －2．9045E－01 |
| $7.5051 \mathrm{E}-01$ | －5．3997E－02 | －1．4662E－01 | －2．4949E－C1 |
| $7.8925 \mathrm{E}-01$ | －4．3013E－02 | －1．1959F－01 | －2．1075E－01 |
| 8．2091E－01 | －3．4403E－02 | －9．3088E－02 | －1．7909E－01 |
| 8.4776 －01 | －2．7359E－02 | －8．0278E－02 | $-1.5224 \mathrm{E}-01$ |
| $8.7380 E-91$ | －2．0744［－02 | －6．3363E－02 | －1．2620E－01 |
| 8．9458E－01 | －1．5616E－02 | －5．0116E－02 | －1．0542E－01 |
| $9.1229 E-01$ | $-1.1351 \mathrm{~F}-02$ | －3．9001F－02 | －8．7710E－C2 |
| 9.2765 E－C． 1 | －7．7346三－03 | －2．9499E－02 | －7．2340E－02 |
| 9．4094E－01 | －4．6720E－03 | －2．1393E－02 | －5．9058E－02 |
| 9．5253E－01 | －2．0477E－03 | －1．4402E－02 | －4．7473E－02 |
| 9.6160 E－01 | －2．7537E－05 | －8．9865E－03 | $-3.8401 E-C 2$ |
| $9.6910 \mathrm{~F}-01$ | 1．6204E－63 | －4．5465E－03 | －3．0893E－02 |
| 9．7543E－01 | 2．9918E－03 | －8．3230E－04 | －2．4567E－02 |
| $9.8196 \mathrm{E}-01$ | $4.3895 \mathrm{E}-03$ | $2.9685 \mathrm{E}-03$ | －1．8041E－02 |
| 9．8579E－01 | $5.4124 E-03$ | $5.7509 E-03$ | $-1.3214 E-02$ |
| $9.9160 \mathrm{E}-01$ | $6.4234 E-03$ | 8．5299E－0．3 | －8．4003E－03 |
| 9.9540 E－01 | 7．2144E－03 | 1．0704E－02 | －4．5982E－03 |
| $9.9893 \mathrm{E}-01$ | $7.9534 \mathrm{E}-03$ | $1.2741 \mathrm{E}-02$ | －1．0206E＝03 |
| 1.0014 ECO | 8.4582 ᄃ－C3 | 1．4136E－02 | 1．4429E－03 |
| 1.0040 EO | 8.978 ¢́E－03 | 1．5577E－02 | 3．9958E－03 |
| 1.0056 E C0 | $9.2944 \mathrm{E}-03$ | $1.6454 \mathrm{E}-02$ | 5．5565E－03 |
| 1.0072 E 00 | $9.61935-03$ | $1.7358 \mathrm{E}=02$ | $7.1685 \mathrm{E}=03$ |
| $1.0073=00$ | $9.6541 \mathrm{E}-03$ | $1.7455 \mathrm{E}-02$ | 7．3422F－03 |
| 1.0082 E 00 | 9.8322 E－03 | $1.7952 \mathrm{E}=02$ | $8.2333 \mathrm{E}-03$ |
| 1．0097E C0 | 1．0117E－C2 | $1.8747 \mathrm{E}-02$ | 9．6607E－03 |
| 1.0100 E 00 | 1．0185E－02 | $1.8938 \mathrm{E}-02$ | $1.0005 \mathrm{E}-02$ |
| 1.0104 E 00 | $1.0261 E-02$ | $1.9152 \mathrm{E}-02$ | $1.0392 \mathrm{E}-02$ |
|  |  |  |  |

SAME SYSTCM PI $=11,13=.348, S /: 1=2$

| T IME | $Y$ | Flit | MR1 | MR2 |
| :---: | :---: | :---: | :---: | :---: |
| 0. | 6．4391E－01 | 2．5C76E 00 | 0. | 0. |
| 1．000E－01 | 3．1674E－01 | 1.0331 E 00 | 1．7173E－01 | －2．1341E－01 |
| 2．000F－01 | 7．2904E－02 | 2．3995E－01 | 2．2278E－01 | －2．5733E－01 |
| 3．000E－01 | 1．0773E 6 | 1.6869 O 00 | $2.2760 \mathrm{E}-01$ | －2．6001E－01 |
| 4．000 5.01 | －1．6433F 0n | －1．6190E 00 | $2.2537 \mathrm{E}-01$ | －2．5943E－01 |
| 5．000E－01 | －1．3363E－61 | $5.2189 \mathrm{E}-02$ | $2.3268 \mathrm{E}-01$ | －2．5807E－01 |
| 6．0005－01 | 5．0365E－01 | 8．9649－01 | 2．5106E－01 | －2．508年 $5-01$ |
| 7．000E－01 | $4.6966 \mathrm{E}-\mathrm{Cl}$ | 1．6789E 00 | $2.835 \%$ E－01 | －2．2749E－01 |
| $8.0005-01$ | $-5.12755-C 1$ | 2．9910［－01 | 3．3722E－01 | －1．8727E－01 |
| 9．000E－01 | 3．0634－51 | 1.2909500 | $3.9052 \mathrm{E}-01$ | －1．3309E－01 |
| 1.000 E Or | $-1.9603 E-01$ | 9．28585－01 | $4.4807 \mathrm{E}-01$ | －6．4841F－02 |
| 1.109 O | 6．774EE－II | 1．9075E 00 | $5.04535-01$ | $1.0 .0045-02$ |
| 1.200 EO | 7．4659－－01 | 2.0491 EO | 5．6097E－01 | 9．4693E－02 |
| 1．300E 00 | －3．0548E－${ }^{\text {－}}$ | 1.0397503 | 6．1623E－01 | $1.83735=01$ |
| 1.400 E 00 | 7．5789E－01 | 2.1201600 | 6．6559E－01 | 2．69055－01 |
| 1.500 E 0.5 | 1．7529E－02 | $1.375{ }^{2} \mathrm{E} 59$ | 7．0854E－01 | $3.4772 \mathrm{E}-01$ |
| 1.6005 O？ | －4．9903E－Cl | $8.36505-01$ | 7．4795E－01 | 4．2367E－01 |
| 1.700 EO | 7．44315－01 | 2．0445 03 | 7．8303E－01 | $4.943 .5-01$ |
| 1.800500 | 9．5243E－02 | $1.3484 E 00$ | $8.15645-01$ | 5．62435－01 |
| 1．9005 O2 | －1．955 5 E－J1 | 1.0386505 | $8.4375 \mathrm{E}-01$ | 6.2314 EOT |
| 2.000500 | $-2.8155 E-01$ | 8．5814E－01 | 8．6679E－0．1 | $6.74395-01$ |
| 2．100E 0 U | 4．7473E－01 | 1．5513500 | $8.8693 \mathrm{E}-\mathrm{Cl}$ | $7.2033 E-01$ |
| 2．2COE OS | $-2.92+2 E-31$ | 7．2001F－01 | $9.0400 \mathrm{E}-01$ | 7．6017E－01 |
| 2.300 E （J） | 7.2304 Col | $1.671500 \%$ | 7．187TE－O1 | $7.5520 \mathrm{E}=01$ |
| 2.400 E 00 | －1．274 5 E－02 | $8.7205 \mathrm{E}-01$ | 9．3096E－01 | 8．24895－61 |
| 2.500 OJ | 1．8519E－J1 | 1．J074E03 | $9.4154 \mathrm{E}-01$ | $8.5093 \mathrm{E}-01$ |
| 2.600 E U0 | $-9.3003 E-02$ | 6．6971E－01 | 9．5051E－01 | 8．73335－01 |
| $2.705 E 00$ | 8． $27.52-\mathrm{i}$－ | 1.5723505 | $7.5775 E-01$ | $8.9165 \leq-\mathrm{CI}$ |
| 2．300E U3 | －1．3237E 00 | －6．782） | 9．6434E－01 | 9．08475－01 |
| 2.90050 | －6．0594－01 | －5．768\％E－63 | $9.69385-01$ | 9．2149E－01 |
| 3.000100 | －6．6423E－01 | －1．1352E－C1 | 9．7329E－01 | 7．3168E－01 |
| 3.10050 | －9．63235－01 | －4．E237F－01 | $9.7735 \mathrm{E}-01$ | $9.4236 E-01$ |
| 3.200 E 00 | －2．6524E－01 | 1．96ち5こ－01 | 9．3025E－01 | 9．5002E－01 |
| 3.30 EE O | $4.0322 \mathrm{E}-01$ | $8.27 \times 3 E-01$ | $9.8244 \mathrm{E-O1}$ | $9.5587 E-01$ |
| 3.400 FO | －1．5381E－01 | 2．27615－01 | 9．84475－01 | 7．6131E－C1 |
| 3.500500 | 7．2425E－O1 | 1．TTEIE00 | $9.8622 E-J 1$ | $9.6602 E-T 1$ |
| 3.600502 | －6．6471E－Cl | －3．4177E－01 | 7．8754E－01 | 9．69605－01 |
| 3．700 50 | －6．4623E－02 | $2.3525=-01$ | 7． OE72E－01 $^{\text {c }}$ | $9.72815-01$ |
| 3．80CF 90 | －4．55006－01 | $-1.87 \rightarrow 8 \mathrm{~F}-01$ | $9.8983 \mathrm{E}-01$ | 9．7585E－01 |
| 3.900500 | 2．8लJJE－O1 | $5.2404 E-J 1$ | $9.9075=-01$ | 9．7837E－61 |
| 4.000 E OO | $-8.4036 \mathrm{E}-02$ | 1．3715E－01 | 9．9149E－91 | 9．8040E－01 |
| $4.100 E$ JJ | $2.4320 \mathrm{~L}-01$ | $4.4515 \mathrm{E}-\mathrm{CL}$ | 9．92235－01 | $9.8245 E-T 1$ |
| 4.200 EO | 1．9507E－01 | 3．7959E－01 | 9．9295E－01 | $7.3443=-01$ |
| 4.300000 | －7．4554E－01 | －7．7893E－O1 | 9．9326E－01 | 9．853TE－CI |
| 4.400 E 03 | 3．57975－01 | 5．1139ㄷ－01 | 9．93825－01 | 9．8683E－01 |
| 4.500500 | $3.3567 \mathrm{E}-01$ | $4.7312 E-01$ | $9.9405-01$ | $7.97475=01$ |
| 4.600500 | 7．1075E－02 | 1．9581E－01 | 9．9412E－01 | 9．8767E－01 |
| $4.70 J E D O$ | －5．6653ए－J1 | －3．9340c－01 | $9.94315-51$ | 9．8822E－J1 |
| 4.805 E 0 | 9．8279E－03 | $1.1245 \mathrm{E}-01$ | 9．9437E－01 | 9.8843 E－01 |
| 4.900 E 80 | 5.15 LEE－01 | E．VE27E－J1 | 7．7456E－01 | 9．9891E－O1 |
| 5.000 EO | －1．66325－01 | －0．2482E－02 | 7．94745－01 | 9．89415－01 |


| VARIABLF ORFI | $\begin{aligned} & \text { TITMDV } \\ & 9.5238 \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & \text { MaXIME: } \\ & 1.4142 \mathrm{ECO} \end{aligned}$ |
| :---: | :---: | :---: |
| ORF2 | 2．JOJEE IT | 6.6567500 |



| TIME | Y | FMiT | MiR 1 | MR 2 |
| :---: | :---: | :---: | :---: | :---: |
| 0. | 9.1374E-01 | 2.7774E 00 | 0. | 0. |
| 1.000E-01 | -4.9292E-01 | 2.1743E-01 | $1.6429 \mathrm{E}-01$ | -2.0435F-01 |
| 2.000E-01 | $-1.2126 E-02$ | 1.5492E-01 | 2.1497E-01 | -2.4805E-01 |
| 3.000E-01 | 9:5239E-O1 | 8.4152E-01 | 2.1589E-01 | -2.4885E-01 |
| 4.000E-01 | 1.0380 E 02 | 1.0652E 00 | 2.2299E-01 | $-2.4953 \mathrm{E}-01$ |
| 5.0c0E-01 | 7.7730E-G1 | 9.5362E-01 | 2.3012E-01 | -2.4848F-01 |
| 6.0COE-01 | -1. $2036 \mathrm{E}-\mathrm{Cl}$ | 2.7249E-01 | $2.5620 \mathrm{E}-01$ | -2.3842E-01 |
| 7.000E-01 | -1.3319E-01 | $4.2612 \mathrm{E}-01$ | 2.9163E-01 | -2.16.54E-01 |
| 8.000E-01 | 2.7377F-01 | $1.0946 E 00$ | 3.3778E-01 | -1.7823E-01 |
| 9.003E-01 | 7.7682E-01 | $1.7514 E$ Ó | $3.74 \mathrm{~S} 5 \mathrm{E}-\mathrm{Cl}$ | -1.2029E-01 |
| 1.000F 00 | 5.2716E-02 | $1.1773 E 00$ | 4.5105E-01 | -5.34565-C.2 |
| 1.100500 | 3.3378 E -01 | 1.5638 E 0 | 5.0.871E-01 | 2.4140E-02 |
| 1.200e 00 | -3.9009E-01 | 9.1239F-C1 | 5.6ó25E-01 | 1.0955F-C1 |
| 1.300F 20 | -1.5772E CO | -2.3196E-01 | $6.2004 \mathrm{E}-01$ | 1.9620E-01 |
| 1.400 F 00 | -5.7037E-01 | 7.9185F-01 | 6.7064E-01 | $2.8363 \mathrm{~F}-01$ |
| 1.500E 00 | 4.21115-01 | 1.7788E 00 | 7.1517E-C1 | $3.6517 \mathrm{E}-91$ |
| 1.600 E 0 | -5.4444E-02 | 1.2711500 | 7.5572E-C1 | 4.4333E-01 |
| 1.700E OU | -4.9536E-01 | $8.0430 \mathrm{E}-01$ | $7.9145 \mathrm{E}-01$ | 5.1521f-61 |
| $1.800 E 00$ | 7.902.5-01 | 2.0434509 | 8.2046E-01 | 5.7589E-01 |
| 1.900 E 00 | 7.3t22E-01 | 1.9353 E 00 | 8.4907E-01 | $6.3770 \mathrm{E}-\mathrm{CL}$ |
| 2.000 E 02 | -1.0929E 00 | 4.6.770E-02 | 4.7301E-01 | S.9091E-01 |
| 2.100500 | -3.460.5E-01 | $7.3110 \mathrm{E}-01$ | 8.9332E-01 | 7.3725E-61 |
| $2.200 E 00$ | 2.4562E-01 | 1.2585000 | 9.0980E-01 | $7.7573[-1) 1$ |
| 2.300E 00 | -6.548sE-C2 | $8.9300 \mathrm{E}-01$ | 9.2427E-U1 | 8.1324E-01 |
| 2.400E 00 | -1.0353E CO | -1.5?50ㄷ-01 | $9.3700 \mathrm{E}-01$ | $8.41045-01$ |
| 2.500E 00 | 1.3671 E ¢0 | 2.1898E OC: | 9.4739E-01 | $8.6662=-01$ |
| 2.500 c us | -1.2241E-01 | 6.4r,30E-01 | 9.5599E-01 | $8.8308=-91$ |
| 2.700500 | 1.1580t-01 | 8.2110E-01 | 9.6369E-01 | 9.07575-01 |
| 2.800F 00 | 8.5475 E-01 | 1.5055 E 00 | 9.7108E-01 | 9.26455-01 |
| 2.900 F 00 | 1.C185E 00 | 1.6171502 | 9.7640E-01 | 5.49225-61 |
| 3.000 E OS | -2.87775-01 | 2.6294E-01. | 9.8043E-01 | 9.5073F-01 |
| 3.100 E Jn | -2.8914E-U1 | 2.16.22E-01 | $9.9316 E-21$ | 9.5789E-61 |
| $3.200 \leq 00$ | -1.7933E-01 | 2.8475E-C1 | $9.8607 E-01$ | $9.655 \mathrm{EE}-01$ |
| 3.300 ECO | $4.7075 \mathrm{E}-01$ | 8.9456E-01 | 9.8804E-01 | 9.7086E-01 |
| $3.400 \leq 00$ | 1.9695E-01 | $4.9437 E-91$ | $9.8957 \mathrm{E}-01$ | 9.7501F-01 |
| 3.500 ECO | 1.8777t or | 2.2315E OC | 9.90885-01 | $9.7347 \mathrm{~F}-01$ |
| 3.600E 00 | -7.0505E-01 | -3.8326E-01 | $9.9294 E-01$ | 9.8405E-Cl |
| 3.700 E 00 | $1.5553 \mathrm{E}-01$ | 4.4981E-01 | 9.9401E-01 | 9.8697[-01 |
| 3.800 E 00 | 7.8780E-01 | 1.1 .559500 | 9.9455E-01 | 9.88735-01 |
| 3.900 E 00 | $-2.453 .3 \mathrm{E}-01$ | -1.2563E-03 | 9.9555E-01 | 9.912JE-01 |
| 4.000500 | 5. $6.674 \mathrm{E}-01$ | 8.0877E-01 | 9.9589E-01 | $9.9212 \mathrm{~F}-01$ |
| $4.100 E 00$ | - $2.1558 \mathrm{E}-31$ | -6.1368E-91 | 9.9543E-01 | - $9.9362 \mathrm{E}-01$ |
| 4.200500 | $8.1309 E-01$ | 9.9551F-01 | 9.9718E-01 | 9.75695-01 |
| 4.300 E U0 | 1.0.7SSE OC | 1.2454500 | 9.9773E-01 | 9.3721F-01 |
| 4.400 F 00 | 3.3165E-01 | $4.83051-01$ | 9.9S03E-01 | $9.7806 \mathrm{E}-01$ |
| 4.500 E 00 | -4.333 $-\mathrm{E}-01$ | -2.4594E-01 | $9.9304 E-01$ | 9.9837E-ก1 |
| 4.600500 | 1.03432E-01 | 2.2906 5 -01 | 9.9818E-01 | 9.9845E-01 |
| 4.700500 | -7.8214E- 1 | -5.6377E-91 | 9.9326E-01 | 9.787JE-01 |
| 4.800500 | 1.6312E-Cl | 2.6577E-01 | $9.9841 E-C 1$ | $9.9910 \mathrm{E}-0 \mathrm{i}$ |
| 4.900 E 00 | -8.8400E-01 | -7.9091E-01 | $9.9366 E-01$ | $9.9781 \mathrm{~F}-01$ |
| 5.000 E DO | 1.8974E-01 | 2.74135-C. 1 | 9.9973E-01 | $1.00130 E 00$ |


| VARIABLE | MINIMUM | MAXIMUM |
| :--- | ---: | :--- |
| ORF1 | $9.5288 E-03$ | 1.4142 E 00 |
| ORF2 | -2.000 EE 03 | $6.6667 \mathrm{E}-01$ |

$$
P_{1}=13, S / N=1
$$



SAME SYSTEM $P 1=15, P 3=1.095, S / N=1 / 2$

| TIME | Y | FMT | MR 1 | MR 2 |
| :---: | :---: | :---: | :---: | :---: |
| 0. | $2854 E 00$ | 3.1471 E | 0. |  |
| 1.000E-01 | -6.3669E-01 | 7.9668E-02 | 1.6408E-01 | -2.0370E-01 |
| $2.000 \mathrm{E}-\mathrm{Cl}$ | 5.6079E-01 | 7.2784E-01 | $2.0898 \mathrm{E}-01$ | -2.4289E-01 |
| 3.000E-01 | 2.7088E-01 | -2.8175E-01 | 2.2005E-01 | -2.4832E-01 |
| $4.000 \mathrm{E}-01$ | -1.0273E 00 | -9.9805E-01 | 2.1455E-01 | -2.4732E-01 |
| 5.000E-01 | $7.8073 \mathrm{E}-01$ | 9.6655E-01 | 2.2983E-01 | -2.4540E-01 |
| $6.000 \mathrm{E}-01$ | -2.2278E-01 | $1.7007 \mathrm{E}-01$ | $2.4685 \mathrm{E}-0$ | -2.3911E-01. |
| 7.000E-01 | -7.0295E-01 | -9.3663E-02 | $2.8061 \mathrm{E}-0$ | -2.1790E-01 |
| $8.000 \mathrm{E}-01$ | 8.6686E-01 | 1.6777E 00 | $3.2577 E-01$ | -1.8070E-01 |
| $9.000 \mathrm{E}-01$ | -3.7580E-01 | 6.0874E-01 | 3.7625E-01 | -1.2922E-01 |
| 1.000 E 00 | 2.7256E 00 | 3.8502 F 00 | $4.3402 \mathrm{E}-01$ | -6.0772E-02 |
| 1.100 E 00 | -1.6565E 00 | -4.2648E-01 | $4.9762 \mathrm{E}-01$ | 2.4581E-02 |
| 1.200 E 00 | -7.1738E-01 | 5.8510E-01 | $5.5598 \mathrm{E}-01$ | 1.1122E-01 |
| 1.300 E 00 | -1.1489E 00 | 1.9629E-01 | $6.0823 E-01$ | $1.9547 \mathrm{E}-01$ |
| 1.400 E 00 | $2.8661 \mathrm{E}-01$ | 1.6489 E 00 | $6.5632 E-01$ | $2.7862 \mathrm{E}-01$ |
| 1.500 E 00 | 8.3526E-01 | 2.1930E OO | 7.0147E-01 | 3.6130E-01 |
| 1.600 E 00 | -1.3021E 00 | $3.3466 E-02$ | 7.4047E-01 | $4.3644 \mathrm{E}=01$ |
| 1.700 E 00 | -1.0216E 00 | 2.7806E-01 | 7.7701E-01 | 5.0996E-01 |
| 1.800 E 00 | -1.6721E-01 | $1.0860 E 00$ | $8.0970 E-01$ | $5.7832 \mathrm{E}=01$ |
| 1.900 00 | -6.6167E-02 | 1.1329500 | 8.3589E-01 | 6.3491E-01 |
| 2.000 E 00 | 3.2698E-01 | $1.4667 E 00$ | $8.6049 \mathrm{E}-01$ | $6.8962 \mathrm{E}-01$ |
| 2.100E 00 | 1.2029E 00 | 2.2800E 00 | 8.8221E-01 | $7.3918 \mathrm{E}-01$ |
| 2.200100 | 4.2293E-01 | 1.4359 E 00 | $9.0052 \mathrm{E}-01$ | $7.8190 \mathrm{~F}-01$ |
| 2.300 E 00 | 4.7558E-01 | 1.4241 E 00 | 9.1515E-01 | 8.1673E-01 |
| 2.400 E 00 | -1.2956E 00 | -4.1079E-01 | 9.2789E-01 | $8.4761 \mathrm{E}-01$ |
| 2.500E 00 | $4.3893 \mathrm{E}-01$ | $1.2616 E 00$ | 9.3898E-01 | $8.7492 \mathrm{E}-01$ |
| 2.600 E 00 | -1.9192E 00 | -1.1565E 00 | $9.4867 E-01$ | $8.9914 E-01$ |
| 2.700E 00 | -7.3677E-01 | -3.1467E-02 | $9.5553 \mathrm{E}-01$ | $9.1648 \mathrm{E}-01$ |
| 2.800E 00 | -3.6645E-02 | $6.1408 \mathrm{E}-01$ | $9.6169 E-01$ | 9.3223E-01 |
| 2.900 E OO | -5.9415E-01 | 5.0166E-03 | $9.6643 \mathrm{E}-01$ | $9.4450 \mathrm{E}-01$ |
| 3.000 E OO | 1.2598 E 0J | 1.8105E On | 9.7107E-01 | 9.5660E-01 |
| 3.100 E 00 | -1.6199E 00 | -1.1145E 00 | 9.7517E-01 | $9.6738 \mathrm{E}-01$ |
| 3.200 E 00 | $-4.2469 \mathrm{E}-01$ | $3.8396 E-02$ | $9.7882 \mathrm{E}-01$ | $9.7703 \mathrm{E}-01$ |
| 3.300 E 00 | -2.0741E 00 | -1.6503F 00 | $9.8105 \mathrm{E}-01$ | $9.8299 \mathrm{E}-01$ |
| 3.400500 | -9.2060E-01 | -5.3317E-01 | $9.8318 \mathrm{E}=01$ | 9.8870E-01 |
| 3.500 E 00 | -5.4092E-01 | -1.8712E-01 | $9.8444 \mathrm{E}-01$ | $9.9208 \mathrm{E}-01$ |
| 3.600 E 00 | 3.4550E-01 | 6.6930E-01 | $9.8635 \mathrm{E}-01$ | 9.9726E-01 |
| 3.700 E 00 | 5.5136E-02 | 3.4941E-01 | $9.8713 \mathrm{E}-01$ | $9.9938 \mathrm{E}-01$ |
| 3.800 E 00 | 2.1478 E O0 | $2.4159 E 00$ | 9.8816E-01 | 1.0022E 00 |
| 3.900E 00 | -1.7496E 00 | -1.5056E 00 | 9.8898E-01 | 1.0044 E 00 |
| 4.000 E 00 | -9.1035E-01 | -6.8831E-01 | 9.8911E-01 | 1.0048 E 00 |
| 4.100 E 00 | $1.1514 \mathrm{E}-01$ | 3.1705E-01 | $9.8966 \mathrm{E}-01$ | 1.0063 E OO |
| 4.200 E 00 | -3.7928E-02 | $1.4558 \mathrm{E}-01$ | $9.8967 E-01$ | 1.0064 EO |
| 4.300 E 00 | 6.8394E-01 | 8.5066E-01 | 9.9033E-01 | 1.0082 E 00 |
| 4.400 E OO | -2.1828 600 | -2.0314E 00 | $9.9053 \mathrm{E}=01$ | 1.0087 E 00 |
| 4.500 E 00 | 2.1834 E 00 | $2.3209 E 00$ | 9.9062E-01 | 1.0090800 |
| 4.600 E 00 | $4.2120 E-01$ | 5.4594E-01 | $9.9052 E-01$ | $1.0087 E 00$ |
| 4.700 E 00 | 2.2553E-01 | $3.3370 \mathrm{E}-01$ | $9.9052 \mathrm{E}-01$ | 1.0087 E 00 |
| 4.800 E 00 | -3.7002E-01 | $-2.6737 E-01$ | 9.9071E-01 | $1.0093 E 00$. |
| 4.900 E OO | -1.2549E-02 | 8.0537E-02 | 9.9093E-01 | 1.0099 O 0 |
| 5.000 E OO | $5.8809=-01$ | $6.72485-01$ | $9.90805-01$ | 1.0095E_CO |


| VARI ABLE | MINIMUM | MAXIMU:M |
| :---: | :---: | :---: |
| ORF1 | $9.5288 E-03$ | $2.4142 E-00$ |
| ORF2 | $-2.0000 E 00$ | $6.6667 E-01$ |


| MR3 | ERR1 | ERR2 | ERR3 |
| :---: | :---: | :---: | :---: |
| -1.0000 E O0-1.0000E $00-1.0000 \mathrm{E}$ O0 |  |  |  |
| $1.9848 \mathrm{E}-01-8.3592 \mathrm{E}-01-1.2037 \mathrm{E} 00-8.0152 \mathrm{E}-01$ |  |  |  |
| $2.0988 \mathrm{E}-01-7.9102 \mathrm{E}-01-1.2429 \mathrm{E}$ 00-7.9012E-01 |  |  |  |
| $2.0491 E-01-7.7995 E-01-1.2483 E 00-7.9509 E-01$$2.0944 E-01-7.8545 E-01-1.2473 E \quad 00-7.9056 E-01$ |  |  |  |
|  |  |  |  |
| $1.9401 \mathrm{E}-01-7.7017 \mathrm{E}-01 \mathrm{l}-1.2454 \mathrm{E} 00-8.0599 \mathrm{E}-01$ |  |  |  |
| 1.7653E-01 | 7.5315E-01 | -1.2391E 00 | -8.2347E |
| 1.4544E-01-7.1939E-01-1.2179E 00-8.5456E-01 |  |  |  |
| 1. | $6.7423 \mathrm{E}=01$ | -1.1807E 00 | -8.8866E-01 |
| 00-9.1463E-01 |  |  |  |
| 7.0683E-02 | $6598 \mathrm{E}-01$ | .0608E 0 | $9.2932 \mathrm{E}-01$ |
| $7.3339 \mathrm{E}-02-5.0238 \mathrm{E}-01-9.7542 \mathrm{E}-01-9.2666 \mathrm{E}-01$ |  |  |  |
|  |  |  |  |
|  |  |  |  |
|  |  |  |  |
|  |  |  |  |
| $2.9340 E-01-2.5953 E=01-5.6356 E-01-7.0660 E-01$ |  |  |  |
| 3.6059E-01-2.2299E-01-4.9004E-01-6.3941E-01 |  |  |  |
| $4.2945 \mathrm{E}=01$ | $-1.9030 E=01$ | -4.2168E-01 | -5.7055E-01 |
| 4.9110E-01-1.6411E-01-3.6509E-01 -5.0890E-01 |  |  |  |
| $5.5470 E-01-1.3951 \mathrm{E}-01-3.1038 \mathrm{E}-01-4.4530 \mathrm{E}-01$ |  |  |  |
| $6.1565 E-01-1.1779 E-01-2.6082 E-01-3.8435 E-01$$6.7064 E-01-9.9477 E-02-2.1810 E-01-3.2936 E-01$ |  |  |  |
|  |  |  |  |
| 7.1743E-01-8.4854E-02-1.8327E-01-2.8257E-01 |  |  |  |
| $7.6036 \mathrm{E}-01-7.2112 \mathrm{E}-02-1.5239 \mathrm{E}-01-2.3964 \mathrm{E}-01$ |  |  |  |
| $\begin{aligned} & 7.9952 \mathrm{E}-01-6.1023 \mathrm{E}-02-1.2508 \mathrm{E}-01-2.0048 \mathrm{E}-01 \\ & 8.3517 \mathrm{E}-01-5.1326 \mathrm{E}-02-1.0086 \mathrm{E}-01-1.6483 \mathrm{E}-01 \end{aligned}$ |  |  |  |
|  |  |  |  |
| $8.6131 E-01-4.4466 E-02-8.3516 E-02-1.3869 E-01$ |  |  |  |
| $8.8558 E-01-3.8312 E-02-6.7770 E-02-1.1442 E-01$ |  |  |  |
| 9.0481E-01-3.3565E-02-5.5503E-02 -9.5187E-02 |  |  |  |
| $9.2413 E-01-2.8925 E=02-4.3400 \mathrm{E}-02-7.5874 \mathrm{E}-02$ |  |  |  |
| $9.4159 \mathrm{E}-01-2.4826 \mathrm{E}-02-3.2617 \mathrm{E}-02-5.8412 \mathrm{E}-02$ |  |  |  |
| $9.5739 E-01-2.1181 E-02-2.2968 \mathrm{E}-02-4.2614 \mathrm{E}-02$ |  |  |  |
| $\begin{aligned} & 9.6728 \mathrm{E}-01-1.8946 \mathrm{E}-02-1.7007 \mathrm{E}-02-3.2723 \mathrm{E}-02 \\ & 9.7684 \mathrm{E}-01-1.6818 \mathrm{E}-02-1.1298 \mathrm{E}-02-2.3155 \mathrm{E}-02 \end{aligned}$ |  |  |  |
|  |  |  |  |
| $9.8256 \mathrm{E}-01-1.5564 \mathrm{E}-02-7.9170 \mathrm{E}-03-1.7442 \mathrm{E}-02$ |  |  |  |
| $9.9138 \mathrm{E}-01-1.3654 \mathrm{E}-02-2.7440 \mathrm{E}-03-8.6218 \mathrm{E}-03$ |  |  |  |
| $9.9503 E-01-1.2873 E-02-6.1684 E-04-4.9695 E-03$ |  |  |  |
| $9.9993 \mathrm{E}-01-1.1837 \mathrm{E}-02 \quad 2.2135 \mathrm{E}-03-7.4811 \mathrm{E}-05$ |  |  |  |
| $1.0038 \mathrm{E} 00-1.1025 \mathrm{E}-02$ |  | $4.4390 E-03$ | 3.7982E-03 |
| 1.0044 E 00-1.0892E-02 |  | $4.8050 \mathrm{E}-03$ | $4.4410 \mathrm{E}-03$ |
| $1.0071 \mathrm{E} 00-1.0335 \mathrm{E}-02$ |  | $6.3411 E-03$ | 7.1410E-03 |
| $1.0072 \mathrm{E} 00-1.0328 \mathrm{E}-02$ |  | $6.3638 \mathrm{E}-03$ | 7.1835E-03 |
| $1.0104 \mathrm{E} 00-9.6717 \mathrm{E}-03$ |  | 8.1810E-03 | 1.0404E-02 |
| 1.0114 E O0-9.4706E-03 |  | $8.7404 \mathrm{E}-03$ | $1.1399 \mathrm{E}-02$ |
| $1.0119 \mathrm{E} 00-9.3754 \mathrm{E}-03$ |  | $9.0064 \mathrm{E}-03$ | $1.1876 \mathrm{E}-02$ |
| $1.0114 \mathrm{E} \quad 00-9.4757 \mathrm{E}-03$ |  | $8.7287 E-03$ | $1.1381 \mathrm{E}-02$ |
| 1.0114E 00-9.4770E-03 |  | 8.7262E-03 | 1.1378E-02 |
| $1.0123 E \quad 00-9.2887 E-03$ |  | $9.2531 \mathrm{E}-03$ | 1.2327E-02 |
| $1.0134 \mathrm{E} \mathrm{00}-9.0698 \mathrm{E}-03$ |  | 9.8661 E-03 | $1.3432 \mathrm{E}-02$ |
| $1.0128 \mathrm{E} 00-9.1974 E-03$ |  | 9.5097E-03 | $1.2789 \mathrm{E}-02$ |

SAME SYSTEM,P1=17,P3=1.73,S/N=1/5

| TIME | Y | FMT | MR 1 | MR2 |
| :---: | :---: | :---: | :---: | :---: |
| 0. | $2.0298 E 00$ | $3.8935 \mathrm{E} \quad 00$ | 0. | 0. |
| 1.000E-01 | 3.0420 E 00 | 3.7584 E 00 | 1.6543 E | -2.0480E-01 |
| 2.000E-01 | $1.1794 E 00$ | $1.3465 E 00$ | $2.1347 \mathrm{E}-01$ | -2.4696E-01 |
| 3.000E-01 | 3.5107E-01 | 3.4019E-01 | 2.2422E-01 | -2.5340E-01 |
| $4.000 \mathrm{E}-01$ | -1.4000E-01 | -1.107CE-01 | 2.2264E-01 | -2.5286E-01 |
| 5.000E-01 | 1.1779 O | $1.3637 E 00$ | 2.2837E-01 | -2.5174E-01 |
| $6.000 \mathrm{E}-01$ | $-1.5589 \mathrm{E} 00$ | $-1.1660 E 00$ | 2.5169E-01 | -2.4243E-01 |
| 7.000E-01 | -8.1703E-01 | $-2.0774 \mathrm{E}-01$ | $2.8827 \mathrm{E}-01$ | -2.1993E-01 |
| $8.000 \mathrm{E}-01$ | -1.4086 E O0 | -5.9769E-01 | $3.3252 \mathrm{E}-01$ | -1.8311E-01 |
| $9.000 \mathrm{E}-01$ | -3.5572E 00 | -2.5726E 00 | $3.8740 \mathrm{E}-01$ | -1.2765E-01 |
| $1.000 E \quad 00$ | $1.0483 E 00$ | $2.1729 E 00$ | $4.4615 \mathrm{E}-01$ | $-5.8174 \mathrm{E}-02$ |
| 1.100 E 00 | 7.6696E-01 | 1.9970500 | 5.0705E-01 | $2.3488 \mathrm{E}-02$ |
| 1.200 E 00 | 7.2821E-01 | 2.0307E 00 | $5.6715 \mathrm{E}-01$ | $1.1268 \mathrm{E}-01$ |
| 1.300E 00 | -2.C826E-01 | $1.1370 E 00$ | $6.1985 \mathrm{E}-01$ | 1.9762E-01 |
| 1.400 E 00 | $-1.5512 \mathrm{E} 00$ | -1.8892E-01 | 6.7004E-01 | $2.8436 \mathrm{E}-01$ |
| 1.500E 00 | 2.6865 E 00 | 4.0442 E 00 | 7.1505E-01 | 3.6679E-01 |
| 1.600 E 00 | $1.6225 E 00$ | 2.9581 E 00 | $7.5509 \mathrm{E}-01$ | $4.4402 \mathrm{E}-01$ |
| 1.700 E 00 | $3.0016 E 00$ | 4.3012 E 00 | 7.9041E-01 | $5.1512 \mathrm{E}-01$ |
| 1.800 E 00 | -5.8959E-01 | 6.6461E-01 | $8.2394 E-01$ | 5.8527E-01 |
| 1.900 E 00 | -3.9665E 00 | -2.7675E 00 | $8.5118 \mathrm{E}-01$ | $6.4412 \mathrm{E}-01$ |
| 2.000E 00 | 9.3937E-01 | $2.0791 E 00$ | 8.7446E-01 | 6.9589E-01 |
| 2.100E 00 | -8.0953E-01 | 2.6757E-01 | 8.9584E-01 | 7.4467E-01 |
| 2.200E 00 | $1.8828 E 00$ | $2.8957 E 00$ | 9.1295E-01 | $7.8459 \mathrm{E}-01$ |
| 2.300E 00 | $1.5763{ }^{\circ} \mathrm{E} 00$ | 2.5247500 | $9.2705 \mathrm{E}-01$ | $8.1818 \mathrm{E}-01$ |
| 2.400 E 00 | $1.5356 E 00$ | $2.4204 E 00$ | $9.3915 \mathrm{E}-01$ | $8.4751 \mathrm{E}-01$ |
| 2.500 ECO | -1.2164E-01 | $7.0105 \mathrm{E}-01$ | $9.4861 E-01$ | 8.7083E-01 |
| 2.600 E 00 | $4.0556 E-01$ | $1.1683 E 00$ | $9.5674 E-01$ | $8.9113 \mathrm{E}-01$ |
| 2.700 E 00 | 1.3385 E 00 | 2.0438 E 00 | 9.6320E-01 | $9.0748 \mathrm{E}-01$ |
| 2.800 E 00 | -1.0785E 00 | $-4.4780 \mathrm{E}-01$ | 9.6888E-01 | 9.2199E-01 |
| 2.9000 E OU | 2.4014 EO | 3.0306 E 00 | $9.7449 \mathrm{E}-01$ | $9.3648 \mathrm{E}-01$ |
| 3.000 E 00 | -1.3341E 00 | -7.3343E-01 | 9.7825E-01 | $9.4631 \mathrm{E}-01$ |
| 3.100 E 00 | -8.8528E-01 | -3.7972E-01 | $9.8227 E-01$ | 9.5687E-01 |
| 3.200 E 00 | -7.7593E-01 | -3.1285E-01 | $9.8540 \mathrm{E}-01$ | $9.6517 \mathrm{E}-01$ |
| 3.300500 | 8.7143E-01 | 1.2952 E 00 | $9.8815 \mathrm{E}-01$ | $9.7249 \mathrm{E}-01$ |
| 3.400 E 00 | $4.4738 E 00$ | 4.8862 E 00 | 9.8994E-01 | 9.7730E-01 |
| 3.500 E 00 | $5.8306 \mathrm{E}-01$ | $9.3686 \mathrm{E}-01$ | $9.9182 \mathrm{E}-01$ | $9.8237 \mathrm{E}-01$ |
| 3.600 E 00 | 1.6475 E 00 | 1.9703500 | $9.9360 \mathrm{E}-01$ | $9.8719 \mathrm{E}-01$ |
| 3.700 E 00 | -2.7221E-01 | 2.2066E-02 | $9.9577 \mathrm{E}-01$ | $9.9310 \mathrm{E}-01$ |
| 3.800 E 00 | -8.7325E-01 | -6.0517E-01 | $9.9580 E-01$ | $9.9319 E-01$ |
| 3.900 E 00 | -1.6189E 00 | -1.3748E 00 | $9.9660 \mathrm{E}-01$ | $9.9538 \mathrm{E}-01$ |
| 4.000 E 00 | $-1.3979 \mathrm{E} 00$ | -1.1759E 00 | 9.9773E-01 | $9.9849 \mathrm{E}-01$ |
| 4.100 E 00 | -3.1827E 00 | -2.9808E 00 | $9.9817 \mathrm{E}-01$ | $9.9972 \mathrm{E}-01$ |
| 4.200 E 00 | -2.0811E 00 | -1.8976E 00 | 9.9827E-01 | 1.0000 E 0 |
| 4.300 E 00 | -1.0074E 00 | $-8.4067 \mathrm{E}-01$ | 9.9871E-01 | 1.0012 E 0 |
| 4.400 E 00 | -1.4364E 00 | -1.2850E 00 | 9.9868E-01 | $1.0011 E 00$ |
| 4.500 E 00. | 1.4386 E 00 | $1.5761 E 00$ | $9.9874 \mathrm{E}-01$ | 1.0013 E 00 |
| 4.600 E 00 | 2.4447E 00 | $2.5694 E 00$ | $9.9890 E-01$ | 1.0018 E 00 |
| 4.700 E 00 | 4.0502E-03 | 1.1723E-01 | $9.9941 E-01$ | 1.0032 E 00 |
| 4.800 E 00 | -1.5212E OO | -1.4185E 00 | $9.9966 E-01$ | 1.0039 E 00 |
| 4.900 ECO | 2.8182 E 00 | 2.9113 E 00 | 9.9960E-01 | 1.0037 E 00 |
| 5.000E 00 | $-1.4929 E 00$ | $-1.4085 \mathrm{E} 00$ | $9.9976 E-01$ | 1.0041 E 00 |

VARIABLE ORF1 ORF2

MINIMUM
9.5288E-03
-2.0000 E 00

MAXIMUM
1.4142 E 00

| MR3 | R1 | ERR2 | ERR3 |
| :---: | :---: | :---: | :---: |
| 0. | -1.0000E 00 | -1.0000E 00 | -1.0000E 00 |
| 1.9840E-01 | -8.3456E-01 | -1.2048E 00 | -8.0160E-01 |
| $2.1118 \mathrm{E}-01$ | -7.8653E-01 | -1.2470E 00 | -7.8882E-01 |
| 2.0798E-01 | -7.7578E-01 | -1.2534E 00 | -7.9202E-01 |
| $2.0909 \mathrm{E}-01$ | -7.7736E-01 | -1.2529E 00 | -7.9091E-01 |
| 2.0317E-01 | -7.7163E-01 | -1.2517E 00 | -7.9683E-01 |
| 1.7930E-01 | -7.4831E-01 | -1.2424E 00 | -8.2070E-01 |
| $1.4531 \mathrm{E}-01$ | -7.1173E-01 | -1.2199E 00 | -8.5469E-01 |
| -1.1229E-01 | -6.6748E-01 | -1.1831E 00 | -8.8771E-01 |
| $8.3359 \mathrm{E}-02$ | -6.1260E-01 | -1.1277E 00 | -9.1664E-01 |
| $6.8169 E-02$ | -5.5385E-01 | $-1.0582 \mathrm{E} 00$ | -9.3183E-01 |
| 7.0592E-02 | -4.9295E-01 | -9.7651E-01 | -9.2941E-01 |
| $9.1634 \mathrm{E}-02$ | $-4.3285 \mathrm{E}-01$ | -8.8732E-01 | -9.0837E-01 |
| 1.2640E-01 | -3.8015E-01 | -8.0238E-01 | -8.736CE-01 |
| 1.7516E-01 | -3.2996E-01 | -7.1564E-01 | -8.2484E-01 |
| 2.3228E-01 | -2.8495E-01 | -6.3321E-01 | -7.6772E-01 |
| $2.9502 \mathrm{E}-01$ | -2.4491E-01 | -5.5598E-01 | -7.0498E-01 |
| 3.6003E-01 | -2.0959E-01 | -4.8488E-01 | -6.3997E-01 |
| 4.3080E-01 | -1.7606E-01 | -4.1473E-01 | -5.6920E-01 |
| 4.9488E-01 | -1.4882E-01 | -3.5588E-01 | -5.0512E-01 |
| 5.5507E-01 | -1.2554E-01 | -3.0411E-01 | -4.4493E-01 |
| $6.1496 \mathrm{E}-01$ | -1.0416E-01 | -2.5533E-01 | -3.8504E-01 |
| $6.6638 t-01$ | -8.7049E-02 | -2.1541E-01 | -3.3362E-01 |
| 7.1148E-01 | -7.2948E-02 | -1.8182E-01 | -2.8852E-01 |
| 7.5227E-01 | -6.0853E-02 | -1.5249E-01 | -2.4773E-01 |
| 7.8572E-01 | -5.1386E-02 | -1.2917E-01 | -2.1428E-01 |
| $8.1562 \mathrm{E}-01$ | -4.3263E-02 | -1.0887E-01 | -1.8438E-01 |
| $8.4025 \mathrm{E}-01$ | -3.6795E-02 | -9.2521E-02 | -1.5975E-01 |
| $8.6259 E-01$ | -3.1120E-02 | -7.8007E-02 | -1.3742E-01 |
| $8.8531 \mathrm{E}-01$ | -2.5514E-02 | -6.3516E-02 | -1.1469E-01 |
| 9.0097E-01 | -2.1748E-02 | -5.3692E-02 | -9.9026E-02 |
| $9.1805 \mathrm{E}-01$ | -1.7733E-02 | -4.3135E-02 | -8.1946E-02 |
| 9.3164E-01 | -1.4598E-02 | $-3.4834 E-02$ | -6.8357E-02 |
| $9.4378 \mathrm{E}-01$ | -1.1855E-02 | -2.7517E-02 | -5.6222E-02 |
| $9.5186 \mathrm{E}-01$ | -1.0059E-02 | -2.2696E-02 | -4.8140E-02 |
| $9.6042 \mathrm{E}-01$ | -8.1805E-03 | -1.763IE-02 | -3.9580E-02 |
| 9.6864E-01 | -6.4021E-03 | -1.2810E-02 | -3.1356E-02 |
| $9.7879 \mathrm{E}-1$ | -4.2320E-03 | -6.9041E-03 | -2.1212E-02 |
| 9.7896E-01 | -4.1996E-03 | -6.8095E-03 | -2.1044E-02 |
| $9.8277 \mathrm{E}-01$ | -3.3998E-03 | -4.6151E=03 | -1.7229E-02 |
| 9.8819E-01 | -2.2726E-03 | -1.5147E-03 | -1.1807E-02 |
| $9.9037 \mathrm{E}-01$ | -1.8255E-03 | -2.7872E-04 | -9.6335E-03 |
| 9.9085E-01 | -1.7270E-03 | -3.1218E-06 | -9.1452E-03 |
| $9.9299 E-01$ | -1.2909E-03 | $1.2051 \mathrm{E}-03$ | -7.0054E-03 |
| 9.9287E-01 | -1.3193E-03 | 1.1296E-03 | -7.1339E-03 |
| 9.9317E-01 | -1.2593E-03 | 1.2983E-03 | -6.8309E-03 |
| $9.9399 \mathrm{E}-01$ | -1.0957E-03 | 1.7565E-03 | -6.0070E-03 |
| 9.9652E-01 | -5.9211E-04 | $3.1630 \mathrm{E}-03$ | -3.4809E-03 |
| 9.9778E-01 | -3.4172E-04 | $3.8637 E-03$ | -2.2184E-03 |
| $9.9750 \mathrm{E}-01$ | -3.9815E-04 | $3.7075 E-03$ | -2.4976E-03 |
| 9.9829E-01 | -2.4255E-04 | 4.1443E-03 | -1.7069E-03 |

## APPENLIX B

## OBTAINING THE ORTHOGONAL SET

There exist several procedures for obtaining an orthogonal or orthonormal set. The Gram-Schmidt procedure is described and used to construct a polynomial set which is orthonormal over the interval $0 \leq t \leq 1$.

If a finite or infinite linearly independent set is given as

$$
\begin{equation*}
\left(e_{1}, e_{2}, \ldots . e_{k}, \ldots .\right) \tag{B-1}
\end{equation*}
$$

it is possible to construct an orthonormal set

$$
\begin{equation*}
\left(\phi_{1}, \phi_{2}, \cdot . . \phi_{k}, . . .\right) . \tag{B-2}
\end{equation*}
$$

This method yields $\phi_{k}$ as a linear combination of only the first $k$ elements, or

$$
\begin{equation*}
\phi_{k}=\sum_{j=1}^{k} a_{k j} e_{j} \tag{B-3}
\end{equation*}
$$

First $\phi_{1}$ is formed as

$$
\begin{equation*}
\phi_{1}=e_{1} /\left\{e_{1}, e_{1}\right\} \frac{1}{2} \tag{B-4}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\{e_{1}, e_{1}\right\}=\int_{a}^{b}\left|g_{1}(t)\right|^{2} d t \tag{B-5}
\end{equation*}
$$

and $\mathrm{a} \leq \mathrm{t} \leq \mathrm{b}$ is the orthogonality interval.
Then one forms $g_{2}$ as

$$
\begin{align*}
& g_{2}=e_{2}-\left\{e_{2}, \phi_{1}\right\} \phi_{1}  \tag{B-6}\\
& \phi_{2}=g_{2} /\left\{g_{2}, g_{2}\right\}^{\frac{1}{2}} \tag{B-7}
\end{align*}
$$

The general form is then

$$
\begin{align*}
g_{k} & =e_{k}-\sum_{i=1}^{k-1}\left\{e_{k}, \phi_{i}\right\}_{i}  \tag{B-8}\\
\phi_{k} & =g_{k} /\left\{g_{k}, g_{k}\right\}^{\frac{1}{2}} \tag{B-9}
\end{align*}
$$

The orthonormal polynomial set is then constructed. If a set

$$
\begin{equation*}
\left\{t, t^{2}, \cdots \cdot, t^{n}, \cdot \cdots \cdot\right\} \tag{B-10}
\end{equation*}
$$

is given, and it is linearly independent because

$$
a_{1} t+a_{2} t^{2}+\cdot \cdot+a_{n} t^{n}=0
$$

for all $t$ if, and only if, $a_{1}=a_{2}=, .,=a_{n}=0$, then $\phi_{1}$ is given by

$$
\begin{equation*}
\phi_{1}=\frac{e}{\left\{e_{1}, e_{1}\right\}^{\frac{3}{2}}}=\frac{t}{\left[\int_{0}^{1} t^{2} d t\right]^{\frac{1}{2}}}=\sqrt{3} t \tag{B-12}
\end{equation*}
$$

and $g_{2}$ is given by

$$
\begin{align*}
& g_{2}=e_{2}-\left\{e_{2}, \phi_{1}\right\} \phi_{1}  \tag{B-13}\\
& \left\{e_{2}, \phi_{1}\right\}=\int_{0}^{1} t^{2}(\sqrt{3} t) d t=\frac{\sqrt{3}}{4}  \tag{3-14}\\
& g_{2}=t^{2}-\frac{3}{4} t \tag{B-15}
\end{align*}
$$

so that

$$
\begin{equation*}
\phi_{2}=\frac{t^{2}-\frac{3}{4} t}{\left[f_{0}^{1}\left(t^{4}-\frac{3}{2} t^{3}+\frac{9}{16} t^{2}\right) d t\right]^{\frac{1}{2}}}=\sqrt{5}\left(4 t^{2}-3 t\right) \tag{B-16}
\end{equation*}
$$

The scaling value which makes the set orthonormal is given by

$$
\begin{equation*}
K_{n} \sqrt{2 n+1} \tag{B-17}
\end{equation*}
$$

and the sum of the coefficients of each polynomial equals one. Then one can formulate $\phi_{4}$ and $g_{4}$ as

$$
\begin{align*}
\phi_{4} & =K_{4} \sqrt{9} g_{4}  \tag{B-18}\\
g_{4} & =e_{4}-\sum_{i=1}^{3}\left\{e_{4}, \phi_{i}\right\} \phi_{i} \tag{B-19}
\end{align*}
$$

or

$$
\begin{equation*}
\phi_{4}=\frac{K_{4} \sqrt{9}}{56}\left(56 t^{4}-105 t^{3}+60 t^{2}-10 t\right) \tag{B-20}
\end{equation*}
$$

so that $\mathrm{K}_{4}=56$ and

$$
\begin{equation*}
\phi_{4}=\sqrt{9}\left(56 t^{4}-105 t^{3}+60 t^{2}-10 t\right) \tag{B-21}
\end{equation*}
$$

which is the correct result. Thus the resulting four polynomials are

$$
\begin{align*}
& \phi_{1}=\sqrt{3} t  \tag{B-22}\\
& \phi_{2}=\sqrt{5}\left(4 t^{2}-3 t\right)  \tag{B-23}\\
& \phi_{3}=\sqrt{7}\left(15 t^{3}-20 t^{2}+6 t\right)  \tag{B-24}\\
& \phi_{4}=\sqrt{9}\left(56 t^{4}-105 t^{3}+60 t^{2}-10 t\right)
\end{align*}
$$

## APPENDIX C

## Computer Programs

This appendix contains several computer programs which greatly assist the users in evaluating the worth of any set of orthogonal functions for use as the signal set for an orthogonal multiplexing system. The programs are written in DSL-90, a digital simulation language which is a part of the IBM share library. Instruction manuals are available from the IBM Corporation. DSL-90 is a non-procedural language which is composed of subroutines which can be closely related to analog computer blocks, and thus is ideal for use in simulating many physical systems. The DSL-90 language is based on Fortran IV and is very easy to use. The notation throughout most of the programs follows that shown in Figure C-l and therefore it is possible to follow the flow of the programs without being familiar with the language. To use these programs to assist in the evaluation of a signal set it is only necessary to change the orthogonal functions in the program to the desired set and change the system parameters. In this collection each program will be preceded by a description of the purpose of the program and how the program can be adapted to another set of functions. The printout on page 107 is the DSL-90 deck which must go before the main program deck.


Figure C-1 Digital Computer Notation

$$
D S L-90 \text { DECK }
$$



## Program 1

Title: Periodic Function Frequency Distribution The Real Exponential Set

This program is used to calculate the Fourier coefficients of each orthogonal function and the composite waveform. The program notation is readily identified because of the similarity to the notation used in many texts.

$$
\begin{align*}
& A_{0}=\frac{1^{T}}{T_{0}} \int f(t) d t  \tag{c-1}\\
& A_{n}=\frac{2^{T}}{T_{0}} \int f(t) \cos \left(n \omega_{0} t\right) d t  \tag{C-2}\\
& B_{n}=\frac{2}{T} \int f(t) \sin \left(n \omega_{0} t\right) d t  \tag{c-3}\\
& C_{n}=\sqrt{A_{n}^{2}+B_{n}^{2}} \tag{C-4}
\end{align*}
$$

Thus for example:
AN1 $=A_{n}$ of ORF1
AN2 $=A_{n}$ of ORF2
$A N T=A_{n}$ of FMT=ORF1 + ORF2 + ORF3
This program yields the information necessary to determine signal bandwidth in order to compare the bandwidth with that of other signals or to use to design a channel filter. In order to use this program to calculate the bandwidth of another signal set it is necessary to change ORFl, ORF2, OPF3, and change the coefficient values and the period $T$ on the param card.

TIIL：THE DCAI EXDONESTIAL SET
ORF1＝CI1＊$\because \times P\left(-T I{ }^{\prime \prime} E\right)$
ORF2 $=C 21 * E X D(-T I \therefore E)+C 22 * F \times P(-2 \rightarrow T I I E)$

 $F: \wedge T=\cap D F!+$ CロFク＋nRF？





CIG2＝ORF2＊（COS（M＊氏•20＊TI！（5／T））


TNTCT＝I NTGPL（？，CIGI）
$0 \therefore 1=(2 . \div T T \subset 1) / T$
－FATST＝TMTSRL－Gニ．CTにつ1
$F!!2=(2 . \# I N T<2) / T$
IHTS3＝INTGQL（ $\left.\ldots \subseteq 1 C_{2} 3\right)$
FN2 $=(2 . * T N T \leqslant 3) / T$
INIS4＝IMTJRL（n．，SE：$\because$ T）
$2 N!T=(2 * *: T \subset 4) / T$
INTCI＝INTEPL（S，CIEI）
AN1＝（2．＊NTCI）／T

$\Delta N フ=(2 . * T: T C 2) / T$
INTC3＝I ！TGOL（C．，こIS3）
$\Delta^{A 1} 3=(2 * 14 T r 3) / T$
In！IC4＝InTG？L（こ．．CE：I）

$\therefore$ の1＝（TッTERL（の・のロSIL）／T

ヘn3 $=(I \because T C D L(\cap . A D F 3)) / T$
An T $=\left(I!T r R L\left(\cdots, F^{\prime \prime} T\right)\right) / T$
$\angle N I=S \Omega R T(A N 1 * 2 .+5: 1 * 2$.
CN？$=$ C？RT（AN $2 * 2 * 2+0 \because 2 * * 2$ ．）
$C: 3=\operatorname{snn} T(A N: 2 \div 2+2+0: 2 * 20)$

CONTPL FIATI：＇＝5．，nFLT＝』ㄷ1
DADN＂A N＇二 ？


INETEG：ILYE
ENの
IITLE ！＝ 2.
DADA＂：＂＝？
Eyロ
TITLF ${ }^{\prime \prime}=$ ？
DADAN $n=3$ 。
EN
TITI品：＝
PAPA＂${ }^{\prime \prime}=4$.
「いの
TITLE ${ }^{\prime}=5$
PARA＂N1＝5．

TTTLF N＝R

FMD
下ITL？$=7$
O $\triangle P A N A M=7$.
TITLF $\quad{ }^{\prime \prime}=$ ？
OABAH－AH＝A．
FNT
FFFtF $A=0$
FAFA＂$\quad \therefore=9$ 。
TITIE $A!=1 n$
DRARAM AL $=7$ ？
Fun
T－Fft－C－At $=$ 2？
DADA＂$\because=7 ?$ •
TITLE $\quad "=1$ ？
PADAN－A1＝12．
CAD
－TFT
PADA․ N＝13．
TTTLE $:=14$
OADAMA积年
cun
TRTEF $A^{2}=15$
DADAY $N=15$ ．
CTOD
－

## Program 2

Title: Deriodic Function Power Spectrum Zero Initial Value Polynomials and Gaussian Product

This program is similar to the previous one in that the power spectral density is calculated for an orthogonal set. Both $C$ and $C$ squared are printed for several values of N. This program is written to also evaluate the effect of multiplying the orthogonal set by another function which is in this case the Gaussian function.


The advantages are reduced peak-to-average power requirements and reduced bandwidth. The value of the Fourier coefficients for the product function are $C M$ and CSQM, or $C$ modified and $C^{2}$ modified. This program provices a print-out of the values of FMT and FMTM, the product or modified function. In order to use this program to evaluate other functions it is necessary to substitute the desired orthogonal functions and the improvement factor function $p(t)=y_{1}$ for the present set, and change the values on the param card.

```
TITLF DERION!! FUN:CTIN! DO!FFO SOCCTPU゙A
IITLEZTM DOLYNO:IALS AND GAUSSIAM DRONUCT
        ORFI=(SODT(3.))*(TI:AR-K)
        OPF2=(SQRT(5.) )*-(64.*(GTINF-K)**2.1)-(3.**TI:E-k)1)
        \capRF3=(SのロT(7.))*((15.*((TI*E-K)**3.))-(20.*...
```



```
        E\T=(\capワ=1+つPF2+\cap\capF3)
```



```
            VI=FXD(Kl*(T「胙**?.))
```



```
            IA:TA = TVTGPL(C.,F'SNAS)
```



```
            IVTD=INTORL(n.,F!MN!)
```



```
            AN=(?.*TAITA)/T
            FN=(2-*TMINA!\angleT
            rgnon=((AN)**2.)+((SY!)**2.1
            C=.SORT.6く\OmegaNO1--
            F(INA"=F"T'従(COS(6.20*!*TT"E/T))
```



```
            An:A=(I"TrRL(r., F`T`'))/T
```






```
            Ccc:s=((ANO)**2.)+((EN\cdots) 1**2.)
            C^=S\capOT(rSn`")
    IATER :OTLME
```





```
    *yn
    T!TLE "1=?
    OADA:- N=?.
    FMn
    TITL= N=K
    PARA". }\because=3\mathrm{ .
    EN!O
    TITIC ^=4
    O1R1M-n=4
    Ean
    TITLT-A1=5
    OADNN N'=5.
    EN!
    TITLF "=6
    DAPA"A N:=5.
    FAIn
    IITLE !!=7.
    ロ^ロ^" '=7.
    EN员
    TTTLE A'=0
    OARAN N=O
    FN?
    CT\capO
```


## Program 3

Steady State
Polynomial Signals and Channel Filter The purpose of this program is to determine the distortion caused by a filter inserted in the channel to restrict signal energy to a certain pass-band. The program goes through several cycles and more can easily be added using the Title, Contin, and Param cards as examples. A more complex filter can be used (for example, an $n$ stage Butterworth, etc.) to test any. design. DSL-90 contains complex functions commands which allow the evaluation of any filter design. The notation for this program is standard and it is necessary to modify the "param", orthogonal functions, and possibly the "contrl" cards to use another set of functions.

```
    $IEDIT SYSLB3,SRCH
    $IBLDR MAIN
    $IBLDR CENTRL
$IEOIT
TITLE STEADY STATE
TITLE POLYNOMIAL SIGNALS AND CHANNEL FILTER
TITLE RC=.05
    ORF1=(SQRT(3.))*(TIME-K)
    ORF2=(SQRT(5.))*((4.*((TIME-K)**2.))-(3.*(TIME-K)))
    ORF3=(SQRT(7.))*((15.*((TIME-K)**3.))-(20.*...
    ((TIME-K)**2.))+(6.*(TIME-K)))
    FMT=M1*ORF1+M2*ORF2+M3*ORF3
    FMST=REALPL(O.,RC,FMT)
    SIGI=FMST*ORFI
    SIG2=FMST*ORF2
    SIG3=FMST*ORF3
    INT1=INTGRL(O.,SIG1)
    INT2=INTGRL(0.,SIG2)
    INT3=INTGRL(0.,SIG3)
    FMT2=C1*FMT
    FMST2=REALPL(0.,RC,FMT2)
    SIG12=FMST2*ORF1
    SIG22=FMST2*ORF2
    SIG32=FMST2*QRF3
    INT12=INTGRL(0.,SIG12)
    INT22=INTGRL(0.,SIG22)
    INT32=INTGRL(0.,SIG32)
    MRI=INT1-INT12
    MR2=INT2-INT22
    MR3=INT3-INT32
    ERR1=MR1-M1
    ERR2=MR2-M2
    ERR 3=MR3-M3
CONST M1=1.,M2=1, M3=1.
PARAM K=0.,Cl=0, RC=.05
CONTRL FINTIM=1.,DELT=.001
INTEG MILNE
PRINT .02,ERR1,ERR2,ERR3,FMT,FMST,INT3,INT32,INT2,INT22
END
title cycle two
CONTIN
CONTRL FINTIM=2.,DELT=.001
PARAM K=1.,Cl=1.
END
TITLE cycle three
CONTRL FINTIM=3.,DELT=.001
CONTIN
PARAM K=2.,C1=1.
END
TITLE RC=.005, CYCLE ONE
PARAM K=0.,Cl=0.,RC=.005
CONTRL FINTIM=1.,DELT=.001
ENO
TITLE CYCLE Two
CONTRL FINTIM=2.,DELT=.001
```

```
CONTIN
PARAM K=1.,Cl=1.
END
t.Itle cycle three
CONTIN
CONTRL FINTIM=3.,DELT=.001
PARAM K=2.,Cl=1.
END
title cycle four
CONTIN
CONTRL FINTIM=4.,DELT}=.00
PARAM K=3.,Cl=1.
END
STOP
```


## Program 4

Polynomial Functions/Synch Error
This program is used to determine the distortion caused by synchronization error in the receiver of the orthomux system. Time delay (TD) is varied from 0 to .3 seconds of a 1 second normalized period. The polynomial functions and system parameters can be changed to evaluate any other set, it will also be necessary to change the bandwidth for the new set and possibly the "control" time. For the particular set under consideration the print out runs for 1.5 seconds. The receiver period is from $t=T D$ to $t=T D+1$. for each cycle, so the receiver output for each cycle should be read from the print out at $t=T D+1$.

```
TITLF DOLY"O"TAL F!!NCTIONS / SYNCH EPOOR / SW=1
TIILF TI:OC 2ELAY EO!IAL IS 7ERO
        ODF1=(S\capOT(2.)) #(TI'ME-k)
```



```
        \capRF?=(S\capRT(7.))*((15.*((TI'`E-K)**3.))-(20.*...
```



```
        ORF12=(G\capRT(2.))*(TI:E-TC)
```



```
        \capRF2)=(C\capRT(7.))*((15.*((TIPAE-Tr)**3.))-(20.*...
```



```
        FRT=`:1*ODF1+"2*RFF2+'3*ORF?
        FUGI=REALPL+G.,FU,F二T.)
        ST]=STED(TN)
        NELI=2R=12*SII
        \capEL?=ODFO2*ST1
        OL2=~RE22%STI
        CIG\=F"cT*OFL1
        SIG2=FMST*RTLZ
        CIG2= FNST*OEL?
        INT1=IMTCPL(O.,SIEI)
        INT2=I`TGRL(の., CIC-2)
        INT3=FMTGPL(C,,SIC3)
        ERRI='.1-INT1
        ERP2=:2-LNI2
        FPQ?=`?-TMT?
```

    INTEG ジロルッ
    


EA:2
TITLF TN=. 5
DADA: IN=.こ5
Fn?
ILTLE TD=.I
D^DA. $\quad$ TO=.?
Enに .-...-
TTTLE Tn=.15
PAOMN TDE. 15
5 E 0
TITLE TD=.?

FMn
TITLE TR=. $2=$
묘ロ․-TD=.25
Fin
IITLE TO=?
DAPA… TO=.?
Evn
ctoo
1 특NF. ㄷILE


## Program 5

Title: Distortion Due to Amplitude Limiting This program is used to calculate the distortion caused by limiting the maximum swing of the composite function FMT (often called clipping) to specific values. In order to use this program with other functions it is necessary to change the orthogonal functions (ORFI, etc.) and the "contrl" and "Param" cards.

TITLE NO LI＂ITINE
$\triangle R E 1=(502 T(3.1) *(I L: E-K)$
$\operatorname{ORF} 2=(\operatorname{SCPT}(5)) *.((6 . *((T I * \pi-K) * * 2.1)-(3 . *(T I * E-K)))$



FMST＝LIMTT（D1，P2：F＂T）
CIGl＝F：CTHORFl
SIGつ＝FNST＊ORF 2
$\mathrm{CTG}=5 \mathrm{HST} \mathrm{K} G 2 \mathrm{~F}$
NRI＝INTCFL（？．，CIGI）
$\because R 2=$ MTGRL（ $\because$ ．，STG2）
$\because O 2=14 T O Q L(O ., S I G 3)$


$E R 23=: 82-23$
I！TEF $\because$ リリン
COMTRL EINTI：：＝．, ，OELT $=0001$
PRINT，O2，FUCT，ERP1．FPR2，RRR ，CPFL，OPF2，ORF3，FMT

RAMCS GRFI，NDFZ，NDF？，FiiT
EnC
TITLE LI＂ITINO AT •9 OF PFAK VALUE
DAPAN O1－$-5.05, D 2=3.05$
Ev！
TITLELIMITMGAL \＆OE PEAK VALUE
PARA：D1＝－7．？， $\mathrm{D} 2=5.3$
등
TITLE LIMTTJ＂S AT ． 7 C．F PEAK VALUE DAPA： $01=-4.64, P 2=4 \cdot 66$
Fin
TITLELIUITシA AT－．6－CE PEAK VALUE
PADA：Pl＝－3．CO，P2＝3．00
튼
TITLF LIUTTTAC AT .5 OF PEAK VALUE
$D A R A \times n 1=-2.32, P 2=3.32$
Cu！
STOD
FMn OE ETLE
$000=40$

## Program 6

Othomux System with Additive Gaussian Noise This program is written in order to insert random numbers into the channel with a Gaussian amplitude distribution and these values are added to the signal value. As would be expected, the orthomux system is not affected much by this type interference, but it is an interesting use of the digital computer. As before, the program is changed by modifying the "param," "contrl," "const" and orthogonal function cards.


