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ABSTRACT

The effects of bandlimiting on the detection of amplitude
shift keying (ASK) signals disturbed by additive Gaussian
noise have been analyzed using the average threshold method
and the average probability density function method. A sample
detector is used. For a small signal-to-noise (S/N) ratio,
both methods give almost the same probability of bit error
for noncoherent detection, but for a large S/N, the average
probability density function method gives a smaller probability
of error than does the average threshold method. For coherent
detection only the average probability density function method
has been used.

For the same energy of the signal, the results show that
the probability of bit error using a sampler detector is
optimum for BT = 0.6 for the noncoherent detection and for
BT = 0.7 for the coherent detection of ASK signals. For
BT < 1.0, the sampling time t, = 0.5T is optimum for the

coherent and noncoherent detection. For BT > 1.0, the optimum

sampling time ts is variable as discussed in Chapter VI.
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CHAPTER I
INTRODUCTION

The binary communication system consists of the trans-
mitter, the channel, and the receiver. The binary message
is transmitted by the signals éo(t) (corresponding to informa-
tion "mo"), and sl(t) (corresponding to information "ml“)
through the channel which may be a wire link or a radio link.
In the passage through the channel, the transmitted signal is
disturbed by unwanted, random signals known as noise. The
receiver must decide which signal was transmitted.on the
basis of received signal, since the transmitted signal was
disturbed by noise.

In Chapter II, the optimum decision rule, which maximizes
the probability of making correct decisions at the receiver,
will be defined for the binary amplitude shift keying (ASK)
signal. Noncoherent detection of the ASK signal will be con-
sidered using an infinite bandwidth system with an additive
Gaussian noise channel.

In practice, the restriction of the system bandwidth is
inevitable because of transmitter and receiver filtering.

The effects of bandwidth limiting on the detection of ASK
signals will be considered in Chapter III.

In Chapter IV, the probability of bit error for the



bandlimited system, using a sampler detector, will be calculated
by two methods. Noncoherent detection using an envelope
detector of the ASK signal will be assumed.

In Chpater V, the probability of bit error, using a
sampler detector will be considered for the coherent detection
of the bandlimited ASK signal, and the results will be compared
with those in Chapter IV.

In Chapter VI, comparison of the results obtained in

this thesis with those derived in reference [4] will be made.



CHAPTER II

OPTIMUM RECEIVER FOR THE BINARY COMMUNICATION CHANNEL

IN THE PRESENCE OF ADDITIVE WHITE GAUSSIAN NOISE

2.1 Decision Rule of the Optimum Receiver

The communication system under consideration is shown
in Figure 2.1. Here the set of messages {mi} is mapped onto
the set of signals'{si(t)} by the transmitter. The signal is
passed through the channel and is corrupted by additive white
Gaussian noise process n(t). Thus the received signal x(t)
is the sum of si(t) and n(t).

The receiver will map the output r(t) onto the set of
messages {mi}. The receiver will be chosen such that it will
maximize the probability of correct decision denoted by
P[C], or equivalently it will minimize the probability of
error denoted by P[E].

Since we are concerned with the binary ASK signal the
decision rule which minimizes the probability of error is to

map r(t) onto m, if and only if

0
Plmg/r(£)] > Plmy/x(t)] , (1)

otherwise r(t) is mapped onto m, .

2.2 Amplitude Shift Keying Signal

One of the simplest digital modulation schemes is the
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amplitude shift keying (ASK) where the carrier wave amplitude
is switched "on" and "off" as shown in Figure 2,2, The ASK
signal can be generated as shown in Figure 2.3. Here the
modulating signal is

A; nT < t < (n+ 1)T

si(t) =

0] elsewhere
where

A for ml

0 for m,

Thus the ASK signal is written as

Xc(t) = Ai cos wct

2.3 Envelope Detection of the ASK Signal

The coherent detection of the ASK signal has been developed

in several references [1, 2, 3]. Also the effects of band-
limiting on the coherent detection of these signals using an
integrate-and-dump filter has been discussed in reference [4].
Since we are concerned with the effects of bandlimiting on the
noncoherent detection of ASK signals, we will first develop
the theory for the envelope detection for the infinite band-

width case and then study the effects due to limiting the
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Figure 2.3. Block Diagram of ASK Signal Generator



bandwidth of the system.

The communication system using an envelope detector
is shown in Figure 2.4. Here n(t) is an additive bandpass
Gaussian noise, The additive bandpass Gaussian noise can be

expressed [5] as
n(t) = nc(t) cos wct - ns(t) sin wct (2)

where nc(t) and ns(t) are Gaussian distributed and statistically
independent random variables with variance N and zero mean.

The received signal r(t) is

r(t) = Xc(t) + n(t)

= Ai cos Wct + nc(t) cos wct - ns(t) sin wct

= [Ai + nc(t)] cos wct - ns(t) sin wct

= R(t) cos [w_t + @(t)] (3)
where
R(t) =@i +n_(£))2 + nZ(e)
and
it o

Let I(t) be equal to

I(t) = A, + nc(t).
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Then I(t) is Gaussian distributed with mean equal to Ai and
variance equal to N, Since nc(t) and ns(t) are statistically
independent, I(t) and ns(t) are also statistically independent,

The joint probability density function of I(t) and ns(t) is

P (a,8) =P (a) -P (8)
I(t),ns(t) I(t) R (¢)
1 —'{(oc—Ai)2 + 8%
= 51 ©XP /2N (4)
with the transformation
I(t) = R(t) cos @(t) R(t) > O
ns(t) = R(t) sin @(t) -1 < @(t) < =

the joint density function of R(t) and @(t) can be written as

r2—2A.r cose+A?
i i
2N

_r
r(e) (o) (Fr0) T Zpw oxP

for r > 0

- T< O < 7

The marginal density function of R(t) can be obtained as follows

m
Prip) (1) = J PRty ,p(r) (¥ro)ae

-T
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(A§+r2)
e . —— T . (Air/N)cose a6
- 27N P P
-T
A.+r2
- A.r
_r 2N 1 :
= eXp IO (—I\T—) for r > 0 (5)
where
2T
_ 1 X cosb
Iy &x) = Z?[ e de

o

is the modified Bessel function of the first kind and zero order.
When M is sent through the channel, Ai = 0 and the envelope
of the received signal is the envelope of noise signal alone

with the density function

PR(t)(r) =5 © ’ r>0 (6)

which is a Rayleigh function., When m; is sent, A, = A and the
envelope of the received signal has the density function

A%+

r N L
PR(t)(r) =5 © IO(——~) r>0 (7)
which is called a non-central Rayleigh function.
When the signal is large compared to the noise, the

distribution of the envelope is almost Gaussian, and when

the signal is small compared to noise then the distribution
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of the envelope is almost Rayleigh distributed as shown in
Figure 2.5.
Using a mixed Bayes' rule, the optimum decision rule of

(1) maps R(t) onto "m," if and only if

0

P[mO] PR(t) (r/mo)'z_ P[ml] PR(t)(r/ml) (8)

For the case P[mO] = P[ml] = % , BEquation (8) becomes

Pr(t) (£/mg) 2 Ppyy (x/my), (9)

which is the optimum decision rule for making a decision on
the mapping R(t) into "mo".

Under the previous assumptions, the probability of
error will be represented by the shaded areas of Figure 2.5.

The optimum threshold d is well approximated [6] by

d.—.%.#l + 8N/a% .

The exact derivation of the optimum threshold can be found

by letting

Eg. (10) can be written as

..‘...__2 —A—.:.z_-i%. : A‘r .
2N 2N I, ()

e = e

zZi

r
N
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N=0,01

6 | Pp (a/my)

PR(a/ml) for S/N=1

4
/ v Ppla/my) for S/N = 10

~ 50

-—

Figure 2.5. Probability Density Function of the Envelope
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and when simplified, it becomes
A
Ar, 2N
IO ('T\I-) = e . (11)

The solution of (11) for the optimum threshold 4, is a

function of signal-to-noise ratio,
2 2
(s/N) = (A®/4)/N = A"/4N.

which is listed in Table (2.1).
Thus the probability of error when “mO" is sent,

denoted by Pogr is

Priy) (£/mgldr

)
i
S——y
8

el
d
2

- _r
_ " r 2N
= J 5 e dr

a 5 1 .:4,°2

_a - (= "—=) (12)

- e X __ V2 /N

and the probability of error when "ml" is sent, deonted by

Pel’ is
d
Pel = ‘ PR(t)(r/ml)dr
o
rd ;A2+r2
_ r 2N ‘LAY
=] w§ ° Iy (pdr
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Table 2.1

S/N ; A%/4N
; amplitude of the ¢ - w
noise power

; optimum threshold

oo =2 W

[E] ; probability of error

S/N (db) a/fw log, P [E]
~1.08 1.69 -0.5360
0.00 1.75 -0.5875
1.21 1.84 -0.6727
1.94 1.91 -0.7348
2.92 2.02 -0.8355
4.08 2.18 ~0.9842
5.01 2.34 -1.1491
6.02 2.51 -1.3304
7.04 2.72 -1.5790
7.96 2.94 -1.8506
8.94 3.21 -2.2153
9.97 3.53 ~2.6893
11.01 3.91 -3.2938
12.04 4,33 -4,0543
13.05 4.81 -4.9997
13.98 5.28 - -6.0515

15.04 5.91 -7.5784



28 2
— S
= J X e IO( T x)dx
o

28 d

= 1-0(/ = ——
N ’ =

"~ where :
’ o _o2+x?
Q(a,B8) = J xe 2 Io(ax)dx.

B

- Thus the bit-error probability is

P[E]

P[mo] Pe + P[ml] Pe

0 1

_ 1
) [PeO + Pel]

P[E] is tabulated in Table (2.1l) as a function of signal-to-

16

noise ratio (S/N)= A2/4N. The probability of bit error vs

S/N is compared in Figure 2.6 for noncoherent detection of

ASK and coherent detection of ASK using a sample detector.

(13)

(14)

The values of optimum threshold vs S/N are plotted in Fig. 2.7.
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0 '5 10 15 db

S/N = A%/4n
-1 10l1og, , (8/N)

loglOP[e]

Figure 2.6. Probability of Bit-Error vs S/N

A: Noncoherent Detection of ASK
B: Coherent Detection of ASK
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CHAPTER TIT
ENVELOPE DETECTION FOR THE FILTERED SIGNAL

In Chapter II we assumed that the signal component of
the received waveform was unaffected by transmission except for
the addition of noise. Actually the transmitted signal is dis-
turbed not only by the addition of noise but also by the channel.
The channel distortion cannot be neglected if the bandwidth of
the channel is limited. Bandwidth limiting will cause energy
loss of the desired signal, but more importantly it will intro-
duce interference. This interference consists of intersymbol
interference (signal waveform smearing in time) and intermodu-
lation interference (aliasing effects). Aliasing effects can
be neglected if carrier frequency is much larger than the band-
width of the modulating signal, which will be assumed in this
thesis.

In this chapter the performance of the envelope detector
for the filtered signal in the presence of additive white

Gaussian noise will be considered.

3.1 Filtered-Signal Channrel

The filtered-signal channel with additive white Gaussian
noise is pictured in Figure 3.1. The filtered signal is

specified by

.

se; (€)= s (8)*h(t) = [ s;(a) h(t - a) da (15)

- 00
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n(t)
m s (t) S¢ (t)J\r(t) o
:?;ri'Transmitter H (f) '\tj *Receiver h”—?
i20,1 55 (0 £51eer Balt) g

Figure 3.1. The Filtered Signal Channel with Additive

White Gaussian Noise



21

where h(t) is the impulse response of the filter H(f) .

The receiver for the additive white Gaussian noise with
filtering is identical to the one in Chapter II for the channel
without filtering, since the condition that m, was transmitted
uniquely specifies the output of the filter sfi(t) . Thus the
optimum receiver selects m =m for P[mo] = P[ml] , if and

O

only if

Pr (t) (a/mo) > Pr(t) (a/ml) (16)
which 1s the same statement as

where S£0(t) and sfl(t) correspond to the output of the

filter due to input m, and my respectively.

3.2 Envelope Detection of the Filtered Signal

The receiver for the filtered signal using an envelope
detector is pictured in Figure 3.2, Here {mi} is the set of
binary input message, and {si(t)} is the corresponding out-

puts of the vector transmitter where

Ai nT <t < (n+ )T

0 elsewhere

The filter H(f) is an ideal lowpass filter with bandwidth B

depicted in Figure 3.3.
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cos wct n(t)
n Vector s (t) —_pe sf(t) ‘é£3 r(t)
{m ;3 . | - N/
i Transmitter {si(tn Filter {sfi(tn
i=0,1 Band-
f pass
Channel
t=t
s
o R(t) R(t) | Envelope
{m.} Threshold Detection r(t)
1 Sampler 4

Figure 3.2, Ideal Bandpass Additive White Gaussian Noise
Channel With Filtered Signal Using an Envelope

Detector Receiver,



H(f)

Figure 3.3.

Ideal Lowpass Filter

23
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The filtered signal sfi(t) can be written as

[+ <]

Sgi () = s;(B)*h(t) = [ s;(e) h(t - g) d

—-_co

where h{(t) 1is the impulse response of the system, which is
the inverse Fourier transform of H(f) . The transmitted sig-

nal Xc(t) is then equal to
Xc(t) = sfi(t) cos w_t

The envelope detector detects the envelope R(t) of the
signal r(t) which is the sum of the bandpass noise n(t) and
the transmitted signal Xc(t) . The envelope output is sampled
at t = ts and on the basis of the sampled signal R(ts) , the
decision is made as to which message was transmitted.

The optimum threshold which minimizes the probability of

error can be obtained by letting

PR(t)(r/mO) = PR(t)(r/ml) .
Also the optimum decision rule can be stated as follows:

R(ts) is mapped onto "mo“ , if and only if

PR(tS)(r/mO) 2 PR(tS)(r/ml) .
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3.3 Intersymbol Interference by Limiting the Bandwidth of the

Filter

The n-th bit of information can be represented by

An nT <t < (n+ 1)7T

s, (t) = (18)
0 elsewhere

where Al is equal to A when ml" is transmitted and zero

otherwise. The response of the lowpass filter due to the n-th

bit is
Sen(£) = s (£)#h(t) = F T[S (£) H()]

where

s, (£) = Fls_ (t)]
= [ s (v) e I2TEE g¢
seo(£) = [ S _(£) H(E) eI2mEt q¢
B( (n+1)T _. .
- [ a GI2TEE g | 2mEe 4
=8l" nr
B . . o
- f An T 51nf;fT e—j2nf{(2n + 1)7 2t}df

-B

After changing variables, the above can be written as
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7BT . .
_ 1 sin x =-j{2n+1-2t/T}X
Sen (B) =/ =R, e dx
-mBT
Since Sl; X is an even function, we have
2An mBT sin X
Sep(t) = — = cos (2n+1-2t/T)X dX (19)

Thus sfn(t) is a function of An , BT , t/T , and n and

can be expressed as
sfn(t) = AnSI(BT,t/T,n)
where

sin X

SI(BT,t/T,n) %

i
2N
S

cos (2n+1-2t/T)X dX

!
ERLS]
—
bt ol

5 (sin(2n+1-2t/T+1)X+sin (-2n-1

+2t/T+1)X}dx

Il
ERI
S

[+

z {sin (2n+2-2t/T)x-sin(2n-2t/T) x}dx

(2n+2-2t/T) nBT

- i [f sin Y ay
T Y
0
(2n-2t/T) nBT sin Y
- f v 4]
0
1 (2n+2-2t/T) wBT sin X 5
== % X

(2n-2t/T) #BT
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Table 3.1 shows values of SI(BT, t/T, n) as a function

of BT for different values of /T and n .

The response of the lowpass filter due to the in~inite pulse

train can be expressed as

w(t) =} sg () =} A SI(BT, t/T, n)
n==—oo n=-—o
2A TBT .
=2 20X oo (1 - 2t/T)xdX
T 0 X
s 2An B sin X
+ ) - f % cos (2n+l - 2t/T)XdX (20)
n=-—ow 0
n#0

The first term is the desired signal and the second term is the
intersymbol interference due to limiting the bandwidth of the
filter. As B » o , the first term becomes so(t) and the
second term becomes zero, for 0 < t < T , which was the case

discussed in Chapter II. Mathematically,

. 2A #BT .
lim 0 sin X
B> ——1-]_—- J‘O —X—- CcOSs (l 2t/'.:[')XdX
7BT Aosin X
= lim | < cos(l - 2t/T)XdX

B>~ -7BT

BT . .
= lin [ { [ A, e 32"t g} QI27EE 4
3 0
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0.80 -0.425x10 2
0.85 -0.179x1072
0.90 0.111x1072
0.95  0.337x10 2

TABLE 3.1 (CONT'D)

-0.564x10"
-0.534x10"
-0.455x10"
-0.344x10"
—0.220x10;
-0.944x10"
0.195x10"
0.113x10"
0.182x10"

0.223x10"

0.318x10"
0.259x10"

0.119x10
-0.349x10"
-0.147x10"
-0.187x10"
-0.152x10"
~0.682x10"

0.272x10"

0.986x10

1.0
n=20 n=1

1 o.118x10t —0.546x10"
L o.117%101 -0.528x10”
1 0.114x10% —0.408x10"
1 o.109x101 -0.189x10"
1 o0.103x10%  0.141x107
2 0.948 0.589x10
2 0.858 0.116

1 0.760 0.185

1 0.657 0.265

1 9.553 0.354

2.0

n =20 n =1

1 0.903 0.318x10"
1 0.922 0.247x10"
1 0.974 0.366x10"
2 9.104x10' -0.268x10"
1 0.110x10" -0.560x10"
b o.112x10% —0.694x10”
1 0.109x10% —0.510%10"
2 o.101x10% 0.119x10"
2 5.860 0.125

2 0.676 0.284

1
1
1
1
1

1

1
1
2

1
1
1
1

1
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n =2

-0.130x10"
-0.123x10"
-0.102x10"
-0.677x10"
-0.219x10"

0.321x10"

0.896x10"

0.145x10
0.192x10

0.224x10

n = 2

"0.668x10"
0.535x10"
0.167x10"

-0.312x10"

-0.723x10"

-0.888x10"

-0.708x10"

~0.211x10"
0.444x10"
0.101x10"

1

1

1

2

2

2

2

-1
-1
-1

2

2

2

2

2

2

2

2

2
1
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where so(t) is equal to A for 0 <t < T and equal to zero

elsewhere. The second term is equal to

ot 2An mBT sin X
lim Y - / = cos(2n + 1 - 2t/T)%aX
By nm—-o
n#0
o B (n+1)T s .
= § 1lin[ { [ a e IPTEE qry QI2TEE g
n=-o B>o -B nT
n#0
= ) s,(t)
n:——oo
n#0
=0 for 0 £t T

The transmitted signal due to the infinite pulse train is

Xc(t) = w(t) cos wct
2A BT .
= 0 / sin X cos(l - 2t/T)XdX] cos w_t
kil 0 X c

-+

[zm 2An fﬂBT sin X

< — cos(2n + 1 - 2t/T)XdX] cos w t

== Q0 ’"’

n#0

The noise power N can be represented as a function of the
parameters of the channel. Since the white Gaussian noise power

spectrum is

S‘V(f) = N0/2 ’ -0 < f < o
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then the power in the bandpass nosie is

oo

E(nf()} =nf0) == [ |un]|? at

where H(f) 1is the transfer function of the channel filter
which is shown in Figure 3.4. For the bandpass channel in

Figure 3.4, the noise power 1is

N ~f+B £ +B
E {nz(t)}=—2-°-[j 1112 af + | 1112 af)
-f -B f -B
C C
NO
= 2:22'B = 2BN, = N

If we limit intersymbol interference to the n preceding
and subsequent bits, we then have 22n different patterns to
consider. Denote Pi(s) as the probability that the center
bit is detected in error given that i-th pattern is transmitted.
Since each pattern will occur with the same probability, the
average bit-error probability P[e] can be expressed as

2

2n
1

Ple]l = —— P. (¢) (21)
Ly P :

where Pi(e) is the probability of error for the i-th pattern,

i.e.,

N

Pl(e) = [P:L(E/mo) + Pl(e/ml)]

llm 1"

Denote by fo(t) the output of the lowpass filter when 0



H(f)

1.0

32

i = e —

-f -B ~£f -f +B 0 f ~-B
c c c

Figure 3.4. Bandpass Channel Characteristic

¥

Hh



33

is transmitted. This will be expressed as

sin X
X

{fo(t)} cos(2n+l - 2t/T)X dX

|
o~
=
o
—

= 3 A SI (BT, t/T, n)

n:—oo

n#0

A SIO(BT, t/T) (22)

where

[>~]

] A, SI(BT, t/T, n)

n=-ow

n#0

|

SIO(BT,t/T) =

Also denote by fl(t) the output of the lowpass filter when

"my" 1is transmitted. This will be expressed as

’ BT .
2 " sin X
{£,(0)) + = 2

{fl(t)} cos(l - 2t/T)X dX

{fo(t)} + A SI(BT, t/T, 0)

A SIl(BT, t/T) (23)
If we could neglect the intersymbol interference for n = M

there will be 22M different bit patterns around the bit under

detection. These patterns will be shown in Figure 3.5. The
lowpass filter output w(t) , when the i-th pattern is trans-

(t) for A.=0 and f, . (t)

mitted, will be denoted by £
0 1,1

0,1
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A-M » . [ ] A— l Ao Al ® L] . AM
e e P Y
M bits bit under detection

Adjacent i-th pattern A?M A-(M—l) ¢ e . A__l AO Al e . e AM—l AM
l 0 O L ] L ] L] 0 Ao 0 L3 - . 0 0
2 0 o . . . 0 AO o ... 0 A
22M A A . . . A Ao A . . . A A

Figure 3.5. List of the Adjacent Patterns
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for Ajf~A . As an example consider the second adjacent pattern

0
The lowpass filter output w(t) , when Ao = 0 , will be denoted
by fO,Z(t) . Then
BT .
£q () = 22 §i§—§ cos(-2M + 1 - 2t/T)X dX
14

T 0

A SI(BT, t/T, -2M)
= A SI, . (BT, t/T) (24)
0,2

and w(t) , when AO=A , will be denoted by fl 2(t) s Where
14

2A 7BT

_ sin X

= cos (1 - 2t/T)X dxX

0

= A SIl,Z(BT’ t/T) (25)

The effects of bandlimiting on the detection of ASK signals
discussed in this chapter will be considered in the calculation

of bit-error probability in Chapter 1IV.



CHAPTER 1V

PROBABILITY OF ERROR CALCULATION

In this chapter the probability of bhit error is
calculated using two different methods, the average
threshold method and the average probability density

function method.

4,1 The Average Threshold Method

The output of the filter for the i-th pattern can be
written as

2A

£, . (t) = % —_ ?BT SInX o5 (2n+l - 2t/T)XAX
0,i - m X

n=-M,n#0 o

=A SIOIi(BT,t/T)

for no pulse in the moddle of the pulse train, and

TBT .
2A sinX
fQi(t)+*F'o X

= A SIl,i(BT, t/T)

G
i

cos(l - 2t/T)XdX

for a pulse in the middle of the pulse train.
The conditional probability density functions for

the envelopes are

Pplo/my) = PR(a/fo'i)

2 2
_ fO'i+a
N 0 N
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PR(a/ni) = P (a/fl 1

£2 2 (26)

where the first density function is for the zero input and
the second density function is for the nonzero input., The
conditional density functions for the envelope of the i-th
pattern are shown in Figure 4.1,

The optimum threshold for the given i-~th pattern will
be denoted “di" and the bit-error probability Pi[e] can be

calculated as

da,
® 1
[Cfl PR(a/fO'i)doH- J'O PR(a/fl,i)da]

i

N} -

Pi[E]

! 28 s
= 7[Q(J SI 3 BT, E/T) )

- dy
+1- Q2 s (BT, &/T) /ﬁ_)]

For another pattern, the bit-error probability will be,

Pj[s] = i-[é. PR(a/fO,j)da+ fo PR(a/fl,j)da]
d.
1 2 3?_3
= 5 [Q( X SIO j (BT, t/T), SR )

+ 1 - o(‘l 28/N" SI (BT t/T)r/N )]
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Figure 4.1, Conditional Probability Density Functions

for the i-th Pattern
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For M=2, the different sequences, conditional probability

density functions, and the probabilities of error are

Adjacent
Adjacent Pattern £fh ¢+ £q 5 Pola/f, ) Po(a/f, ) 4, P.le]l 4, P, [E]
Pattern Sequence 0,1 "1,1 "R 0,1 R 1,1 1 =1
1 00 A, 00 fo,l fl,l PR(a/fO,l) PR(a/fl’l) dl Pl[e] d Pl[E]
2 00 A, 00 f0,2 fl,2 PR(a/fO,z) PR(a/fl’z) d2 Pz[s] d PZ[E]
16 A AA

0 B A £y 16%1 16PR(/Eg 19 Prla/fy 19 d1P1dE) @ PylE]
d Plel] 4 P [E]

Thus the probability of bit-error P[e] is given by

2M
1 22 el
Plel = —== P.le
22M i=1 1
- 22M 1. d;
-1 7[; Po(a/Ey da+ [ P (a/E; i)da]
2 i=1 di 4 o '

From a practical point of view it is desirable to fix
the threshold. One way to do is to consider d as the average

of all thresholds
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and the corresponding probability of error is, for M=2

S
P[E] = I?[ji fd Ppla/fy ;)do+

N =

a
fo Ppla/f; 4)do

d

fo Ppla/f) ,)da

N

. l @ .
+ 5 Id Ppla/fy 5)dat

I d
"1 1
+ 5 fd PR(a/fO'lG)da+ 5 fo PR(a/fl’lG)du]

1 16 J
= 7 L [Q( 2S8/N SI (BT t/T), d//'— )
+ 1 - Q(JZS/N SI (BT t/T), d//")] (27)
which in general can be written as
PIE] = —= 2§M LM e s, a fd (0/f, ;)4
= e ot P [0 ] . o+ P Q . o
22M = 2 [ a R 0,1 o R 1,1 ]
2M .
= X 22 (JZS/N st? . (BT,t/T),d//N)
= saeTr Lt |© 0,i (BTrE/T),

+1 - Q(szs/N SIJZ_'i (BT, t/T), d/\/ﬁ)] (28)
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4,2 Average Probability Density Function Method

Another way of finding the probability of bit-error
is to calculate the average of the conditional probahility
densities for a zero pulse and the conditional probability

density for the nonzero pulse. These averages are

22M
_1
Ppla/my) = — .Z PR(a/fO,i), for m,
2 i=1
and 22M
—4 . .l
PR(a/ml) = >N _Z PR(a/fl,i)' for my
2 i=1
Thus the probability of bit-error is
. l m B
P[E] = 7[j8 Py (a/mg) do+ jo PR(a/ml)da] (29)

where B is the optimum threshold, which is the intersection
of the average probability density functions PR(a/mo) and

PR(a/ml).

The probability of error can be written as
2M 2M

I 2 B .. 2
1 1 1
PE] —-[ P_(o/En :)dat P (/£ -)da]
2 IB ZEMizl R 0,1~ Io 2§M iZl R 1,i

2M
. .l. 2

;277;'1‘1‘ L 1[ o(st/N SI ; (BT, t/T), B/V/N)

+

1 - o(# 25/N SI ; (BT, t/T) , B/VN ):, (30)
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where B is a solution of the eguation

,24
or
£2 462 £2 . +6°

52M _ 0,i B £ _1,i B £
RN N i 7 SO B> R U% R
(LU 0w N 0' T W

oxr fz f2
22 70,4 8 £ _71,i 8 £ !
J le N p o Ody oo A LA {20 (31)
L o\ T

Table 4.1 shows the probability of bit-error as a
function of signal-to-noise ratio for BT<1l.0 using the two
different methods for M=2, The sampling time ts is set
at 0.5T where the signal value is maximum [4]. However for
BT> 1.0 the optimum sampling time tS is variable and can
be determined from Table 4.3 and Figure 4.3, Tables 4.1 and
4,2 are plotted in Figures 4.2 and 4.3, respectively. For
BT>1.0 the probability of error is tabulated in Table 4.3
for differet sampling time ty using the method in 4.2,

Table 4.3 is plotted in Figure 4.4.
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Table 4.1

Probability of Error by Methods (1) and (2)

(1) : Average threshold method.
(2) : Average probability density function method.
s/N=2%/4N

A : Amplitude of the rectangular pulse.

d : Average threshold.

B : Optimum threshold.
ts : 0.5T (sampling time).
M : 2.
BT=0.5
s/N Threshold Average probability of Error
method (1) method (2) by (1) by (2)
db a/ & BAN
~6.02 1.50 1.50 0.4285x10°  0.4285x10°
0 1.72 0.2812x10°
3.52 2.05 2.04 0.1506x10°  0.1506x10°
6.02 2.42 0.6820x10°
7.96 2.85 2.83 0.2601x10"%  0.2680x1071
9.54 3.26 0.9403x10" 2
10.88 3.75 3.70 0.2995x10"%  0.2957x10" 2
12.04 4.15 . 0.8596x1073
13.06 4.70 4.62 0.2448x1073  0.2344x1073
4

13.98 5.09 0.6112x10
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BT = 0.6
S/N Threshold Average probability of error
Method (1) Method (2)
db SVARE B/AIN: by (1) by (2)
~6.02 1.51 1.51 0.4147 0.4147
0 1.78 0.2502
3.53 2.15 2.15 0.1182 0.1182
6.02 2.58 0.4528x10" "
7.96 3.05 3.02 0.1460x10™1  0.1456x107T
9.54 3.49 0.3939x10 2
10.88 4.04 3.97 0.9590x1073  0.9321x107°
12.04 | 4.46 0.1996x10" 3
13.06 5.07 4.96 0.4481x10"% 0.4105x107%
13.98 5.47 0.9953x10"°
BT = 0.7
S/N Threshold Average probability of error
Method (1) Method (2)
db a/N: BAN: by (1) by (2)
~6.02 1.51 1.52 0.4129 0.4129
0 1.79 0.2467
3.52 2.17 2.17 0.1157 0.1157
6.02 2.60 0.4437x10° 1
7.96 3.09 3.05 0.1463x10" %  0.1453x10° %
9.54 3.52 0.4112x10 2
10.88 4.10 4.00 0.1107x10"%  0.1049x10™2
12.04 | 4.49 0.2496x107 3
13.06 5.15 4.99 0.6760x10"4  0.5761x107%
4

13.98 5.51 0.1445x10
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BT = 0.8
S/N Threshold Average probability of error
Method (1) Method (2)
db a/{v B/IN by (1) by (2)
~6.02 1.52 1.52 0.4131 0.4131
0 1.79 0.2478
3.52 2.18 2.18 0.1176 0.1176
6.02 2.63 0.4631x10" "
7.96 3.13 3.13 0.1590x10 % 0.1587x10" 1
9.54 3.62 0.4773x10 2
10.88 4.19 4.15 0.1319x10 2 0.1305x10" 2
12.04 4.69 0.3286x10™3
13.06 5.28 5.23 0.7826x10 4 0.7691x10 %
13.98 5.79 | 0.1779x10™4
BT = 0.9
S/N Threshold Average probability of error
Method (1) Method (2)
db d/(~ B/[N by (1) by (2)
~6.02 1.52 1.52 0.4069 0.4069
0 - 1.82 0.2344
3.52 2.23 2.23 0.1041 0.1041
6.02 2.70 0.3719x107 %
7.96 3.21 3.20 0.1113x10" % 0.1112x107 %
9.54 3.73 0.2798x10" 2
10.88 4.30 4.27 0.6200x10™> 0.6158x10 >
12.04 4.83 0.1219x1073
13.06 5.42 5.39 0.2356x10 0.2335x10" %
5

13.98 5.96 : 0.5861x10
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BT = 1.0
S/N Threshold Average probability of error
Method (1) Method (2)
do aN BANN by (1) by (2)
~6.02 1.53 1.53 0.4025 0.4025
0 1.83 0.2251
3.52 2.26 2.25 0.9503x10 " 0.9501x10"1
6.02 2.73 0.3134x1071
7.96 3.25 3.24 0.8344x10™2 0.8337x10 2
9.54 3.77 0.1971x10™2
10.88 4.35 4.32 0.3271x10"3 0.3246x10" 3
12.04 4.88 0.5239x10 3
13.06 5.48 5.44 0.9753x10 0.9655x10™°
13.98 6.02 0.3831x10™°
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0 2 4 6 8 10 12 14

10 1oglo S/N

S/N = A%/4N
\\\\ t = O.ST
S
by [2]
\
N
I\
N\
N\
\
\
\
\
\ BT=c0
BT=1.,5

BT=0.5

Figure 4.2, P[E] vs S/N for a Noncoherent

Detection of Bandlimited ASK

loglOP[E]

db
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Table 4.2
Probability of error by methods (1) and (2)
(1) ; Average threshold method

(2) ; Average probability density function method

E ; Signal energy

E S

= = =,2BT

NO N

d ; Average threshold

B ; Optimum threshold

t, ; Sampling time (0.5T)

intersymbol interference ; 2 proceeding & 2 following pulse.

BT = 0.5
S/NO Threshold Average probability of error
Method (1) Method (2)
db a/JwN BAN by (1) by (2)
~6.05 1.50 1.50 0.4285 0.4285
0.0 1.72 0.2812
3.52 2.05 2.04 0.1506 0.1506
6.02 2.42 0.6820x10” 1
7.96 2.85 2.83 0.2691x10 % 0.2686x107 "
9.54 3.26 0.9403x1072
10.88 3.75 3.70 : 0.2995x102 0.2957x10"2
12.04 4.15 0.8596x10 >
13.06 4.70 4.62 0.2448x107° 0.2344x1073
4

13.98 5.09 0.6112x10
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BT = 0.6
E/N0 Threshold Average probability of error
Method (1) Method (2)
db a/fN BN by (1) by (2)
~5.26 1.51 1.51 0.4147 0.4147
0.79 1.78 0.2502
4.31 2.15 2.15 0.1182 0.1182
6.81 2.58 0.4528x10 1
8.75 3.05 3.02 0.1460x10 % 0.1456x10 *
10.33 3.49 0.3939x10™2
"11.67 4.04 3.97 0.9590x10 3 0.9321x10" 3
12.83 4.46 0.1996x107 >
13.85 5.07 4.96 0.4481x10™ % 0.4105x10"4
14.77 5.47 0.9953x10°
BT = 0.6
E/N0 Threshold Average probability of error
Method (1) Method (2)
b -V B/ by (1) by (2)
~4.59 1.51 1.52 0.4129 0.4129
1.46 1.79 0.2467
4.98 2.17 2.17 0.1157 0.1157
7.48 2.60 0.4437x107 %
9.42 3.09 3.05 0.1463x10 1 0.1453x107 1
11.00 3.52 0.4112x1072
12.34 4.10 4.00 0.1107x10™2 0.1049x10™ 2
13.50 4.49 0.2496x10"3
14.52 5.15 4.99 0.6760x10 0.5761x10 %
15. 44 5.51 0.1445x10" %
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BT = 0.8
E/Ng Threshold Average probability of error
Method (1) Method (2)
db a/Jw BN by (1) by (2)
~4.01 1.52 1.52 0.4131 0.4131
2.04 1.79 0.2478
- 5.56 2.18 2.18 0.1176 0.1176
.8.06 2.63 0.4631x10™ %
10.00 3.13 3.11 0.1590x107 1 0.1587x10" T
11.58 3.62 0.4773x10"2
12,92 4.19 4.15 0.1319x10™2 0.1305x10" 2
14.08 4.69 0.3286x10" >
15.10 5.28 5.23 0.7826x10"4 0.7691x10"%
15.02 5.79 0.1779x10™4
BT = 0.9
E/N, Threshold Average probability of error
Method (1) Method (2)
db auw BAN by (1) by (2)
~3250 1.52 1.52 0.4069 0.4069
2.55 1.82 0.2344
6.07 2.23 2.23 0.1041 0.1041
8.57 2.70 | | 0.3719x10" %
10.50 3.21 3.20 0.1113x107t 0,1112x10" %
12.09 3.73 : 0.2798x10™2
13.43 4.30 4.27 0.6200x10° 0.6158x10"3
14.59 4.83 0.1219x1073
15.61 5.42 5.39 0.2356x10 "% 0.2335x104
5

16.53 5.96 0.5861x10
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BT = 1.0
E/No Threshold Average probability of error
Method (1) Method (2)
db a/JN BAN by (1) by (2)
~3.04 1.53 1.53 0.4025 0.4025
3.01 1.83 0.2251
¢ 55 2.26 2.25 0.9503x10 T 0.9501x10  *
-1
9. 03 2.73 0.3134x10
-2 -2
10.97 3.25 3.24 0.8344x10 0.8337x10
-2
12.55 3.77 0.1971x10
-3 -3
13. 89 4.35 4.32 0.3271x10 0.3246x10
-4
15.05 4.88 0.5239%10
-5 -5
16.07 5.48 5.44 0.9752x10 0.9655x10
6.02 0.3831x107°

16.99
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Figure 4,3.. PTE]'VS'E/NO

log 1, PIE]

10 15 db

10 log E/No
ts = 0.50T

BT = 0.5
BT = 0.6
BT = 0.7
BT = 1.0

Envelope Detection For ASK



Probability of Error by the Method (2) for

S/N

db

-6.02

10.88
12.04
1 13.06

13.98

S/N

~6.02

7.96

10.88
12.04
13.06

13.98

ts =

BAN
1.51

1.76

2.92

0.50T

P [E]
0.4165
0.2528
0.1188
0.4390x10
0.1292x10"
0.2952x10
0.5319x10"
0.7843x10
0.1235x10"

0.4829x10

0.80T

P (g
0.4201
0.2607
0.1267
0.4903x10"
0.1531x10"
0.3774x10
0.7435x10
0.1203x10"
0.1871x10"

0.5565x10

1
1
2
3
4
4

5

1
1
2
3
3
4

5

Table 4.3

BT = 1.5
t, =
B/IN
1.51
1.78
2.14
2.56
3.00

3.45

3.92

3.29

4.66

0.65T

P [E]
0.4155
0.2524
0.1212
0.4793x10"
0.1625x10
0.4758x10"
0.1241x10
0.2951x10
0.6618x10

0.1564x10

0.85T

P (E]
0.4256
0.2742
0.1427
0.6192x10
0.2302x10°
0.7402x10"
0.2077x10"
0.5182x10
0.1166x10

0.2525%x10

BT>1

1
1
2
3
3
4

4

1
1
1
2
3
3
4
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0.75T

p [E]
0.4170
0.2545
0.1217
0.4680x10
0.1486x10
0.3873x10"
0.8499x10
0.1620x10
0.2938x10"

0.7344%10

1
1
2
3
3
4
5
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BT = 2.0
S/N £t = 0.50T t = 0.60T t_ = 0.75T
db 8//N P [E] BAN P [E] s/W P [g]
-6.02 1.50 0.4286 1.50 0.4206 1.52 0.4081
0.00 1.72 0.2763 1.75 0.2618 1.81 0.2358
3.52 2.05 0.1434 2.09 0.1277 2.20 0.1039
6.02 2.43 0.6099x10° T 2.49 0.4963x10 " 2.66 0.3591x10 %
7.96 2.83 0.2156x10 " 3,01 0.1211x10°% 3.13 0.9991x10” 2
9.54 3.26 0.6311x10™ 2 3.36 0.3828x10 2 3.64 0.2218x10° 2
10.88 3,70 0.1537x1072 3.82 0.7500x10 > 4.15 0.4068x10 >
12.04 4.16 0.3184x10 3 4.28 0.1197x107° 4.68 0.6474x10"%
13.06 4.61 0.5865x10 2 4.75 0.1835x10 % 5.21 0.1130x10 %
13.98 5.08 0.1197x10"% 5.22 0.5517x107° 5.75 0.4287x107°
S/N t_ = 0.85T t_ = 0.90T
db BAN P [E] B/ P [g]
6.02 1.54 0.4175 1.50 0.4293
0.00 1.76 0.2549 1.72 0.2835
3.52 2.12 0.1208 2.04 0.1539
6.02 2.53 0.4154x10 © 2.42 0.7141x107"
7.96 2.96 0.1345x10° T 2.82 0.2920x107"
9.54 3.42 0.3114x102 3.25 0.1079x10”t
10.88 3.89 0.5683x107 3 3.70 0.3592x10 2
12.04 4.36 0.8446x107% 4.16 0.1094x10 2
13.06 4.84 0.1312x10 % 4.63 0.3040x107°
5 4

13.98 5.32 0.4931x10 5.10 0.7750x10



S/N

0.00
3.52
6.02

10.88
12.04
13.06

13.98

S/N

db

~-6.02

10.88
12.04
13.06

13.98

t, =
B/JIN
1.51
1.75
2.11
2.51

2.94

2.55
2.99
3.46
3.93

4.40

0.50T
P [E]
0.4190
0.2582
0.1241
0.4724x10"
0.1440x10
0.3430x10°
0.6454x10
0.9874x10
0.1513x10"

0.5152x10

0.85T

p [g]
0.4157
0.2515
0.1183
0.4426x10"
0.1346x10
0.3285x10
0.6588x10
0.1122x10"
0.1888x10

0.5582x10

1
1
2
3
4
4
5

1
1
2
3
3
4

5

2.5
0.60T

p [H
0.4196
0.2600
0.1269
0.5000x10
0.1626x10
0.4331x10
0.9649x10"
0.1851x10
0.3315x10"

0.7906x10

0.90T

P [H
0.4232
0.2680
0.1349
0.5519%x10"
0.1872x10"
0.5220x10"
0.1213x10"
0.2403x10"
0.4302x10

0.9289x10

1
1
2
3
3
4

5

1
1
3
2
3
4

5

2.57
3.01
3.47
3.95
4.43
4.91

5.41
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0.75T
P [E]
0.4149
0.2500
0.1171
0.4374x10°
0.1334x10"
0.3288x10"
0.6731x10"
0.1181x10"
0.2026x10"

0.5753x10

1
1
2
3
3
4

5



7.96

10.88
12.04
13.06

13.98

S/N

ts =

BN
1.51
1.78
2.16
2.59
3.05

3.52

0.50T

r [g]
0.4125
0.2444
0.1110
0.3930x10
0.1101x10"
0.2385x10
0.4089x10
0.5847x10
0.9815x10

0.4464x10

0.85T

p [E]
0.4100
0.2397
0.1074
0.3783x10
0.1075x10"
0.2436x10"
0.4553x10"
0.7313x10"
0.1254x10

0.4511x10

1
1
2
3
4
5
5

1
1
2
3
4
4

5

BT 3.0

t =
S

B/

1.50
1.75
2.10
2.50

2.92

2.96
3.41
3.88

4.35

5.30

0.60T

P [E]
0.4203
0.2612
0.1271
0.4922x10°
0.1534x10
0.3762x10
0.7333x10
0.1164x10
0.1786x10

0.5458x10

0.90T

P [E]
0.4180
0.2560
0.1218
0.4580x10
0.1375x10
0.3210x10"
0.5914x10
0.8863x10
0.1369x10

0.4933x10

1
1
2
3
4
4

5

1
1
2
3
4
4

5
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0. 75T

p [
0.4176
0.2550
0.1209
0.4521x10"
0.1348x10
0.3124x10"
0.5704x10"
0.8478x10
0.1316x10"

0.4933x10

1
1
2
3
4
4
5
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BT = 3.5

S/N  t_ = 0.50T t_ = 0.70T t_ = 0.80T

db BN/ N P [E] BNV N P [E] BN N P [E]
-6.02 1.51 0.4179 1.51  0.4204 1.51  0.4162

0.00 1.76  0.2558 1.75  0.2617 1.77  0.2522

3.52 2,11 0.1217 2.10 0.1282 2.13  0.1184

6.02 2.52 0.4568x10"T  2.50 0.5056x10"% 2.55  0.4383x10° T

7.96 2.96 0.1369x107% 2.92  0.1633x10"1 2.99  0.1298x10"1

9.54 3,41  0.3187x1072  3.37  0.4272x10° %  3.45  0.3007x10 2
10.88 3.88  0.5845x10° >  3.82  0.9197x10° >  3.92  0.5550x10 >
12.04 4.35 0.8714x10°% 4.28 0.1674x107°  4.40 0.8472x10” %
13.06 4.83 0.1345x10"% 4.74 o0.2840x10"% 4.88 0.1350x10”%
13.98 5.31 0.4969x10™°  5.21  0.6997x10 > 5.37  0.4927x10 >

S/N  t_ = 0.90T t_ = 0.95T

db BNN P [E] BN/ N P [E]

-6.02 1.51 0.4163 1.50  0.4312

0.00 1.77 0.2526 1.72  0.2895

3.52  2.13  0.1189 2.04 0.1636

6.02 2.55 0.4422x10" %  2.42  0.8211x10 T

7.96 2.98 0.1321x10° % 2.82  0.3808x10 "

9.54 3.44 0.3105x10°2  3.25 0.1684x10° T
10.88 3.91 0.5859x107°  3.69  0.6969x10 2
12.04 4.39 0.9198x10~% 4.16 0.2712x1072
13.06 4.87 0.1478x10°% 4.64 0.9809x1073

5 3

13.98 5.35 0.5072x10" 5.12 0.3265x10
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0 5 10 15 db

10 log 10 S/N

S/N = a2/4n

Figure 4.4.

log 10 PIE]

P[E] vs S/N

5

il

i

I

0.5T

0.65T
0.80T
0.85T
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Figure 4.4,

P[E] vs S/N

10

db
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Figure 4.4.

log ;, PIE]

PJE] vs S/N

10 15

10 log S/N
S/N = A2/4N
BT = 2.5

0.50T

0.60T
0.85T
0.90T

db
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Figure 4.4 PI[E] vs S/N

log 10 PIE]
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Figure 4.4

log 10 P[E]

PIE] vs S/N

10 15 db

10 log ;4 S/N

S/N = A2/4N
BT = 3.5
A: ts = 0.50T, 0.80T
B: ts = 0.70T
C: ts = 0.90T
D: t_ = 0.95T
s



CHAPTER V
DETECTION OF ASK SIGNALS USING A SAMPLER

So far we have considered envelope detection of the
ASK signal. Also in [4], the detection of ASK signal using
an integrate~and-dump filter was considered. In this chapter,
the detection of ASK signal using a sample detector is to be
considered.

The system for the detection of the ASK signal using a
sampler is shown in Figure 5,1. The output of the filter in

the receiver sd(t) can be found to be
1
s4(t) = 5 [w(t) + n_(£)] (32)

where w(t) and nc(t) are as shown in (20) and (2), respectively.
The conditional probability density functions given that

the i-th pattern is transmitted with no pulse in the middle is

2
(a=f, )
(a/£y 3) = —= exp(- —ppti_) (33)

S 27TN

P d(a/mo) = PS

d

Similarly, for the case for a pulse in the middle of the

pattern is

l (a—fl,i)z
Psd(a/ml) = Psd(a/fl,i) = ;;E exp (- N ) (34)



64

LPF cos wct n(t)
m Vector s (t) w(t) é AN ritl
-f;‘?‘rransmitter H(f) L/
i
i 0,1 rH(f)
»f
-B 0 B
A t =ty cos w_t
«——— 1 Threshold | H(f)
{m, }
Figure 5.,1. Sample Detector
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Using the average probability density function method, the

probability of bit-error is

Lo LY P (a/f, da+ [ - Y P (a/f, ,)da]
P[E] = = — .)da —— .
2 g 22M Ly "sg 0,1 Ze 22M ;2 T84 1l,i
(35)
22M
Coq
where B8 is an intersection of —— 2 P (a/f, .) and
2M s 0,1
2 2 i=1 d
2 M
_— Z
— P (o/f, .).
22M iz1 Sd 1,1
Since P_ (a/f, .) and P (OL/f1 .) are Gaussian distributed,
oM Sa 0.2 L %@ ot
ol 2 s .
>N z PS (a/fo’i) and —>% 'E PS (a/fl,i) are also Gaussian
2 i=1 d 2 i=1 d
distribited with means oM
2
. .l
fo,. === ) f. . (36)
0,1 22M i=1 0,1
and 22M
1
f1,1 = oo Loy (37)
i=1
and the same variance 62. Thus
- z%M - . =t E
P, (o/m,) = —5= " —— exp (- L )
Sgq 0 22M R 2N
i=1
2
o (a~-£. .)
= 2 exp(- ——r) (38)
20



and

P

The optimum threshold will be the intersection of P

(o 1 2§M 1 ( (o-£1 )7
a/m.) = —— —— exp (-~ L )
a T M iz 2N
= exp (- 5 )
/ZWGZ 20

50,1751 ,1

and Ps (a/ml), which is —t— .

d

From (30), then the probability of error is

P[E]

2M 2

=]

(a-fo i)

..]_'. ._1;._. f 22 ._].'__ exp (- ! )da
212°M g 321 /oW 2

2M

B 2 (a-f, .) ]
e [ ] 1 ex 1,1
- p(~ —szt——— )doa
2?M Lo i-1 /7 2N ]
1 IB 2;M L ( (a—flri)z )
—— exp (- ———gizt—— )da
2M o i21/7%W 2N
(B-£; ;)
22M S
1M ) | /;w_ : eXp(—xz/z)dx
277 i=1 " =® 2% -
(fl,i— B)
1 22M- 1 .2 Y 2N
52M .21 i _‘/:.": / exp (—y%dy]
1= T O

66

(o/my)

(39)
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2M
= & 501 - erf (—Lt—)]
2 i=1 V2N
2M
277 £, .+f. .
= —lﬁ ) %[1 - erf (—- (£, ;- —lLij—gLi))]
2 i=1 /2N d
- 22M 1 B ST, ; (BT, £/T)
_ _ - r
=5 izl Ezﬁ [1 erf{ }%;— (Sll,i(BT't/T) =
sI . (BT,t/T
- Zoa TRy,
2
(40)
where
L, X 9
erf (x) = === [ exp(-y“)dy
Y1 o

is the error function.

The probability of bit error is calculated using (40).
For BT < 1.0, the sampling time tS is set at 0.5T which was
discussed in Chapter IV. The probability of bit error vs
E/NO, using a sampler detector for several BT, is compared
with noncoherent detection of ASK, coherent detection of ASK,
and coherent detection of phase shift keying (PSK) [4] as
shown in Figure 5.2a. The probability of bit error vs S/N
using a sample.detector for several BT is compared with
noncoherent detection of ASK and coherent detection of ASK as
shown in Figure 5.2b.

For BT > 1.0, the optimum sampling time ts is variable

but can be determined from Figures 5.2c, 5.2d4, 5.2e, 5.2f,
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and 5.2g. The probability of bit error is also compared in
Figure 5.2c for BT = 1.5, Figure 5.2d for BT = 2,0, Figure
5.2e for BT = 2.5, Figure 5.2f for BT = 3.0, and Figure 5.2g

for BT = 3,5,
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0 5 10 15
10 log E/No
ts = 0.50T
Noncoherent BT= 0.5
BT= 0.6
BT= 0.7
BT= 1.0
BT= 0.5
F: BT= 0.6
: BT= (0.9
Coherent H: BT= 0.
P S K
B

/l
Q o O N

Figure 5.2.a PI[E] vs E/No using a

Sampler detector

log 10 P[E]

db
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Figure 5.2.b P[E] vs S/N using a
sampler detector of A S K
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Noncoherent

Figure 5.2.c P[E] vs S/N using a
sampler Detector of A SK

log 10 PIE]

0.5T

0.65T
0.80T
0.85T

0.50T
0.65T
0.80T
0.85T
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Noncoherent

Coherent

gHIGO ® Huaow »®

se ¥ o8 0

o+

(+

0

n

Figure 5.2.d4 P[E] vs S/N using a
sampler detector of A S K

15 db

10 log 10 S/N

S/N = A%/aN

0.50T

0.60T
0.75T
0.85T
0.90T

0.50T

0.60T
0.757T
0.85T
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10 log S/N

S/N = A%/4N

BT = 2.5
Noncoherent A tS = 0.50T
s B: 0.60T
\ c: 0.85T
NNY D: 0.90T
Coherent E: tS = 0.50T
F: 0.60T
G: 0.85T
N H: 0.90T

Figure 5.2.e P[E] vs S/N using a
sampler detector of A S K

log 10 PIE]
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3
+—

0 5 10 15 db

10 log 10 S/N

S/N = A%/4N

BT = 3.0

Noncoherent t = 0.50T

s
0.60T
0.85T
0.90T

/

gow »

Coherent : t = 0.50T

0.60T
0.85T
0.90T

Figure 5.2.f P[E] vs S/N using a
sampler detector of A S K

log 10 P[E]
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Coherent

10

Noncoherent

Figure 5.2.g P[E] vs S/N using a
sampler detector of A S K

log 10 PI[E]

15

db

10 log 10 S/N

S/N = A%/4N

0.50T,
0.70T
0.90T
0.95T

0.50T

0'70T
0.90T
0.95T

0.80T



CHAPTER VI
CONCLUSIONS

The effects of bandlimiting on the performance of
noncoherent detection of ASK signal distrubed by additive
Gaussian noise have been analyzed by two methods, average
threshold method and average probability density function
method.

For a small S/N both methods have the almost same
probability of bit error, but for a large S/N the average
probability density function method gives smaller probability
of bit error than the average threshold method does.

The intersymbol interference becomes more serious for
a large S/N and for a smaller BT.

For the same energy of the signal, probability of bit
error is minimum around BT = 0.6 for a noncoherent detection
using a sample detector and around BT = 0.7 for a coherent
detéction.

For BT < 1.0 sampling time ts = 0,57 is optimum for a
coherent or noncoherent detection of bandlimited ASK signal.
For BT > 1.0, optimum sampling time ts is a variable. For
example for noncoherent detection ts = 0,57 for BT = 1.5,
0.75T for BT = 2.0, between 0.70T and 0.5T for BT = 2.5,

between 0.85T and 0.5T for BT = 3.0 and between 0.8T and 0.5T



77

for BT = 3.5,

For the coherent detection the optimum sampling time
tS is 0.5T for BT = 1.5, 0.75T for BT = 2.0, between 0,70T
and 0.5T for BT = 2.5, 0.5T for BT = 3,0, and 0.5T for
BT = 3.5. As the value of BT becomes greater and for a
large S/N the optimum sampling time tS becomes 0.5T.

The probability of bit error is compared in Figure 6.1
for the noncoherent detection using a sample detector, the
coherent detection using a sample detector, and the coherent
detection using an integrate—and-dump filter. The detection
using an integrate-and-dump filter performs worse than the
coherent and noncoherent detection using a sample detector

for BT = 0.5.
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Figure 6.1. P[E] vs E/No For A S K Signal
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