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ABSTRACT 

Crystallization is a central part of several physiological, pathological processes, in the 

manufacturing of pharmaceuticals, fine chemicals, semiconductors, and many other 

engineered materials. Organic solvents are extensively used for crystallization of organic 

small molecules such as active pharmaceutical ingredients and organic molecules like 

porphyrins. Fundamental studies on organic crystallization are important as solution 

thermodynamics plays an important role in crystal growth rates.  Solvent structuring and 

solute–solvent interactions are yet unexplored realms of organic crystallization, whereas 

aqueous crystallization where the H-bonds of water molecules play an important role of 

controlling the solution thermodynamics is relatively well understood. In this work we 

address the effects of factors like solute-solvent interactions, solvent viscosity, and solvent 

size. We determine the solution thermodynamics of etioporphyrin I crystallization from a 

line of five organic solvents highlighting the role of several solute- solvent interactions. 

We use these solubility measurements and complement them with X-ray diffraction and 

UV-vis spectroscopy of the solution phase. From the thermodynamics data we shed light 

on the solute-solvent interactions. For organic solvents with weak solvent -solvent bonds, 

solvent structuring at the crystal interface is weak resulting in a lower activation energy 

barrier for solute incorporation into the growth sites. We showed that the solute-solvent 

interactions govern the mode of solute incorporation into the growth sites. Results on the 

growth mechanism of etioporphyrin I reveal that an incoming solute molecule occupies a 

state where it is only partially attached to the kink and this state precedes full incorporation. 

The stability of this intermediate state dictates the activation barrier for growth and, 

ultimately, the crystal growth rate. We explored the composition of the solute species that 
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exist in the solution and incorporate in the crystal and found out that, at least in one case, 

that of etioporphyrin I, a continuum of solute dimers are present in the solution and reform 

on their way to a kink into a growth competent conformation. This latter mechanism fully 

deviates from the assumption of the classical theories of crystal nucleation and growth, 

which posit that only solute monomers can associate to the kinks.  

On exploring the mechanisms employed by foreign additives to impact the propagation 

of steps on a crystal surface we demonstrate that certain modifiers may exert dual action, 

by blocking both the kinks and the steps. These novel finding will help us control 

crystallization process development with desired end product features like crystal shape, 

size and from.  
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Chapter 1: Introduction to Crystal Growth  

Crystalline materials are present in every aspects of our life, be it crystals occurring 

naturally (biomineralization1,2 or pathological crystallization3,4) or industrially5,6 

engineered. Crystallization is a continually growing field that impacts a myriad of 

applications spanning energy and electronics to medicine. Fundamental knowledge of 

crystal growth mechanisms can be used to develop novel and more efficient methods of 

tailoring material properties (e.g., size and habit) for improved performance in commercial 

processes. Solution-grown crystalline materials are implemented in numerous applications 

owing to their chemical, mechanical, optical, and electrical properties. Single crystals of 

inorganic salts or mixed organic-inorganic materials are used in non-linear optics elements7 

and for other electronic and optical-electronic applications8. Chemical products and 

intermediates are precipitated as crystals in thousands-of-tons quantities9. Many 

pharmaceuticals are crystalline in nature that are specifically designed to exhibit a slow 

crystal dissolution rate for the sustained release of medications over longer periods of time 

compared to their amorphous or soluble counterparts10-14.  

The need for predictive control of the physical and chemical properties of crystals and 

of crystalline populations has driven research efforts to elucidate the fundamental processes 

of crystallization15. Many challenges to the traditional understanding of crystal growth 

mechanisms and the respective control parameters remain. For numerous systems, 

quantitative information of the thermodynamics and kinetics of solute incorporation into 

crystals is still missing, and these gaps hamper the development of efficient, sophisticated 

methods to prepare new and improved crystalline materials16. Growth of crystals can be 



2 
 

classified as classical or non-classical depending on the pathways taken by the 

incorporating species.  

1.1 Solution Crystallization  

Solution crystallization is an essential element of many industrial, natural, and 

physiological processes.17,18 Numerous chemical products and production intermediates 

are precipitated as crystals in thousands-of-ton quantities19. Crystal synthesis is a central 

step in pharmaceuticals manufacture since crystalline drugs offer the advantage of steady 

medication release rates that are maintained for longer periods than amorphous or 

solubilized formulations.20-24 The grand challenge in the area is the control of the 

nucleation and growth of crystals of complex chemical compounds. Successful and 

versatile control strategies rest on understanding the fundamental thermodynamic and 

kinetic mechanisms of crystallization.17 

 

Figure 1: Schematic of (a) physical landscape and (b) energy landscape seen by a solute    
molecule as it becomes part of the crystal25.  

Traditional crystallization procedures employ aqueous solutions where the 

corresponding mechanisms have been studied in detail at all relevant lengthscales: 
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macroscopic, mesoscopic, and molecular. At the macroscopic scale we now understand the 

transport of solute and impurities towards the crystal–solution interface,26-30 the relative 

significance of convection and diffusion,30,31 and their impact on crystal surfaces that may 

provoke growth instabilities and engender defects.32-34 At the mesoscopic scale, we 

attribute the faceted morphology of the majority of solution grown crystals to the high 

surface free energy of the crystal–solution interface and explain the relative significance of 

the individual crystal faces in the equilibrium crystal shape through the surface free energy 

anisotropy.35,36 At the molecular lengthscale, a fundamental property of water to form a 

three-dimensional network of hydrogen bonds, molded around solute molecules and along 

the crystal surface, has been identified as a major factor that determines the thermodynamic 

and kinetic parameters of solute incorporation into growth sites35,37-44 and, 

correspondingly, the pathways and the rates of crystallization from aqueous solvents.45-48 

1.2 Mechanism of Crystal Growth 

When crystals grow from solution, the incorporating molecules can take several 

different pathways as shown in figure 149, these pathways can be broadly classified as 

classical and non-classical. It depends on growth conditions like solvent, temperature, 

pressure, ion concentration, presence of impurities or growth modifiers present in the 

system. It is important to understand these different molecular pathways as understanding 

the energy barrier for these distinct pathways will help us control the thermodynamics and 

kinetics of crystallization processes thus controlling the physicochemical property of the 

final crystalline product. 
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Figure 2: Crystallization Routes. Schematics of several pathways that a building block can 
take towards the growth of a bulk crystal. Classical routes involve the addition 
of monomeric species to the crystal lattice and non-classical pathways involve 
increasing complex precursory particle incorporation49.    

 

1.2.1 Classical Crystallization 

During classical crystallization growth occurs via monomer-by-monomer attachment 

from solution to the crystal interface. While non-classical crystallization consists of an 

ever-expanding pathway of precursors more complex than a monomer. Crystallization is 

driven by the difference in the chemical potential µ between the crystal and the solution 

surrounding the growing interface. When the µ between the two phases are in equilibrium 

there is no driving force for growth and the crystal is at its solubility Ce. The Gibbs free 

energy change is given by 

                                                            𝑑𝐺 = 𝑉𝑑𝑃 − 𝑆𝑑𝑇,                                                 (1) 

where S is the enthalpy, T is temperature, P is pressure, and V is volume. This fundamental 

thermodynamic equation can be rearranged to give the Clapeyron equation 
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𝑑𝑃

𝑑𝑇
=

𝛥𝑆

𝛥𝑉
=

𝛥𝐻

𝑇𝛥𝑣
.                                                         (2) 

Assuming that the system behaves as an ideal gas and that the solute is relatively dilute then 

the Clausius – Clapeyron equation can be applied as follows 

                                                                    
𝑑𝑙𝑛𝑃

𝑑𝑇
=

𝛥𝐻

𝑅𝑇2.                                                          (3) 

To evaluate the standard enthalpy 𝛥𝐻𝑐𝑟𝑦𝑠𝑡
𝑜

 of crystallization from solution, it is noted that, 

in the crystallization equilibrium: etioporphyrin I (solution) ⇆ etioporphyrin I (crystal) where 

the product is a solid phase and has activity of one. The activity of the soluble solute (e.g., 

etioporphyrin I) was assumed to be equal to its concentration and is justified by the low 

solubility values which correspond to long intermolecular separations, at which the 

intermolecular interactions are weak, and the activity coefficients are near unity for this work. 

As a result, the equilibrium constant for crystallization is 

                                                                      𝐾𝑐𝑟𝑦𝑠𝑡 = 𝑐𝑒
−1.                                                        (4) 

The temperature T dependence of solubility 𝑐𝑒 (T) is given by the classical van’t Hoff’s 

equation 

                                                                      
𝜕𝑙𝑛𝑐𝑒

𝜕(1/𝑇)
=

𝛥𝐻𝑐𝑟𝑦𝑠𝑡
𝑜

𝑅
 ,                                                     (5) 

Where R is the universal gas constant. The slope of 𝑐𝑒data plotted in van’t Hoff’s coordinates 

ln ce Vs (1/T) yields 𝛥𝐻𝑐𝑟𝑦𝑠𝑡
𝑜 . The solubility of the solute in each solvent gives the Gibbs 

free energy and entropy of crystallization. 

                                                  𝛥𝐺𝑐𝑟𝑦𝑠𝑡
𝑜 = −𝑅𝑇𝑙𝑛𝐾𝑐𝑟𝑦𝑠𝑡 = 𝑅𝑇𝑙𝑛𝑐𝑒.                                        (6) 

The crystallization entropy reflects the translational and rotational degrees of freedom 

lost when a solute molecule incorporates into the crystal lattice, it is slightly balanced by 

the vibrational degrees of freedom gained by the solute molecules and translational and 

rotational degrees of freedom gained by the solvent molecules. The thermodynamic 
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parameters act as sensitive tools to determine the solvent-solute interactions in the solution 

phase and solvent structuring at the crystal interface. The H-bonds in aqueous solvents 

contribute to the solution thermodynamics and thus governing solute incorporation into the 

growth sites. Through this work we study the effect of organic solvent- solvent bonds on 

the solution thermodynamics. Crystal growth rate depends on the thermodynamic free 

energy of the system. The process of crystallization leads to the formation of a new phase 

will lower free energy. The nucleation rates depend on the supersaturation, which is defined 

as the difference in chemical potentials 𝛥µ of the growth solution and the crystal given by 

                                                     𝛥µ =  µ𝑐(𝐶) − µ𝑙(𝐶).                                                      (7) 

The crystal growth rate, R which depends on the supersaturation is given by 

                                                         𝑅 = 𝛽𝑣(𝐶 − 𝐶𝑜),                                                             (8) 

where β is the step kinetic coefficient (nm/s), v (nm/s) step velocity and C, solute 

concentration and 𝐶𝑜, solubility. On a molecular level, crystals grow by the spreading of 

layers as the solute molecules attaching to the crystal growth sites known as the kinks. A 

Kossel crystal (Figure 2) is a model system which demonstrates the most common site on 

crystal facets for monomer and or modifier attachment: kinks, steps and terraces (Figure 

2). Terraces are the flat surface areas between step edges; step are the layers made of 

growth units propagating across the surface; kinks form the step edges where incoming 

solute molecules incorporate where half the crystal bonds are unfinished.        
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Figure 3: Kossel crystal and surface features. Schematic of a Kossel crystal illustrating 
crystal surface features like crystal terrace, steps, and kinks where solute 
molecule attaches50. 

On the crystal surface there are five important sites where the monomers can attach as 

shown in figure 3: (1) vacancies on terraces/faces, (2) hole in a step, (3) kink, (4) step edge, 

and (5) directly on top of terrace or face. Each active site has a specific surface free energy 

because of the unsaturated and saturated bonds. Voids place substantial strain on the crystal 

lattice as five units each have a single dangling bond; further, a molecule cannot add to the 

next layer until the void is filled. Therefore, voids are the most likely to be filled but are 

generally uncommon sites as they are filled quickly so that the second layer can generate 

and advance. Step edges contain two unsaturated bonds, and a kink site has three. 

Molecules that add to a step edge generate new kink sites through 1-dimensional (1D) 

nucleation events, but due to the amount of unsaturated bonds on a 1D nuclei, the molecule 

will most likely diffuse along the step edge until it is incorporated at a kink. As solute 

undergoes Brownian diffusion in solution towards a crystal interface it displaces solvent 

molecules. Solvent behaves differently in the bulk compared to a few nanometers away 
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from a solid interface. Therefore, as solute attaches to kink sites it must displace solvent 

along its path. By classical definition, a crystal grows when a molecule from solution adds 

to a kink site or the “half crystal position.” Monomer incorporation into a kink site is the 

most energetically favorable due to the formation of three monomer-crystal bonds 

(compared to two bonds for steps and a single bond for terraces) since the amount of 

dangling bonds present on a crystal surface changes the surface energy. There are three 

reasons why attachment to this growth site at a crystal interface is essential: 1) attachment 

to a kink generates a new kink, 2) the same amount of saturated and unsaturated bonds are 

formed and regenerated, and 3) the surface free energy of the crystal surface remains 

unchanged. The degree of supersaturation surrounding the crystal interface is the driving 

force behind monomer addition. The rate of growth is proportional to the supersaturation. 

The slowest growing faces of the crystal determines the final crystal habit.    

 

Figure 4: Sites for monomer attachment. Schematic showing the five sites for monomer 
attachment during classical crystallization. 

1.2.2 Direct incorporation and surface diffusion  

Modes of monomer incorporation can be by two different pathways51 1. direct 

incorporation and 2. surface diffusion (figure 4). Molecules can attach to kink sites directly, 

wherein they diffuse through solution until they reach a kink with a single energy barrier 

as denoted in figure 4. The pathway for incorporation can be of increasing complexity if a 
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molecule becomes incorporated into a kink via surface diffusion. Here multiple energy 

barriers are presented as the molecule first diffused through solution, adsorbs onto the 

surface (thereby displacing solvent molecules that are structured around the crystal 

interface), diffuse along the terrace, and finally gets incorporated into the kinks52,53. 

Combining these different energy barriers poses a vastly different time scale for solute 

addition to a crystal. The growth rate for crystallization is governed by the kink density 

and the energy barriers that are present during crystallization. The barriers have both 

enthalpic and entropic contributions which arise from displacing solvent, resulting latent 

heat due to bond formation/disassociation, and forming a more ordered system (which 

defies the second law of thermodynamics). Enthalpic contributions allow the phase 

transformation to occur by minimizing the overall free energy of the system. Solute- 

solvent interactions are important in determining the solution phase enthalpy.  

 

 

 

 

 

 

 

 
 

Figure 5: Mode of solute incorporation. Schematics showing direct incorporation and 
surface diffusion and the corresponding energy barriers52. 

Both pathways involve dynamic events at sites presented along the solid-liquid 

interface. Direct incorporation occurs when a monomer in solution attaches to a kink, step 

edge, or terrace site. Alternatively, monomers can add to a kink/step site after first 
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adsorbing onto a crystal terrace, then diffusing along the surfaces and attaching to the 

growth site. The lifetime of a monomer on a crystal surface is governed by desorption, 

adsorption, and surface “hopping” that lead to a dynamic sequence of events. The 

immediate layer of solvent surrounding the crystal surface can impose barriers for 

monomer (or modifier) adsorption. In aqueous solutions, water structuring can occur for 

up to three layers from the liquid-solid interface54. Adsorbate interaction with crystal sites 

invariably requires the displacement of solvent molecules – an energetic barrier 

predominantly governed by entropy.  

1.2.3 Generation of Crystal Layers  

Crystals grow by spreading of layers, at low supersaturations the growth hillock 

emanates from a screw dislocation due to partial shifting of planes causing a linear defect 

resulting in an edge or screw dislocation (figure 6). 

 

Figure 6: Dislocation as the source of layer generation. Layers spreading from screw 
dislocations25. 

At low supersaturations σ near equilibrium layers grow from screw dislocation it has been 

observed for several crystals as shown in figure 7. Another common method of layer 

formation and spreading is via 2D nucleation shown in figure 8 (a) and (b) for calcite and 
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canavalin crystals, respectively. 2D nucleation mostly dominates at higher σ. Higher 

supersaturation allows for heterogeneous nucleation to occur on a growing crystal face 

such that 2-dimensional (2D) islands form in between successive turns of a hillock. At very 

high supersaturations kinetic roughening occurs where the individual crystal layers become 

indistinguishable from one another and perpendicular growth to the growing crystal face 

dominates.     

 

Figure7: Examples of layer growth with 2D or screw dislocation. (a) 2D nucleation of ice 
crystals55, screw dislocation on (b) L-cystine crystal (001) surface56 (c) calcium 
oxalate monohydrate crystal (010) surface3, (d) calcite crystal {1014 surface57, 
(e) insulin crystal (100)58 and (f) ferritin crystal (111) surface51 with 2D 
nucleation.   
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During growth by 2D nucleation of island and spreading of layers, two kinetic 

parameters need to be quantified. The step velocity v and the rate of nucleation 𝐽2𝐷 are a 

function of the supersaturation σ which correlated to ∆𝜇/𝑘𝑇, the relative driving force for 

crystallization. The rate of nucleation is defined as the number of nuclei that grow per area 

per unit time [nucleation events/nm2/s]. Both measurable values vary depending on crystal 

facet and other growth conditions.    

 

Figure 8: Layer growth in calcite and canavalin. (A) Calcite and (B) canavalin crystals grow 
from screw dislocations at low supersaturations σ and transition to layer-by-
layer growth via 2-dimensional nucleation at higher σ25.  

As molecules adsorb on the terraces, they encounter each other due to collisions and 

probability dictates that with random collisions enough molecules come together thus 

overcoming the free energy barrier to form the critical radius. This barrier is directly 

proportional to the supersaturation. Higher supersaturation leads to lower critical radius. A 

nucleus of the critical radius has 50:50 probability of dissolving or growing. When the size 

exceeds 𝑅𝑐𝑟𝑖𝑡, the layers will spread until it reaches the crystal edges, thus faceting the 

crystals. Crystals that grow via classical mechanisms grow tangentially to each face layer-

by-layer and are facetted by the slowest growing face. These parameters giving rise to their 

characteristic habit, which is the size, shape, and overall morphology. 
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Figure 9: Nucleation. (a) Formation of a spherical nucleus of radius r from solution leads 
to the free energy changes shown in (b). The cross-over of the bulk and surface 
energy terms with their opposite signs leads to a free energy barrier. (c) 
Heterogeneous nucleus formation on a foreign substrate25.   

 

1.2.4. Non-classical Crystallization 

Recently a lot of work has been done identifying growth units larger and more 

complicated than monomers comprising the non-classical growth mechanism.  

 

Figure 10: Solute addition via non-classical pathways. (1b) Oligomer formation, (2a) 
amorphous particle addition and (3c) nanocrystalline material addition50.  
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Figure 11: AFM images showing nonclassical (left column; A and C) and classical (right 
column; B and D) growth. (a) and (b) Sillicate-159 while (c) and (d) SSZ-1360. 
Scale bars equal to 500 nm.  

The high level of complexity involved in non-classical growth modes can be seen in zeolite 

crystallization. AFM studies on zeolite crystals show dual growth modes at various stages 

of crystallization (figure 11a). At high supersaturations surfaces of zeolite crystals appear 

rough due to primary particle deposits that evolve into 3D layers made of macrosteps 

(figure 11c). When crystals are removed from growth solution after several days of 

hydrothermal treatment the crystal surface contains layers with step heights comparable to 

unit cell dimensions (figure 11 b and d). This suggests that at the final stage of 

crystallization, at low supersaturations growth is dominated by classical 2D or screw 

dislocation layer growth.    

1.2.5. Crystal growth modifiers 

In classical crystallization, the effect of modifiers can be explained by type of species 

attachment and the location on the crystal surface. There are three proposed mechanisms 

for types of inhibition based on the type of species attachment (Figure 10): (i) the solute 

could form a complex with the inhibitor and block crystal growth by binding to the surface;  



15 
 

(ii) a solute/inhibitor complex does not bind the crystal surface, altering the degree of 

supersaturation slowing growth; and (iii) the inhibitor could bind directly to the crystal 

surface causing inhibition. 

 

Figure 12: Inhibition mechanism based on the type of species attachment to the kink.    

On the crystal surface, modifiers can bind to kinks, steps and terraces. In the step pinning 

mechanism, modifiers attach to crystal terraces and impede further propagation of steps. 

As steps advance and chance upon a modifier on a terrace, the step velocity decreases due 

to strain imposed. If two or more modifiers are spaced on a terrace close enough, the step 

propagation will be fully arrested as seen in Figure 11a. For kink blocking mechanism, 

modifiers bind to kink sites on the crystal surface shown in Figure 11b. This attachment 

decreases step velocity due to blocking the most energetically favorable site for monomer 

addition. Depending on the concentration of modifier attachment to kinks, step 

advancement can be fully suppressed or significantly reduced. 

Larger modifiers can cause macro-step induction or bridging. In this case, the modifier 

binds to a step edge and the terrace above the step. This causes macro-steps to form and 

step velocity to decline. 

Another mechanism, shown in Figure 11c-d, behaves similar to the kink blocking 

mechanism, but can cause dissolution of crystal surfaces under certain conditions by 

inducing localized strain. This mode of action is not fully resolved yet and only works for 

specific range of concentrations; if the concentration is too low or high, it will revert to 
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kink blocking or competitive attachment/detachment of monomers leading to non-uniform 

attachment and disappearance of distinct layers, respectively. 

 

Figure 13: Modes of classical crystallization inhibition. (a) step-pinning, (b) kink blocking 
and (c-d) strain induced dissolution50.    

1.2.6 Inhibition of Non-classical Crystallization 

In nonclassical crystallization, there are no specific crystal surface binding sites for 

modifier attachment. However, modifiers can alter monomer, oligomer or precursor 

attachment, speciation reactions, self-assembly of amorphous particles and structural 

evolution of precursors. On the surface, the transition from disordered to ordered can also 

be hindered. The modifier can complex with oligomers in solution or stabilize precursors 

to prevent aggregation and attachment to crystal surfaces. Overall, for nonclassical 

crystallization, there are a plethora of pathways for inhibition. 
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Chapter 2: Crystallization of Porphyrins 

2.1 Organic Crystallization 

In recent years, organic liquids have been recruited as alternative solvents for 

preparation of crystalline materials and separation or purification by crystallization,61,62 in 

particular for high-value materials such as pharmaceuticals and fine chemicals.63-65 

Crystallization has been the most important separation and purification process in the 

pharmaceutical industry throughout its history. In contrast to crystallization from aqueous 

solvents, the level of understanding of the fundamental processes of crystal growth from 

organic solvents is severely limited.66-68 In most cases, optimization of the growth 

processes is carried out by trial-and-error or by mimicking pathways developed for other 

compounds.63 The lack of insight into the relevant fundamental mechanisms has emerged 

as a major obstacle to a rational approach to optimize and control organic crystallization.17 

Many parallels exist in the fine chemicals industry also. Over the past several decades the 

study of crystallization operations has taken on increasing levels of importance because of 

several factors that require effective control of crystallization processes. These levels of 

control require better understanding of the complex interactions of nucleation and growth 

as well as the operating characteristics of crystallization equipment including the critical 

issue of scale-up. In the pharmaceutical industry, the issue of better control, desirable in 

and of itself, is reinforced by the need to satisfy both company internal and governmental 

regulatory authorities on the consistency of chemical and physical properties of active 

pharmaceutical ingredients (APIs). Control of crystallization operations and choice of 

solvents are thereby critical. Aqueous crystallization results in the formation of 3-D 

hydrogen network at the crystal-solution interface65,68,69. These structured solvent layers at 
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the crystal interface results in complex interactions between the incoming solute and the 

structured solvent layers at the interface. The incoming solute molecules need to remove 

the structured solvent at the crystal interface for incorporation. Additionally in natural and 

in synthetic crystallization, soluble foreign compounds that interact with the solute or the 

crystal-solution interface are deployed to promote or inhibit crystallization50. Nature 

achieves remarkable diversity of shapes, patterns, compositions, and functions of the 

arising crystalline structures by applying ingredients that control the number of nucleated 

crystals and their anisotropic rates of growth38,61,70-72.  

Most data on how modifiers impact crystal growth derives from experiments in 

aqueous solutions. Recently, organic liquids have been used extensively as alternative 

solvents for preparation of crystalline materials and separation or purification by 

crystallization,61,62 in particular for high-value materials such as pharmaceuticals and 

organic semi-conductors.63-65 Physiological crystallization, such as the accumulation of 

cholesterol crystals in arterial walls,73 often selects lipid environments. The interactions of 

an organic solvent with the solute and modifier and the contacts between solute and 

modifier molecules are largely constrained to van der Waals forces and may drastically 

diverge from those operating in water-based solutions, where H-bonding dominates.74-77 

The disparity in the interactions that regulate the molecular-level structures and dynamics 

in organic crystallization may mobilize distinct operating mechanisms. In contrast to 

aqueous solvents, the level of understanding of the fundamental processes of crystal growth 

from organic solvents is severely limited.66-68 In most cases, optimization of the growth 

processes is carried out by trial-and-error or by mimicking practices developed for other 

compounds.63 The lack of insight into the fundamental mechanisms of how foreign 



19 
 

compounds modify the molecular pathways of crystallization has emerged as a major 

obstacle to a rational approach to optimize and control organic crystallization.17 

2.2 Porphyrins 

Porphyrins are a group of heterocyclic macrocycle organic compounds, composed of 

four modified pyrrole subunits interconnected at their α carbon atoms via methine bridges 

(=CH−). The parent of porphyrin is porphine, a rare chemical compound exclusively used 

for research and theorical study. Substituted porphines are called porphyrins, with a total 

of 26 π-electrons, of which 18 π-electrons form a planar, continuous cycle, the porphyrin 

ring structure is often described as aromatic78. One result of the large conjugated system is 

that porphyrins typically absorb strongly in the visible region of the electromagnetic 

spectrum, i.e. they are deeply colored. The name "porphyrin" derives from the Greek word 

porphyra, meaning purple78.  

Metal complexes derived from porphyrins occur naturally. One of the best-known families 

of porphyrin complexes is heme, the pigment in red blood cells, a cofactor of the protein 

hemoglobin. 

 

 

 

 

Figure 14: Ring structure of a parent porphine. A. Free base porphyrin and a metal 
coordinated porphyrin.  

The porphyrins (Fig. 2.1) are an important class of naturally occurring macrocyclic 

compounds found in biological compounds that play a very important role in the 

Free base  Metal  
Porphyrins  
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metabolism of living organisms. They have a universal biological distribution and were 

involved in the oldest metabolic phenomena on earth. Some of the best examples are the 

iron-containing porphyrins found as heme 52(of hemoglobin) and the magnesium-

containing porphyrin found in chlorophyll79. Without porphyrins and their relative 

compounds, life as we know would be impossible and therefore the knowledge of these 

systems and their excited states is essential in understanding a wide variety of biological 

processes, including oxygen binding, electron transfer, catalysis, and photosynthesis. The 

porphyrins have attracted considerable attention because are ubiquitous in natural systems 

and have prospective applications in mimicking enzymes80, catalytic reactions81, 

photodynamic therapy82, molecular electronic devices83, and conversion of solar energy. 

Several porphyrins based artificial light-harvesting antennae, and donor acceptor dyads and 

triads have been prepared and tested to improve our understanding of the photochemical 

aspect of natural photosynthesis. The porphyrins play important roles in the nature, due to 

their special absorption, emission, charge transfer and complexing properties as a result of 

their characteristic ring structure of conjugated double bonds84. The absorbance spectra of 

porphyrins exhibit extreme intense bands, the so-called Soret or B-bands in the 380–500 

nm and at longer wavelengths, in the 500–750-nm range, their spectra contain a set of 

weaker, but still considerably intense Q bands. Metalloporphyrins can be utilized in 

artificial photosynthetic systems, modelling the most important function of the green 

plants85. The studies of the wavelength shift of their adsorption band and the absorbance 

changes as function of pH, temperature, solvent change, reaction with metal ions and other 

parameters permits to obtained accurate information about equilibrium, complexation, 

kinetic and aggregation of porphyrins. 
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2.3 UV-Vis Spectrum of Porphyrins 

The intensity and color of porphyrins are derived from the highly conjugated -electron 

systems and the most fascinating feature of porphyrins is their characteristic UV-visible 

spectra that consist of two distinct region regions: in the near ultraviolet and in the visible 

region. It has been well documented that changes in the conjugation pathway and symmetry 

of a porphyrin can affect its UV/Vis absorption spectrum86-88. The absorption spectrum of 

porphyrins has long been understood in terms of the highly successful “four-orbital” (two 

highest occupied  orbitals and two lowest unoccupied * orbitals) model first applied in 

1959 by Martin Gouterman that has discussed the importance of charge localization on 

electronic spectroscopic properties and has proposed the four orbital model in the 1960s to 

explain the absorption spectra of porphyrins89-91. 

 

Figure 15: The electronic absorption spectra of free base porphyrins. The Uv-vis spectra 
shows the soret band at 400 nm and four q bands at higher wavelengths.    

According to this theory, the absorption bands in porphyrin systems arise from 

transitions between two HOMOs and two LUMOs, and it is the identities of the metal 

center and the substituents on the ring that affect the relative energies of these transitions. 
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The HOMOs were calculated to be an a1u and an a2u orbital, while the LUMOs were 

calculated to be a degenerate set of eg orbitals (figure 2.3). Transitions between these 

orbitals gave rise to two excited states. Orbital mixing splits these two states in energy, 

creating a higher energy state with greater oscillator strength, giving rise to the Soret or B 

band, and a lower energy state with less oscillator strength, giving rise to the Q-bands. 

 

Figure 16: Porphyrin HOMO and LUMOs. A. Representation of the four Gouterman 
orbitals in porphyrins. B. Schematic representation of the energy levels of the 
four Gouterman orbitals upon symmetry lower from D4h to C2V. The sets of 
eg orbitals gives rise to Q and B bands90.    

 The electronic absorption spectrum of a typical porphyrin consists therefore of two 

distinct regions. The first involve the transition from the ground state to the second excited 

state (Figure2.2 and 2.3), the corresponding band is called the Soret band, where the range 

of absorption is between 380-500 nm depending on whether the porphyrin is - or meso-

substituted. The second region consists of a weak transition to the first excited state in the 

range between 500-750 nm (the Q bands). These favorable spectroscopic features of 

porphyrins are due to the conjugation of 18 - electrons and provide the advantage of easy 

and precise monitoring of interaction with other molecules. The relative intensity of Q 
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bands is due to the kind and the position of substituents on the macrocycle ring. Based on 

the substituents, porphyrins could be classified as etio, rhodo, oxo-rhodo e phyllo 92. When 

the relative intensities of Q bands are such that IV > III > II > I, the spectrum is said etio-

type and porphyrins called etioporphyrins. This kind of spectrum is found in all porphyrins 

in which six or more of the -positions are substituted with groups without - electrons, 

e.g., alkyl groups. Substituent with -electrons, as carbonyl or vinyl groups, attached 

directly to the -positions gave a change in the relative intensities of the Q bands, such that 

III > IV > II > I. This is called rhodo-type spectrum (rhodoporphyrin) because these groups 

have a “reddening” effect on the spectrum by shifting it to longer wavelengths. On the 

other hand, when mesopositions are occupied, the phyllo-type spectrum is obtained, in 

which the intensity of Q bands is IV > II > III > I. While variations of the peripheral 

substituents on the porphyrin ring often cause minor changes to the intensity and 

wavelength of the absorption features, protonation of two of the inner nitrogen atoms or 

the insertion/change of metal atoms into the macrocycle strongly change the visible 

absorption spectrum. 

Neglecting the overall charge of the macrocycle, a monomeric free-base porphyrin H2-

P in aqueous solution can add protons to produce mono H3-P
+ and dications H4-P

2+ at very 

low pHs, or lose protons to form the centrally monoprotic H-P- at pH about 6 or aprotic P2- 

species at pH ≥ 10. These chemical forms of porphyrin may exist in equilibrium, depending 

upon the pH of the solution and can be characterized from the change of the electronic 

absorption spectrum. The change in spectra upon addition of acid or basic substances can 

generally be attributed to the attachment or the loss of protons to the two imino nitrogen 

atoms of the pyrrolenine-like ring in the free-base.  
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Figure 17: Absorption spectra of protonated free base porphyrins.  

Spectrophotometric titration was employed for determining the acid dissociation 

constants over the inter pH range and change in absorbance with pH can be attributed to 

the following acid dissociation reactions of porphyrins. Upon addition of acid the spectral 

pattern of porphyrins changes from the four Q-band spectrum, indicating D2h symmetry 

for free-base porphine, to a two Q-band spectrum for the formation of dications H4-P
2+ 

(Figure 2.4), indicating D4h symmetry, characteristic of porphyrin coordinated to a metal 

ion through the four N-heteronuclei. Self-assembly of porphyrin molecules via 

noncovalent interactions, such as π-π stacking, electrostatic interactions, H-bonding, 

coordination bonding and van der Waals forces produces well defined porphyrin 

nanocrystals with improved electronic and optical properties finding widespread 

applications in catalysis, nonlinear optics, sensors and photoelectronic devices. Solution 

crystallization of porphyrins by controlling the monomer concentration, temperature, 

pressure, additives, crystal growth modifier and solvent.  
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Chapter 3: Thermodynamics of Organic Crystallization 

Solution crystallization is an essential element of myriad industrial, natural, and 

physiological processes.17,18 Numerous chemical products and production intermediates 

are precipitated as crystals in thousands-of-ton quantities.19 Crystal synthesis is a central 

step in pharmaceuticals manufacture since crystalline drugs offer the advantage of steady 

medication release rates that are maintained for longer periods than amorphous or 

solubilized formulations.20-24 The grand challenge in the area is the control of the 

nucleation and growth of crystals of complex chemical compounds. Successful and 

versatile control strategies rest on understanding the fundamental thermodynamic and 

kinetic mechanisms of crystallization.17 

Traditional crystallization procedures employ aqueous solutions where the 

corresponding mechanisms have been studied in detail at all relevant lengthscales: 

macroscopic, mesoscopic, and molecular. At the molecular lengthscale, a fundamental 

property of water to form a three-dimensional network of hydrogen bonds, molded around 

solute molecules and along the crystal surface, has been identified as a major factor that 

determines the thermodynamic and kinetic parameters of solute incorporation into growth 

sites35,37-44 and, correspondingly, the pathways and the rates of crystallization from aqueous 

solvents.45-48 

In recent years, organic liquids have been recruited as alternative solvents for 

preparation of crystalline materials and separation or purification by crystallization,61,62 in 

particular for high-value materials such as pharmaceuticals and fine chemicals.63-65 In 

contrast to crystallization from aqueous solvents, the level of understanding of the 

fundamental processes of crystal growth from organic solvents is severely limited.66-68 In 
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most cases, optimization of the growth processes is carried out by trial-and-error or by 

mimicking pathways developed for other compounds.63 The lack of insight into the relevant 

fundamental mechanisms has emerged as a major obstacle to a rational approach to 

optimize and control organic crystallization.17 

It is likely that the processes occurring at macroscopic and mesoscopic lengthscales in 

organic solvents follow mechanisms similar to those found in aqueous solutions and can 

be understood by rescaling the solvent viscosity, solute diffusivity, and the surface free 

energy of the solution-crystal interface with those characteristic of the organic solution.93 

On the other hand, the processes occurring at the molecular lengthscale will likely not abide 

by similar rescaling laws.69 In contrast to water, organic solvents may not erect networks 

that envelope the solute molecules and shield the crystal surfaces.94 Understanding the 

molecular processes of organic solute incorporation into crystals requires definition of the 

spatial and energy attributes of the interactions between solute and solvent that supplant 

those mediated by structured water.47,66-68,95 

Here we address the thermodynamic interactions that govern the dissolution of 

porphyrins in a line of organic solvents and drive their crystallization. We focus on 

etioporphyrin I, which consists of four pyrrole residues linked at positions 2 and 5 by 

methine groups to form a flat porphyrin ring; the porphyrin ring is decorated at positions 3 

and 4 of the constituent pyrroles by alternating four ethyl and four methyl groups (Figure 

18A). The conformational flexibility of the methyl and ethyl groups lowers the molecular 

symmetry from D2h (or mmm) of porphyrin to C1 (or 1). Single crystals of porphyrins and 

their metal derivatives mostly have low symmetries and find potential use as organic 

semiconductors, solar cells, and field-effect transistors due to their electronic and optical 
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properties.8,96,97 We dissolve etioporphyrin in five solvents (Figure 18B): three alcohols, 

butyl, hexyl, and octanyl, with increasing alkyl chain length to gauge the importance of the 

interactions between nonpolar functional groups; dimethyl sulfoxide (DMSO), a small 

polar aprotic molecule with two short aliphatic residues to assess the function of its 

substantial dipole moment; and caprylic (octanoic) acid to probe if salt bridges form with 

the positively charged pyrrole nitrogens. We evaluate the significance of solute-solvent 

hydrogen bonds by using two alternative solutes, the variant porphyrins protoporphyrin IX 

and coproporphyrin I, which carry on the periphery of the porphyrin ring two or four, 

respectively, carboxyl groups that may hydrogen-bind to the alcohols.  

 

Figure 18: The structures of the etioporphyrin I, solvents, and crystals. A. The 
etioporphyrin I molecule and crystal structure in P1 space group; Cambridge 
Structural Database REFCODE WOBVUF8. B. The structures of the tested 
solvents, from top to bottom, DMSO, butanol, hexanol, octanol and caprylic 
acid. C. Schematic illustration of the incorporation of an etioporphyrin 
molecule from a solution into a kink on the crystal surface.  

As a metric of the solute-solvent interactions we employ the relative enthalpies 𝐻𝑠𝑜𝑙𝑛 

and entropies 𝑆𝑠𝑜𝑙𝑛 of etioporphyrin I solutions in the five solvents. We evaluate 𝐻𝑠𝑜𝑙𝑛 and 
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𝑆𝑠𝑜𝑙𝑛 from the crystallization enthalpies Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and entropies Δ𝑆𝑐𝑟𝑦𝑠𝑡

𝑜 . Analyses of 𝐻𝑠𝑜𝑙𝑛 

and 𝑆𝑠𝑜𝑙𝑛 indicate that the solution thermodynamics are dominated by interactions between 

permanent dipoles, promoted by the dielectric constants of the solvents, which are 

substantially lower than that of water, and London dispersion forces between the nonpolar 

groups of the solute and solvent, which take the place of the hydrophobic bonds common 

in aqueous solutions.98 Surprisingly, we find that both hydrogen bonds and salt bridges, 

which can potentially strongly ligate solvent to solute, contribute little to the solution 

thermodynamics.  

3.1 Determination of Extinction Coefficients of Porphyrins  

For solubility measurement it is imperative to determine concentration, for which we 

use uv-vis spectroscopy. Beer’s Law relates the concentration dependence on absorbance, 

A= εCl, where ε is the extinction coefficient, C is the concentration and l absorbance path 

length. Calibration curves for extinction coefficient measurement were determined by 

measuring the absorbance of porphyrins in the organic solvents (shown in the inset of 

figures 19 and 20). Known amounts of etioporphyrin I was completely dissolved in the 

respective solvents thus solutions of known concentrations were made and absorbance was 

measured. Distinct Soret and q bands were visible for the free base porphyrins and merged 

q bands for the protonated coproporphyrin I. The extinction coefficients were determined 

in the listed values of wavelengths as shown in figure 19 and 20, the local maxima of the 

absorbance spectrum. Experiments were done in triplicates for repeatability and 

reproducibility. The determined values of extinction coefficients are listed in table 1 for 

the wavelengths mentioned which are local maxima of the absorption spectrum.            
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Figure 19: Determination of extinction coefficient of etioporphyrin I in organic solvents. 
The absorbance at a local maxima wavelength selected from the q bands of the 
spectra in the respective insets are plotted as a function of etioporphyrin I 
concentration. The corresponding extinction coefficient ε is listed in each plot. 
Individual experiments are indicated in different symbols. Solid lines represent 
linear regression fits.   
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Figure 20: Determination of extinction coefficient of coproporphyrin I dihydrochloride 
and protoporphyrin IX in butanol. The absorbance at a local maxima 
wavelength selected from the q bands of the spectra in the respective insets 
are plotted as a function of the solute concentration. The corresponding 
extinction coefficient ε is listed in each plot. Solid lines represent linear 
regression fits.   

Table 1. Extinction coefficient ε of porphyrins in organic solvents at wavelength λ of 

local maximum absorbance. 

Compounds DMSO butanol hexanol octanol caprylic 
acid 

Etioporphyrin I 12.30 ± 
0.02 

(495 nm) 
8.38 ± 0.01 
(528 nm) 

5.91 ± 0.01 
(664 nm) 

12.00 ± 
0.10 

(496 nm) 
8.55 ± 0.10 
(528 nm) 

5.31 ± 0.10 
(565 nm) 

13.23 ± 
0.07 

 (496 nm) 
9.59 ± 0.05  
(528 nm) 

6.02 ± 
0.03  

(566 nm) 

13.16 ± 
0.03 

(496 nm) 
9.43 ± 0.10 
(528 nm) 

6.22 ± 0.10 
(567 nm) 

12.03 ± 
0.10  

(496 nm) 
8.92 ± 0.05 

(526 nm) 
5.97 ± 0.04 

(567 nm)  

Coproporphyrin I 
dihydrochloride 

12.62 ± 0.10 
(496 nm) 

8.20 ± 0.20 
(530 nm) 

-- 8.35 ± 0.20 
(530 nm) 

-- 

Protoporphyrin 
IX 

12.54 ± 
0.20 

(504 nm) 

12.90 ± 
0.20 

(503 nm) 

-- 12.17 ± 
0.10 

(504 nm) 

-- 
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3.2 Quantification of the Solution-Crystal Equilibrium  

The only entry for etioporphyrin I in the Cambridge Structural Database (CSD) is of 

unsolvated crystals that belong to the non-centrosymmetric P1 crystallographic symmetry 

group (Figure 18A).8 The morphologies of the crystals grown from the five tested solvents 

divide into two groups: relatively isometric crystals that form in DMSO and elongated 

four-sided prisms that grow from the three alcohols and caprylic acid (Figure 21A). Powder 

x-ray diffraction spectra of the five crystal types reveal, however, that their structures are 

identical to that of the commercial stock and to the structure deposited in CSD (Figure 

21B). The distinct morphology of DMSO-grown crystals reflects a unique anisotropy of 

the growth rates R in this solvent, whereby Rs in different crystallographic directions are 

commensurate; by contrast, in the other four solvents, R in the axial direction substantially 

exceeds the Rs in the lateral directions.   

 

Figure 21: Structural identity of etioporphyrin I crystals grown from distinct solvents. A. 
Scanning electron micrographs of crystals grown in solvents listed in each 
panel and of the commercial stock. B. X-ray powder diffraction patterns of 
etioporphyrin I crystals grown in the five listed solvents.  
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Solute molecules integrate into a crystal exclusively at kinks, the end sites of unfinished 

molecular rows that terminate unfinished crystal planes of a growing crystal (Figure 

18C).99,100 In consequence, Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and Δ𝑆𝑐𝑟𝑦𝑠𝑡

𝑜  characterize the equilibrium  

            Etioporphyrin I (solution) ⇌ etioporphyrin I (kink).                                 (9) 

Because etioporphyrin I crystallizes in the same polymorph from the five solvents that 

we test, the bonds that form in the kinks are identical, the enthalpy and entropy of 

etioporphyrin I in the crystals 𝐻𝑐𝑟𝑦𝑠𝑡 and 𝑆𝑐𝑟𝑦𝑠𝑡 are independent of the solvent, and the 

differences in Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  = 𝐻𝑐𝑟𝑦𝑠𝑡 − 𝐻𝑠𝑜𝑙𝑛 and Δ𝑆𝑐𝑟𝑦𝑠𝑡

𝑜 = 𝑆𝑐𝑟𝑦𝑠𝑡 − 𝑆𝑠𝑜𝑙𝑛 between solvents 

exactly mirror the differences between 𝐻𝑠𝑜𝑙𝑛 and 𝑆𝑠𝑜𝑙𝑛 of the solute in each solvent.  

To relate Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and Δ𝑆𝑐𝑟𝑦𝑠𝑡

𝑜  to a measurable property of the crystal – solution 

equilibrium, we use that in the two-phase system comprising crystals and a solution the 

total free energy effect dG = dGcryst + dGsoln of the transfer of 𝑑𝑛1 solvent molecules and 

dn2 etioporphyrin I molecules from the solution to the crystal is  

dG = dGcryst + dGsoln =  𝝁𝟏
𝒄𝒓𝒚𝒔𝒕

𝒅𝒏𝟏
𝒄𝒓𝒚𝒔𝒕

+ 𝝁𝟐
𝒄𝒓𝒚𝒔𝒕

𝒅𝒏𝟐
𝒄𝒓𝒚𝒔𝒕

+  𝝁𝟏
𝒔𝒐𝒍𝒏𝒅𝒏𝟏

𝒔𝒐𝒍𝒏 +

𝝁𝟐
𝒔𝒐𝒍𝒏𝒅𝒏𝟐

𝒔𝒐𝒍𝒏 = 𝝁𝟐
𝒄𝒓𝒚𝒔𝒕

𝒅𝒏𝟐
𝒄𝒓𝒚𝒔𝒕

+ 𝝁𝟐
𝒔𝒐𝒍𝒏𝒅𝒏𝟐

𝒔𝒐𝒍𝒏  . 

(          (10) 

The second equality in eq. (10) employs that etioporphyrin I crystals in all tested solvents 

are unsolvated and the solvent amount that transfers from the solution to a crystal 𝑑𝑛1 =

𝑑𝑛1
𝑐𝑟𝑦𝑠𝑡

= −𝑑𝑛1
𝑠𝑜𝑙𝑛 = 0. Since 𝑑𝑛2

𝑐𝑟𝑦𝑠𝑡
= −𝑑𝑛2

𝑠𝑜𝑙𝑛 =  𝑑𝑛2, then dG =  (𝜇2
𝑐𝑟𝑦𝑠𝑡

−

 𝜇2
𝑠𝑜𝑙𝑛)𝑑𝑛2. At equilibrium, dG = 0 and 

  𝜇2
𝑐𝑟𝑦𝑠𝑡

=  𝜇2
𝑠𝑜𝑙𝑛 =  𝜇2

𝑜 + 𝑅𝑇𝑙𝑛𝑎2,𝑒,  (11) 
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where 𝜇2
0 is the standard value of 𝜇2

𝑠𝑜𝑙𝑛, 𝑎2,𝑒 is the etioporphyrin I activity at equilibrium 

with its crystals, R is the universal gas constant, and T is temperature. Since 𝜇2
𝑐𝑟𝑦𝑠𝑡

 is 

constant and independent of the solute concentration, 𝜇2
𝑐𝑟𝑦𝑠𝑡

= 𝜇2
𝑐𝑟𝑦𝑠𝑡,𝑜

= 𝜇2,𝑒
𝑐𝑟𝑦𝑠𝑡

, and we 

rewrite eq. (11) as 

 𝜇2
𝑐𝑟𝑦𝑠𝑡,𝑜

− 𝜇2
o = 𝑅𝑇𝑙𝑛𝑎2,𝑒.  (12) 

Since etioporphyrin is the only component that transitions between the solution and the 

crystals, 𝜇2
𝑐𝑟𝑦𝑠𝑡,𝑜

− 𝜇2
o = Δ𝐺𝑐𝑟𝑦𝑠𝑡

𝑜 , where Δ𝐺𝑐𝑟𝑦𝑠𝑡
𝑜  is the molar free energy change of 

crystallization. We introduce the equilibrium constant for crystallization, 𝐾𝑒𝑞 ≡

exp(− Δ𝐺𝑐𝑟𝑦𝑠𝑡
𝑜 𝑅𝑇⁄ ) and combine this definition with eq. (12) to reach 𝐾𝑒𝑞 = 𝑎2,𝑒

−1. In all 

tested solvents and temperatures, the concentrations of etioporphyrin I were about 1 mM 

or less, at which the activity coefficients of the solute would be close to one and 𝑎2,𝑒  Ce, 

where Ce is the concentration of the etioporphyrin I solution at equilibrium with the 

respective crystals, also called solubility. We obtain 

 𝐾𝑒𝑞 = 𝐶𝑒
−1. (13) 

Eq. (13) implies that we can describe the correlation between Ce and T using the van ‘t 

Hoff law  

 
𝜕 ln 𝐶𝑒

𝜕(1/𝑇)
=

𝛥𝐻𝑐𝑟𝑦𝑠𝑡
𝑜

𝑅
 , (14) 

and determine Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  from the slope of the correlation ln 𝐶𝑒(1/𝑇). A second corollary of 

eq. (13) is that Δ𝐺𝑐𝑟𝑦𝑠𝑡
𝑜 = 𝑅𝑇 ln 𝐶𝑒. We employ the values of Δ𝐻𝑐𝑟𝑦𝑠𝑡

𝑜  and Δ𝐺𝑐𝑟𝑦𝑠𝑡
𝑜  to 
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evaluate Δ𝑆𝑐𝑟𝑦𝑠𝑡
𝑜 . The Gibbs-Helmholtz relation Δ𝑆𝑐𝑟𝑦𝑠𝑡

𝑜 = (Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜 − Δ𝐺𝑐𝑟𝑦𝑠𝑡

𝑜 )/𝑇 reveals 

that Δ𝑆𝑐𝑟𝑦𝑠𝑡
𝑜  presents as the intercept of the van ‘t Hoff correlations.52,101,102 

Eqs. (13) and (14) indicate that Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and Δ𝑆𝑐𝑟𝑦𝑠𝑡

𝑜  in individual solvents can be 

evaluated from data on the respective temperature dependence of etioporphyrin I solubility. 

In an alternative approach, the crystallization enthalpy Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  can be determined by 

scaling the heat released during crystallization (measured by calorimetry at constant 

temperature and pressure) with the crystallized amount. The calorimetry determination 

may be distorted, however, by solution trapped between crystals and mislabeled as 

crystalline mass. Concurrent measurements of Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  by both methods returned nearly 

identical heat effects and substantially higher experimental uncertainty of the calorimetry 

result.103  

To determine the solubility, we hold vials with the respective solvents at several 

temperatures in the range 4oC to 45oC. We add crystals to the vials until a fraction of the 

added crystals remains undissolved and monitor the evolution of the concentration, which 

increases owing to ongoing dissolution. We view three successive concentration 

determinations that produce consistent results (Figure 22A) as indication that the solution 

has reached equilibrium with the crystals. The averaged value of the three concentrations 

is taken as the solubility. These determinations were  
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Figure 22: The equilibrium between etioporphyrin I in the solution and in the crystal. A. 
Evolution of etioporphyrin I concentration C in butanol at 4oC, 24oC, 37oC, and 
45oC in the presence of excess crystals. C increases as the crystal dissolve. C 
saturates when it reaches its equilibrium value, the solubility Ce. Error bars 
represent the average of three independent determinations. B. Temperature 
dependence of solubility Ce of etioporphyrin I in five listed solvents. C. van ’t 
Hoff coordinate plots of the solubility Ce of etioporphyrin I as a function of 
temperature T in the five listed solvents. Dashed lines in B and C depict the 
best-fit linear regressions to data in C.  

carried out in triplicate for each solvent and at each temperature so that each solubility 

value is the result of averaging over nine concentrations. In the selected procedure, the 

solution approaches equilibrium with the crystals by dissolving crystalline matter, which 

has advantages over common techniques to determine solubility by monitoring the 
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decrease of the concentration of a supersaturated solution due to crystal growth. Crystals 

may cease to grow before equilibrium is reached owing to poisoning by impurities 104-106 

or lack of new layer sources;107 such growth cessation may exaggerate the solubility 

estimate up to two-fold. Kinetic obstacles to dissolution en route to equilibrium are rare 

owing to abundant supply of dissolving layers from the crystal edges.108 

In all solvents, increasing temperature enforces higher solubility (Figure 22B), which 

indicates that the respective equilibriums shift towards the solution by partial dissolution 

of crystals. The Le Chatelier principle implies that crystallization in all solvents is 

exothermic (and crystal dissolution is endothermic) and all Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  are negative. The 

𝐶𝑒(𝑇) correlations in van ‘t Hoff coordinates, ln 𝐶𝑒(1/𝑇) fit well straight lines (Figure 

22C). This linearity indicates, according to eq. (14), that Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  values for the five 

solvents are relatively constant in the tested temperature range. In keeping with the Le 

Chatelier’s principle prediction, the slopes of the van ‘t Hoff correlations are negative 

(Figure 22C): eq. (14) reveals that the slopes’ signs coincide with the signs of Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜 .  

3.3 Contribution of Dipole-Dipole and Dispersion Interactions 

The negative values of ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  (Figure 23A) indicate that the enthalpies of the 

solutions are greater than the enthalpy of the etioporphyrin I P1 crystals and crystallization 

in the five tested solvents is driven by enthalpy. The relation 𝐻𝑠𝑜𝑙𝑛 = 𝐻𝑐𝑟𝑦𝑠𝑡 − Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  

implies that in solvents, for which ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  is algebraically high, the respective 𝐻𝑠𝑜𝑙𝑛 is low 

and manifests strong solute-solvent interactions (Figure 23C). The crystallization entropy 

Δ𝑆𝑐𝑟𝑦𝑠𝑡
𝑜  is negative in all five solvents, between –5 and –60 J mol-1K-1, and implies that 

degrees of freedom are lost upon crystallization.  
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Figure 23: Thermodynamic parameters of etioporphyrin I crystallization in five solvents. 
A. The crystallization enthalpy ∆𝐻𝑐𝑟𝑦𝑠𝑡

o . B. The crystallization entropy ∆𝑆𝑐𝑟𝑦𝑠𝑡
𝑜 . 

C. Schematic representation of the enthalpy change along the reaction 
coordinate for crystallization. D. Schematics of the interactions of the dipole 
moment of a pyrrole group in etioporphyrin I with the dipole moments of 
DMSO, octanol, and caprylic acid. E. The orientation of the dipole moment of 

the hydroxyl group with respect to the C–C bond and of the carboxyl group 

with respect to the C–C bond. 

(Figure 23B). The loss of six translational and rotational degrees of freedom, partially 

offset by the gain of newly created vibrational motions, due to the binding of a molecule 

of about 1 nm dimeter is characterized by Δ𝑆  –100 to –120 J mol-1K-1.109,110 In all tested 

solvents, Δ𝑆𝑐𝑟𝑦𝑠𝑡
𝑜  is greater than this threshold revealing a partial gain of molecular freedom 

upon crystallization. This counterintuitive entropy gain likely reflects the release of solvent 

molecules coating the solute and lining the kinks as etioporphyrin I incorporates into a 

kink. ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and 𝛥𝑆𝑐𝑟𝑦𝑠𝑡

𝑜  vary conformally between solvents and this consistency reflects 

the lower entropy of solvent molecules that strongly bind to the solute. The conformity 

between the ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and 𝛥𝑆𝑐𝑟𝑦𝑠𝑡

𝑜  trends suggests that solvent-solvent interactions do not 

contribute to the thermodynamics of etioporphyrin I solutions and the solvent structuring 



38 
 

that they may support is weak. Indeed, solvent-solvent bonds that support several layers of 

solvent molecules structured around solutes, as in aqueous solutions,111,112 would 

significantly increase the crystallization entropy owing to the release of the layered solvent 

upon incorporation into the crystal, but contribute little to the crystallization enthalpy since 

their energy is similar to that in the bulk solvent. Correspondingly, in aqueous and partially 

aqueous solutions, where water-water hydrogen bonds build up, this conformity is often 

violated.101   

To correlate the values of ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and 𝛥𝑆𝑐𝑟𝑦𝑠𝑡

𝑜  with the interaction between solute and 

solvent, we note that the UV-Vis spectra of etioporphyrin I in the five tested solvents 

(Figure S1) contain a prominent Soret band between 350 and 450 nm and four Q-band 

peaks in the 500-700 nm range, analogously to model spectra that assume etioporphyrin I 

in vacuum.113 The similarity of the measured and model spectra in vacuum implies that the 

interactions between solvent and solute are weak and exclude exchanges of electron density 

that accompany salt bridges and hydrogen and covalent bonds.  

∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  of etioporphyrin I in DMSO is close to ∆𝐻𝑐𝑟𝑦𝑠𝑡

𝑜  in octanol and hexanol (Figure 

4A). DMSO carries two short methyl groups (Figure 18B), in contrast to longer alkyl 

chains of octanol and hexanol (Figure 18B), but it has a substantial dipole moment µ = 3.96 

D (1 Debye = 3.336 × 10⁻³⁰ Coulomb meters); the (Dipole moments) µs of octanol and 

hexanol are 1.66 and 1.60 D, respectively.114,115 The similar ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  values in the three 

solvents suggest that the polar groups and the aliphatic tails cooperate in the interactions 

that govern 𝐻𝑠𝑜𝑙𝑛 and ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜 . The polar groups of the solvents likely engage the pyrrole 

entities, in which the nitrogen accrues partial positive charge.116 This charge distribution 

contrasts other five-membered heterocyclic compounds, furan and thiopene, where the 
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heteroatoms, O and S, respectively, charge negatively; pyrrole’s odd charge distribution is 

attributed to the bias that its N-bound hydrogen imparts on the localization of π-electron 

density.116 The pyrrole dipole moment points along the axis of the heterocycle116 and 

orients the dipole moments of the sulfinyl and hydroxyl groups against itself. The dipole 

moment of DMSO is directed from a positive S to a negative O and interaction with the 

pyrrole dipole steers the O atom to the vicinity of the pyrrole N and the two methyl groups 

near C2, C3 and C4, C5, respectively (Figure 23D). The negative pole of the hydroxyl 

groups is anchored on the oxygen and the dipole moment points roughly along the bisectrix 

of the HCO angle (Figure 23E). Aligning the dipole moments of the alcohols with that of 

pyrrole directs their alkane chains towards the methine group that links two pyrrole cores 

(Figure 18D) and the nonpolar sites of an adjacent pyrrole (Figure 23D). This orientation 

of the alcohols with respect to etioporphyrin I allows robust interaction of the alcohol alkyl 

chains with the non-polar groups of the porphyrin ring.  

The contribution of this dispersion interaction of the alcohols’ alkane tails with the non-

polar groups of the porphyrin ring is highlighted by the low ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  and high 𝐻𝑠𝑜𝑙𝑛 in 

butanol (Figure 23A,C). The high 𝐻𝑠𝑜𝑙𝑛 in butanol manifests weak solute-solvent 

interaction due to an alkane tail shorter than those of octanol and hexanol, while its dipole 

moment, 1.66 D,114,115 is close to those of the other two alcohols.  

3.4 Contribution of Salt Bridges to the Solution Thermodynamics  

Caprylic acid hosts the highest etioporphyrin I solubility (Figure 22B) testifying to 

solute –solvent interactions stronger than of the other four solvents. Accordingly, ∆𝐻𝑐𝑟𝑦𝑠𝑡
𝑜  

and 𝑆𝑐𝑟𝑦𝑠𝑡
𝑜  are highest (Figure 23A,B), and the related 𝐻𝑠𝑜𝑙𝑛, lowest (Figure 23C). The 

propensity of the carboxyl group of caprylic acid to donate its proton advocates that proton 
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transfer from caprylic acid to etioporphyrin generates protonated porphyrin nitrogens and 

negative caprylate ions that bind in strong salt bridges. This hypothesis is refuted by the 

UV-vis absorption spectrum of etioporphyrin I dissolved in caprylic acid (Figure 24A), 

which shows intact Q bands of the solute. Protonation of two of the pyrrole nitrogens 

(Figure 24B, protonation of only one of them is rare84,117,118) in acidic environments 

invokes significant distortion and often merging of the porphyrin Q bands.84,117,118 Indeed, 

the spectra of etioporphyrin I in acetic acid exhibit merged Q bands (Figure 24A), likely 

due to protonated nitrogens that are stabilized by the higher dielectric contact of acetic acid, 

6.2, in contrast to 2.5 of caprylic acid; the acidities of the two acids, judged from their pKas 

in water, 4.85 and 4.89, respectively, are very close.  

As a consequence of this spectral shift, the color of etioporphyrin solutions in acetic 

acid is pink (close to the purple color that gave metal-liganded porphyrins their name)84, 

whereas in caprylic acid and all other solvents it is brown (Figure 24C). Solvent-dependent 

color variations, known as solvatochromism, are a sensitive indicator of specific and non-

specific solute-solvent interactions.119 The color of etioporphyrin I solutions affords an 

additional opportunity to gauge the strength of solute-solvent interaction. 
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Figure 24: Binding of caprylic acid to etioporphyrin I. A. UV-vis absorption spectra of 
etioporphyrin I dissolved in pure acetic and caprylic acids; the Soret and Q 
bands are highlighted. B. Deprotonated and di-protonated forms of 
etioporphyrin I. C The distinct colors of etioporphyrin I solutions in the listed 
solvents.  

The consistency of the solution color and the similarity of the UV-vis spectra of 

etioporphyrin I in the five solvents (Figures 24A, C and 19) signify that the interactions of 

etioporphyrin I with caprylic acids match those with the alcohols and DMSO and comprise 

dipole-dipole and dispersion forces. The dipole moment of monomeric caprylic acid, 2.05 

D120 (lower measured values in the literature115 have been attributed to dimerization to a 

less polar dimer held by reciprocal hydrogen bonds between the constituent carboxyl 

groups120,121), is smaller than that of DMSO, 3.96 D.115 If we assume that the caprylic acid 

dipole orients as in formic acid, it would form an angle of 82.5o with the carboxyl C – Cα 
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bond122 and the negative pole would point towards the carbonyl O (Figure 4E). Aligning 

this dipole against the pyrrole dipole would direct the alkyl chain roughly perpendicular 

the pyrrole axis and empower abundant contacts with the methine groups of the porphyrin 

ring and the ethyl and methyl side chains. (Figure 23D). The caprylic alkyl chain is 

comparable to that of octanol and its substantial dispersion interaction with the non-polar 

groups of etioporphyrin I contributes to the strong affinity of the solute to this solvent.  

3.5 The Small Contribution of H-Bonds  

Etioporphyrin I does not afford the opportunity to weigh the significance of hydrogen 

bonds between solvent and solute for the solution thermodynamics since its only polar 

groups, the pyrrole nitrogens, carry a partial positive charge and deflect solvent protons.116 

For these tests, we employed two additional metal-free porphyrins, protoporphyrin IX and 

coproporphyrin I. In protoporphyrin IX, two of the ethyl groups of etioporphyrin I are 

replaced with propionic residues and the other two, with vinyl; the locations where these 

four entities attach to the porphyrin ring differ from those in etioporphyrin I (Figure 25A). 

Protoporphyrin IX represents the demetallated form of heme, the prosthetic group of 

hemoglobin and other proteins.123 In coproporphyrin I all four ethyl groups are substituted 

with propionates and the sequence methyl, propionate is analogous to the sequence methyl, 

ethyl in etioporphyrin I (Figure 25A); coproporphyrin I precipitates as a HCl salt. The 

crystals of protoporphyrin IX arrange as spherulites of flat plates, whereas those of 

coproporphyrin I hydrochloride present well separated needles (Figure 25B). No CSD 

entries have been deposited for any of these two porphyrins. In consequence, the X-ray 

powder diffraction spectra of the respective crystal forms (Figure 25C) fail to identify the 

crystal structures.  
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Figure 25: Crystallization of polar porphyrins from butanol. A. The structures of 
protoporphyrin IX (PP IX) and coproporphyrin I dihydrochloride (CP I 2HCl). B. 
Scanning electron microscopy (SEM) micrographs of PP IX (left) and CP I 2HCl 
(right) crystals grown from butanol C. Powder X-ray diffraction patterns of 
protoporphyrin IX and coproporphyrin I dihydrochloride crystals grown from 
butanol. 

We expect that hydrogen bonds between the propionic groups of protoporphyrin IX 

and coproporphyrin I and the hydroxyl hydrogen of the solvent, butanol, would stabilize 

the solution and enforce low 𝐻𝑠𝑜𝑙𝑛 and high Δ𝐻𝑐𝑟𝑦𝑠𝑡
𝑜 . In contrast to these expectations, the 
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enthalpy and entropy of crystallization of these two solutes in butanol are much lower than 

the respective values for etioporphyrin I (Figure 26A, B). The measurements of ∆𝐻𝑐𝑟𝑦𝑠𝑡
o  

and ∆𝑆𝑐𝑟𝑦𝑠𝑡
o  submit that the thermodynamics of these two solutions are dictated by weak 

interactions, which exclude hydrogen bonds. The affinity to butanol of protoporphyrin IX 

and coproporphyrin I is weaker than that of etioporphyrin I suggesting that the propionic 

groups of the two acidic porphyrins, besides rejecting hydrogen bonding with the solvent 

hydroxyls, also impair the contacts between the butanol chain and the non-polar entities of 

porphyrin ring, which comprise a major part of the interaction of etioporphyrin I with 

butanol.  

 

Figure 26: Thermodynamic parameters of crystallization of etioporphyrin I (EtP I), 
protoporphyrin IX (PP IX), and coproporphyrin I (CPI2HCl) from butanol. A. 

The crystallization enthalpy ∆𝐻𝑐𝑟𝑦𝑠𝑡
° . B. The crystallization entropy ∆𝑆𝑐𝑟𝑦𝑠𝑡

° . 

The error bars represent standard deviation of the slope and intercept of 
respective van ’t Hoff plots. C. The color of solutions of protoporphyrin IX and 
coproporphyrin I in butanol.  
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The UV-vis spectra of this solution reveal four distinct Q-bands shifted to higher 

wavelengths (Figure S2) and promote the notion that protoporphyrin IX experiences 

dipole-dipole and dispersion interactions with butanol similar to those of etioporphyrin I. 

The persistence of the Q bands appears to contradict the pale red color of protoporphyrin 

IX solutions in butanol (Figure 26C), a manifestation of protonated pyrrole 

nitrogens.84,117,118 We put forth that only a fraction of the protoporphyrin IX molecules are 

protonated and their red hue overpowers the brown color of the unprotonated majority that 

delivers the spectroscopic response. The likely proton donors are the own propionic groups 

of a protoporphyrin IX molecule; at the low solutions concentrations encounters with other 

protoporphyrin IX molecules may be rare. The intramolecular propionate – pyrrole salt 

bridges may be sustained by the high dielectric constant of butanol, about 18,124 which 

substantially lowers the electrostatic potential of the constituent charged groups.  

Dissolving coproporphyrin I dichloride in butanol colors the solution crimson and 

engenders a spectrum with merged Q bands shifted to the green range between 500 and 

600 nm (Figure 19). The intense solution color and the Q bands shift indicate protonation 

of the pyrrole nitrogens, likely by protons from the co-solute HCl. HCl attaches to 

coproporphyrin I both in the solution and in the crystals and, in consequence, the 

interaction between the two co-solutes does not impact the low ∆𝐻𝑐𝑟𝑦𝑠𝑡
°  and ∆𝑆𝑐𝑟𝑦𝑠𝑡

°  (Figure 

26A,B), dominated by the weak interactions with butanol.  

3.6 Inference 

To define the thermodynamic mechanisms that govern the dissolution of porphyrins in a 

line of organic solvents and drive their crystallization we combine determinations of the 

enthalpy and entropy of crystallization with molecular spectroscopy of the solutions and x-
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ray and electron microcopy characterization of the crystal phases. We demonstrate that the 

thermodynamic parameters of crystallization can be faithfully evaluated from the 

temperature variations of the solubility.  

We show that the weak propensity of the tested solvents to form solvent-solvent 

hydrogen bonds restricts the buildup of structured solvent around the solute molecules and 

along the crystal interface. The missing solvent structures stand in direct contrast with the 

three-dimensional network of hydrogen-bonded waters that wraps around solute 

molecules, coats the crystal surface, and dominates the thermodynamic and kinetic 

parameters of crystallization from aqueous solvents. In aqueous-based crystallization, the 

kinetic barrier assumes values in the range 25 – 35 kJ mol for a wide range of materials: 

from small ionic compounds, through organics, to proteins and viral particles.47 This 

consistency has been attributed to the need to break the water structures as a solute 

molecules incorporates into a kink.47 This finding of weak structuring of organic solvents 

promotes two fundamental predictions: First, that the activation energy for incorporation 

of solute molecules into organic crystals will be substantially lower than the value of about 

30 kJ mol-1 found for aqueous crystallization,47,125 and, second, that distinct solutes will 

exhibit disparate activation energies owing to the individual solute-solvent interactions. A 

third, more applied, corollary foresees that controlling crystal growth rate and its 

anisotropy by additives that erode solvent structures and suppress the activation energy for 

growth126 may be less potent in organic crystallization.   

We demonstrate that solution thermodynamics in the studied organic solvents are 

dominated by weak interactions between permanent dipoles and London dispersion forces 

between the nonpolar groups of the solute and solvent. We use an acidic solvent that 
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potentially could protonate a solute’s basic group to demonstrate that salt bridges 

contribute insignificantly to the solution thermodynamics. We attribute the suppression of 

ionic pairs to the low dielectric constant of the tested solvents, which destabilizes charged 

groups by preserving their high Coulomb potential. Modifying the solute with carboxylic 

groups that may engage in solute-solvent hydrogen bonds unexpectedly strongly increases 

the solution enthalpy and demonstrates that solute-solvent hydrogen bonds do not form and 

the implanted acid groups impair the London dispersion interactions between the non-polar 

groups of the solute and solvent.  

These insights may shepherd a rational approach to the search for organic solvents that 

lead to morphologies, sizes and number of organic crystals as demanded by their 

applications in electronics, optico-electronics, pharmacy, and chemical technology. 

Furthermore, the found preference for weak solute-solvent interactions and the exclusion 

of strong localized bonds may guide analytical and numerical models of nucleation and 

crystallization from organic solvents. 
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Chapter 4: Continuum of Solute Dimers Drives Distinct Growth Modes 

on Anisotropic Faces of Etioporphyrin I 

One of the basic tenets of the classical theories of crystal nucleation and growth is the 

Szilard postulate127,128, which states that molecules from the supersaturated phase join a 

nucleus or a growing crystal individually. Over the years, numerous crystals have been 

found to nucleate by assembly of monomers and grow by sequential association of 

monomers to growth sites. Recent experiments in bio- and geomimetic environments49 

have spotlighted a partial deviation from the Szilard rule, a bimodal distribution of growth 

species that arises from the assembly of ordered or amorphous particles129-131. 

Szilard formulated his postulate in the 1920s which claims that crystals only grow by 

association of monomers. The Szillard postulate is the most consequential assumption of 

the classical theories of crystal nucleation and growth and the basis of numerous theories 

that came after them which we use every day to model crystal growth and nucleation.  

 

Figure 27: Free energy profile showing precursors having lower free energy. 

Advanced imaging and spectroscopic techniques has been used extensively to study 

building blocks or growth units of complex biological, geological and synthetic 



49 
 

environments have exposed cases of non-classical crystallization employing crystalline, 

liquid and amorphous precursors49,132,133. To understand the violation of Szillard postulate, 

we must rely on the fact that Szillard based his postulate on a statistic argument. He argued 

that because a cluster of size n bigger that 1 has excess free energy due to the surface that 

is being created as this cluster nucleates the population of these clusters will be extremely 

low. Thus precursors in solution must populate a minimum in the free energy (shown in 

figure 27) as a function of a reaction coordinate leading to the formation of crystal. 

Numerous examples of crystallization precursors that can be found in solution as shown 

in figure 2, which lists six such possible crystallization precursors. One very important 

peculiarity is that these non-classical mechanisms represent only a partial violation of the 

Szillard rule as growth units have a bimodal distribution of monomers and precursors. We 

show a complete violation of Szillard postulate during etioporphyrin I growth, the solute 

in the system we study populates a continuum of dimers that differ by their confirmation 

and then these dimers transform to the crystal competent structure upon association to the 

crystal lattice. 

4.1 Etioporphyrin I Crystals 

Etioporphyrin I, a free base porphyrin containing a relatively large porphyrin core hosts 

delocalized electron density and has disordered side chains which significantly lowers the 

crystal symmetry. As a result, the crystals of etioporphyrin I, possess appealing optical and 

electronic properties for use in modern high-tech applications for solar cells and transistors. 

It has a porphyrine core with four polar pyrrole groups (dipole moment µ = 1.81D) 

connected by methine bridges and alternating methyl and ethyl groups. Etioporphyrin I 

crystallized in the low symmetry P1 space group8. The molecules of etioporphyrin I in the 
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crystal has intermolecular π-π interactions (figure 28). The crystals of etioporphyrin I 

obtained by slow cooling of supersaturated solution has well and clear facets as shown in 

figure 28.        

 

Figure 28: Etioporphyrin I molecule and crystal structure. Etioporphyrin I, a free base 
porphyrin with four pyrrole groups and alternating methyl, ethyl side chains. 
Scanning electron micrograph of etioporphyrin I crystals grown from octanol 
showing several crystal facets. Stacks of etioporphyrin I molecules along the a 
axis of the crystal lattice.  

4.2 Single Crystal XRD of Etioporphyrin I  

The crystal faces of etioporphyrin I obtained by slow cooling from octanol solution 

were indexed on a Bruker D8 Venture diffractometer equipped with a charge-coupled 

device (CCD) detector using graphite-monochromated Cu Kα radiation (λ = 1.54056 Å) 

and an APEX-3 face indexing plug-in. 

 

Figure 29: Face indexing of etioporphyrin I crystals obtained from alcohols. 
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4.3 Growth of Etioporphyrin I Crystals 

Etioporphyrin I crystals were obtained by slow cooling. To understand the molecular 

mechanism of growth, we performed time resolved in-situ Atomic Force Microscopy. 

Crystals of etioporphyrin I were grown by slow cooling on a glass coverslip scratched at 

the center. Supersaturated solutions of etioporphyrin I in octanol (C = 0.50mM) were made 

by slow cooling at the rate of 5oC/15 mins. Clear facets of etioporphyrin I crystals were 

seen in microscope and scanning electron microcopy (figure 28) clear facets of 

etioporphyrin I like [010], [001], [011] were clearly visible. We performed time resolved 

in-situ AFM on (010) and (001) faces of etioporphyrin I.                              

4.4 In-situ Atomic Force Microscopy of Anisotropic Growth Rates 

We used a multimode atomic force microscope (Nanoscope IV) from Digital 

Instruments (Santa Barbara, CA) for all AFM experiments. AFM images were collected in 

tapping mode using Olympus TR800PSA probes (Silicon nitride, Cr/Au coated 5/30, 0.15 

N/m spring constant) with a tapping frequency of 32 kHz. Image sizes ranged from nm to 

20 m. Scan rates were between 1 and 2.52 s-1. Height, amplitude, and phase imaging 

modes were employed. The captured images contained 256 scan lines at angles depending 

on the orientation of the monitored crystal 52,134. The temperature in the fluid cell reached 

a steady value of 28 ± 0.1°C within 15 min of imaging 52. This value was higher than room 

temperature (ca. 22°C) owing to heating by the AFM scanner and laser. 

Pure etioporphyrin I crystals were grown on glass disks as described above. The density 

of attached etioporphyrin I crystals was monitored under an optical microscope. We 

ensured similar crystal density for all samples to minimize potential depletion of solute due 

to high crystal number. The glass slides were mounted on AFM sample disks (Ted Pella 
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Inc.) and the samples were placed on the AFM scanner. Etioporphyrin I solution in octanol 

with varying concentrations were prepared less than 2 h in advance. This solution was 

loaded into the AFM liquid cell using 1 mL disposable polypropylene syringes (Henck 

Sass Wolf), tolerant of organic solvents. After loading, the system was left standing for 10 

min to thermally equilibrate. The crystal edges and surface morphology were used to 

identify the (010) and (001) crystal surface. Etioporphyrin I crystals are very dynamic 

hence the surface features changed rapidly in presence of the growth solution. We set the 

scan direction parallel to the [100] crystallographic direction and AFM images were 

collected for 30 minutes. The solution in the AFM fluid cell was refreshed every 10-15 min 

to maintain constant concentration. With each etioporphyrin I concentration, AFM images 

were collected for 30 minutes, during which the solution was replenished several times. 

Etioporphyrin I solution was pumped into the AFM cell and the observed crystal could 

grow uninhibited for about 15 min before another etioporphyrin I concentration was 

introduced.  

The evolution of the etioporphyrin I crystal surface was characterized by the velocity of 

growing steps . To determine 𝑣 we monitored the displacements of 10 – 15 individual 

steps with a measured step height h = 1.17 ± 0.07 nm and 9.9 ± 0.05 nm on the (001) and 

(010) face, respectively. Between 25 and 35 measurements were taken for each individual 

step and the average growth rates were reported.  

The goal of the AFM investigations is to establish the molecular mechanisms of 

etioporphyrin I crystal growth. Using AFM imaging at mesoscopic scale, we measured the 

step displacement with time. The presence of steps, however, disrupts the contact between 

the scanning tip and the crystal surface and lowers the image resolution. The steps 
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outcropping from a screw dislocation move with time (figure 31), the displacements were 

measured with time and reported as shown in figures 31 and 32.    

 

 

Figure 30: Steps outcropping from screw dislocations and displacements with time on 
the (010) top and (001) bottom face of etioporphyrin I.  

 

 

Figure 31: Step displacement measured on the (010) face with time. Displacements were 
averaged over 10-15 steps for statistics. The slope of each curve gives the step 
velocities and the R2 values gives the validity of the fit. 
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Figure 32: Step displacement measured on the (001) face with time. Displacements were 
averaged over 10-15 steps for statistics. The slope of each curve gives the step 
velocities and the R2 values gives the validity of the fit. 

The step displacements with time on the (010) and (001) face of etioporphyrin I are 

shown in figures 31 and 32 respectively. Etioporphyrin I exhibits two faces (010) and (001) 

as shown in figure 25 both faces grow by spreading of layers which are generated by screw 

dislocations outcropping on the face of monomolecular height. Step velocities are the rate 

of solute attachment to the crystal growth sites or kinks. Step displacements were 

monitored with time and the slopes of step displacement curves (as shown in figure 27 and 

28) were used as step velocities.  

Classical crystal growth theory assumes that crystals grow by incorporation solute 

monomers. The implied monomolecular reaction should give rise to a linear correlation 

between v and solute concentration C, 𝑣 = 𝛽𝛺(𝐶 − 𝐶𝑒), where subtracting solubility Ce 
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accounts for the reversibility of molecular attachment, Ω is the molecular volume in the 

crystal and β is the effective kinetic coefficient, which includes kinetic parameters for a 

selected growth mode, direct incorporation or surface diffusion. Linear v(C) correlations 

has been observed in hundreds of crystals organic, inorganic, colloids, proteins, and virus 

in the last twenty years25. 

The (001) face of etioporphyrin I differs not only by its morphology, but the most important 

difference is that the correlation between step velocity and solute concentration is 

superlinear which extends to concentrations more than twice as high as the solubility Ce. 

A superlinear dependence is highly unusual. Before understanding the deep fundamental 

mechanism of superlinearity we need to eliminate possible trivial reasons for these 

observations.   

 

Figure 33: Measurement of step velocity on (010) and (001) face. A. Step velocities vary 
linearly with etioporphyrin I concentration on (010) face (Inset: step 
displacement measurement with time) and B. follows a superlinear trend on 
the (001) face. 
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4.5 Potential Reasons for Superlinearity 

Potential reasons for apparent growth acceleration at high supersaturation include 

inaccurate measurement of solubility Ce, interpolated for the temperatures of the AFM 

measurements, 28oC. For an alternative determination, we continuously monitor a step site 

in a solution with C = Ce at 28oC and observed a short segment of step on both faces, the 

attachment of solute from the solution is balanced by the detachment of solute from the 

step (figure 32A) on both faces. These dynamics indicate equilibrium between the solution 

and step and confirm the solubility determination. A second hypothesis is that steps on both 

faces have a paucity of kinks as the solute concentration increases, a higher kink density 

leads to faster than linear dependence between the step velocity and solute concentration. 

High resolution images of the step segments on both faces show that the steps in both faces 

are rich in kinks and the kink density is probably close to the thermodynamic limit of 0.3 

so an increase in concentration cannot lead to a higher kink density and subsequently 

superlinear dependence of step velocity on the concentration (figure 29B). 

 

Figure 34: Elimination of factors for superlinear growth. A. Disabled y-axis in-situ AFM 
scan on (010) and (001) face at 28oC where the x axis is time and y axis is the 
surface coordinate. B. Kink density on the (010) and (001) face at Ce.  
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A third possible mechanism of the observed super linearity is the action of impurities that 

adsorb on the steps and enforce curvature on the advancing steps which slows them down. 

These mechanisms would lead to superlinear dependence in a relatively narrow region of 

supersaturation where the size of the critical 2d nucleus is commensurate with the spacing 

between the stoppers. Etioporphyrin crystals on the (001) face exhibit nonlinear 

dependence over concentration that ranges by a factor of 15 which eliminates step pinning 

as a possible mechanism of superlinearity. 

This leaves us with another possible mechanism which assumes that two monomers in the 

solution form a dimer then the dimes incorporate into the crystal, recently in a paper the 

kinetic scenario, was modelled and it was concluded that in the case the dimers coexist 

with a majority of monomers in the solution only in this case the step velocity will be a 

quadratic function of the supersaturation15. We plot the step velocity and quadratic 

concentration dependence, and we find a linear plot (Figure 33B inset), which confirms the 

quadratic growth mechanism. The incorporating and the majority species in solution 

determines the shape of the step velocity curve. If a majority of dimers exists in the solution 

and dimers are the incorporation species we get a linear dependence of the step velocity on 

the concentration. If dimer is the majority species but the dimer needs to dissociate into 

monomers which then incorporates into the kink we will get a sublinear dependence of the 

step velocity on the concentration these scenarios of step velocity variation are depicted in 

figure 35.  
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Figure 35: Step velocity variation with solute concentration for different incorporating 
species.  

If the incorporating species is same as the dominant species in solution, we get linear 

curves. 

4.6 Uv-vis Spectrum of Etioporphyrin I Solution 

We characterized etioporphyrin I solution in octanol with absorption spectroscopy 

since etioporphyrin I contains four pyrrole rings in its porphine ring structure, a symmetric 

structure would produce a single q band, the 2 hydrogens which are part of the 

etioporphyrin I structure lower the symmetry of the ring to two-fold. With two-fold 

symmetry two bands which corresponds to the two groups of pyrrole ring should exist. The 

experimental absorption spectrum measured in two experimental exhibit four to five q 

bands the only explanation of this is that two monomers are in proximity of each other 

which causes splitting of the energy levels and multiplies the q bands. This conclusion is 

supported by DFT quantum mechanical modelling which shows that single etioporphyrin 

I monomer should exhibit two q bands while a dimer should exhibit 5-6 q bands in its 
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absorption spectra (figure 36). Even though the experimentally measured spectra is similar 

to the dimer model there are still subtle differences, we model several other dimers and 

what appears that all of these spectra’s are similar to the dimer spectra yet they differ by 

the intensity of the peaks and in peak positions. No monomers are present in the solution 

and the crystals grow only by incorporation of dimers. The experimental dimer spectra is 

the superposition of several dimer spectra present in the solution.  

 

Figure 36: Uv-vis absorption spectra and DFT modeling of etioporphyrin I absorption 
spectra. 

We model the dimerization equilibrium by all-atom MD simulation. The potential of 

free force between two dimers in the solution as the function of separation between them. 

Here we have the population of the states which differ by the shift (how much the centers 

of the two monomers in a dimer are displaced) or by the tilt angle or by the twist angle. 

Now all these data sets show that dimer stability is very insensitive to variation of the 

conformation variables of the dimer.   
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Figure 37: Dimerization equilibrium of etioporphyrin I in octanol, showing that a 
continuum of dimers exists in solution and crystalline dimers are 
underrepresented in the solution. 

Which means we will have a continuum of dimers in the solution the crystal dimer has 

a relatively high energy, it is underrepresented in the solution. A few findings of this work 

are: 

1. Crystals of etioporphyrin I grow exclusively by incorporation of dimers. 

2. Solution dimers which are different from the crystallographic dimers must 

transform into crystallographic dimers upon incorporation into kinks. 

3. Linear correlation between the step velocity and concentration on the 010 face, 

indicates a very simple straightforward sequential incorporation into kinks. 

4. The quadratic relationship on the (001) face indicates that two dimers must 

cooperate to get incorporated into the kinks. 

4.7 Direct Incorporation into Kinks  

There are two modes of solute incorporation into the growth sites one is via surface 

diffusion, where the solute molecules adsorb on the terrace and diffuse towards the kinks 
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and the other is direct incorporation into the kinks (figure 39 A). Surface diffusion leads to 

competition for solutes between two closely placed steps while direct incorporation the 

transport field of solute being three-dimensional lead to similar step velocities of closely 

spaced steps. The steps velocities were independent of the step separation on both faces of 

etioporphyrin I indicating growth by direct incorporation (figure 39 E and I). All atom MD 

simulation of etioporphyrin I dimer incorporation directly into the kinks of (010) and (001) 

face indicate that adsorption of etioporphyrin I on (010) and (001) is not possible due to 

distinct reasons, on the (010) face incorporating species is not well aligned to the kinks and 

on the (001) face the free energy of adsorption is high thus dimers adsorb too strongly on 

the grooves of (001) face to desorb and diffuse.  

 

Figure 38: Free energy of adsorption of etioporphyrin I dimers on the (010) and (001) 
face.  
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Figure 39: Direct incorporation of etioporphyrin I on (010) and (001) face. A. Schematic 

representation of surface diffusion and direct incorporation into kinks or 

growth sites. B. Steps on the (010) face of etioporphyrin I growing in presence 

of octanol at different time intervals at 35mM concentration showing the 

propagation of both single and double steps. C. Height profiles of steps in 

panel B where single steps are shown in silver and double steps in grey. D. Step 

velocities of double and single steps on the (010) face measured along a axis. 

E. Step velocity variation with step separation at C= 0.30 mM  which shows 

step velocities are independent of step separation. Panels (F-I) show the same 

variation for (001) face. 
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4.8 All-atom MD Simulation of Etioporphyrin I Incorporation into Kink 

 

Figure 40: Configuration of Kinks on the (010) and (001) face. Schematics of solute 
molecule incorporation on the smooth (010) face promotes direct 
incorporation into the kinks and the grooved (001) needs the presence of two 
dimers for the formation of growth competent species. 

To understand the incorporation of etioporphyrin I dimers on the 010 face of etioporphyrin 

Figure 40 shows the presence of two types of kinks, we see the presence of kinks which 

are very open on (010) face, and molecules directly attach to the kinks. On the (001) face 

the presence of grooves obstructs direct incorporation of etioporphyrin I dimers into the 

kinks and two dimers are required for turning the growth incompetent dimers to incorporate 

into the kinks. 
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4.9 Inference: 

An example of complete violation of Szilard rule, whereby a continuum of building 

blocks contributes to crystallization is presented in this work. Here we report a complete 

violation of the Szilard rule. In octanol solutions of etioporphyrin I, a planar molecule 

whose crystals have attractive electronic and optical properties, the solute populates a 

continuum of quasi-parallel dimers that differ from the conformation in the crystal by shift 

and orientation. Molecular absorption and luminescence spectroscopies and all-atom 

molecular dynamics (MD) simulations reveal that the stabilities of the dimers are within 

the thermal energy and enforce free conversion between the distinct structures. The 

monomer concentration in the solution in below 0.1 %. Despite the structural complexity 

of the solute, the velocity of the steps on the (010) faces of etioporphyrin crystals (measured 

using time resolved in situ AFM) increases linearly with the total solute concentration. The 

observed linearity indicates that the molecular reaction at the growth sites in 

monomolecular and the majority of solute dimers seamlessly adopt the crystallographic 

conformation. By contrast, step growth on the other major face, (001), scales with the 

square of the solute concentration. We eliminate three potential mechanisms that may 

manifest as super-linear growth: inaccurate solubility determination, escalating kink 

density at elevated supersaturation, and adsorption of step pinners on the crystal surface. 

The disqualification of the three scenarios enforces the conclusion that the quadratic kinetic 

law indicates a bimolecular process of incorporation. We demonstrate that in contrast to 

numerous other solution grown crystals, solute molecules directly incorporate in the kinks 

and do not reach the growth sites after first adsorbing on the terraces between steps. The 

paucity of solute monomers precludes a collision between two monomers to form a 
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crystallographic dimer as the mechanism of the crystallization reaction. MD evaluation of 

solute interactions with kinks on the (001) face reveal a molecular trap selective for solute 

dimers located on the approach to all kinks, which necessitates a collision with a second 

dimer to ease the captured solute towards the kink. The results with etioporphyrin 

demonstrate the lack of correlation between the solute state and the incorporation kinetics 

driven by the solute. In a broader context, these observations illuminate the immense 

diversity of unexplored crystallization scenarios that pave the long road to crystallization 

control. 
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Chapter 5: The elementary reactions for incorporation into kinks 

Molecular crystallization is a principal stage in the assembly of biological, geological, 

and engineered materials 135-139. Classical theories posit that the crystallization rates and 

pathways are largely dictated by the slow ingress of solute molecules into specifically 

structured growth sites, the kinks 99,140, but the interactions and structures that administer 

the access to a kink remain elusive 141. Here we show that en route to a kink an incoming 

solute molecule forms an intermediate complex, in which the solute binds, but only 

partially, to the molecules that comprise the kink; the disruption of the solute–solute and 

solute-solvent contacts that uphold this complex constitutes the transition state for 

incorporation. We combine time-resolved in situ atomic force microscopy with all-atom 

molecular dynamics simulations to examine the crystal growth of etioporphyrin I, which 

represents a class of materials with appealing optico-electronic properties 8,96,97. Violating 

the classical models of solution crystallization, the measured activation barriers for 

crystallization disconnect from the strengths of the interactions of the solute with the four 

solvents and imply that a structure comprised of both solute and solvent molecules controls 

the access to a kink. MD simulations reveal that in this structure an incoming solute 

molecule forms a fraction of the crystal contacts whereas the remaining contacts are open 

to solvent molecules. The spatial constraints on the solvent access to the open contacts rank 

how much the distinct solvents stabilize this complex and set the height of the barrier to be 

surmounted for incorporation. The proposed two-step scheme of molecular incorporation 

presents an alternative paradigm that may expedite the selection of solutes and solvents in 

the crystallization process design of numerous organic electronic and solar materials 142.  
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Etioporphyrin I incorporates four pyrrole residues linked by methine groups into a flat 

porphyrin ring and decorated by alternating four ethyl and four methyl groups (Figure. 

41a). In the known unsolvated crystal form with symmetry P1 the etioporphyrin molecules 

arrange in columnar stacks supported by π-π bonds and oriented roughly along the [110] 

direction (Figure. 41b) 8. To illuminate the molecular interactions that govern how solute 

molecules incorporate into crystals, we compare the kinetics of etioporphyrin I 

crystallization from solutions in three alcohols with increasing alkyl chain length, butyl, 

hexanyl, and octanyl, and dimethyl sulfoxide (DMSO), a small molecule with two short 

aliphatic residues. This comparison is substantiated by the identical P1 structures of the 

crystals that grow from the four solvents 76. The UV-vis absorption spectra of etioporphyrin 

I in these solvents feature a prominent Soret band, at ca. 400 nm, and four Q bands in the 

wavelength range 475 – 630 nm (Figure. 41c) attributed to distinct transitions of the 

conjugated π electron systems of the constituent pyrroles 118,143. In aqueous solutions at 

elevated ionic strengths, which suppress Coulomb repulsion, 144 or in organic solvents, 

where two monomers were chemically tethered to stimulate dimerization 145, porphyrins 

may form co-facial dimers, in which the monomers position similarly to as in the crystal 

(Figure. 41b). Dimerization detectably modifies the UV-vis spectra of porphyrins: the Soret 

band shifts to higher wavelengths (the shift depends on the solvent, the porphyrin 

sidechains, and on the presence of a metal ion in the porphyrin core) and the shapes and 

relative heights of the Q bands adjust 113,144,145. For etioporphyrin I, the Soret and the Q 

bands are similarly structured in the three alcohols and DMSO and signify that the 

dominant solute species, whether they be monomers or dimers, are identical in the four 

solvents.   
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Figure 41: Etioporphyrin I crystals and solutions. a. The etioporphyrin I molecule. b. 
Stacks of etioporphyrin I molecules in the crystal in P1 space group; Cambridge 
Structural Database REFCODE WOBVUF Ref.8; N in drawn in blue, C, in 
charcoal, and H, in silver. c. UV-vis absorption spectra of etioporphyrin I 
dissolved in DMSO, butanol, hexanol and octanol. D. Scanning electron 
micrograph of an etioporphyrin I crystal. E. In-situ atomic force microscopy 
(AFM) images of (010) face of etioporphyrin I growing from solutions in DMSO, 
butanol, hexanol, and octanol. 

5.1 Displacement and Step Velocity Measurement 

 

Figure 42: Time resolved in situ AFM images of etioporphyrin I (010) face growing from 
butanol. Arrows trace the growth of a step in the [100] direction. 

(010), (011), and (101) faces are prominent in the habit of etioporphyrin I crystals 

grown from the three alcohols and DMSO (Figure. 41d). Typically, a (010) face orients 
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parallel to the substrate and affords a clear line of sight to atomic force microscopy (AFM). 

In situ AFM images (Figure 41e) in supersaturated solutions, where the solute 

concentration 𝐶 exceeds the solubility 𝐶𝑒 (the concentration at which a crystal and the 

solution are at equilibrium), reveal that the (010) faces are comprised of unfinished layers 

structured as spirals that originate at the outcrops of screw dislocations, similar to 

numerous other crystals growing from solution 146,147. The crystals grow as solute 

molecules associate to kinks located along the edges of the unfinished layers, the steps 

99,100,148. The crystal anisotropy enforces distinct velocities of the steps that propagate in 

different directions such that steps in the [100] or �⃗� direction grow fastest and reach furthest 

from the dislocation (Figure 41e). In this way, the shape of the growth spiral reveals the 

ratios between the anisotropic step velocities; these ratios are similar in the four solvents 

(Figure. 41e) and independent of the supersaturation.  

 

Figure 43: Displacements and step velocities measured in butanol. a. The evolutions of 
the step displacements during growth from butanol at printed values of 𝐶 −
𝐶𝑒. b. Step velocity 𝑣, determined from the slopes of the time correlations of 
the step displacement as in b., as a function of the concentration 𝐶 in the four 
listed solvents. 
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Figure 44: Step displacements measured in DMSO, hexanol and octanol. 

We applied time-resolved in situ AFM to track the locations of growing steps in the 

[100] direction (Figure. 42). The step growth was steady in time (Figure. 43a) and the 

slopes of the time correlations of the step displacements present the step velocities 𝑣. In all 

solvents, v increased lineally with the solute concentration C (Figure. 43b), in common 

with numerous other solution grown crystals 38. Mass preservation dictates that 𝑣 equals 

the product of the rate of the chemical reaction of the solute with the kinks and the 

contribution of one molecule to step propagation, the solute molecular size 𝑎, 𝑣 =

𝑎𝑘𝑎(𝐶 − 𝐶𝑒), where 𝑘𝑎 is a second-order rate constant and subtracting the solubility 𝐶𝑒 

accounts for the reversibility of molecular attachment. Alternatively, the 𝑣 has been 

modeled as the product of the solute flux into a kink and the volume Ω that a solute 

molecule contributes to the crystal, resulting in 𝑣 = 𝛽Ω(𝐶 − 𝐶𝑒) 35,36; here 𝛽 is the step 

kinetic coefficient. Comparing the two relations informs that 𝑎𝑘𝑎 = 𝛽Ω. 

5.2 Solvent Viscosities 

The viscosity of organic solvents varies non-linearly with temperature. Solvent 

viscosities at 28oC were determined from the literature. We did linear interpolation of 

viscosity between 25o C and 30oC/ 35oC the two-bracketing temperatures. The solvent 

viscosities at 28oC are reported in the table below and shown in figure 44. 
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Table 2: Solvent viscosities at 28oC 

Solvent Viscosity (cps) 

DMSO 1.89 ± 0.02 

Butanol 2.35 ± 0.025 

Hexanol 4.15 ± 0.027 

Octanol 7± 0.03 

 

Figure 45: The viscosities 𝜼 of the four solvents at 28o C, the temperature of the AFM 
measurements 

5.3 Direct Incorporation into Kinks 

To further illuminate the mechanism of solute incorporation into kinks, we start with 

whether etioporphyrin molecules reach the steps directly from the solution (Figure. 45a) 

or, as numerous solution grown crystals 15,149-151, after adsorption on the terraces between 

steps followed by diffusion towards the steps (Figure. 45b). Two sets of observations 

suggest that etioporphyrin I, uniquely, prefers the direct incorporation pathway during 

growth from the four solvents. First, 𝑣 is independent of the step separation 𝑙 for 𝑙s as short 

as a few nanometers (Figure. 46b). Second, in butanol, hexanol, and octanol the velocities 

of steps as high as the �⃗⃗� lattice parameter (|�⃗⃗�|= 0.991 nm8), are close to those of steps of 
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height ℎ = 2|�⃗⃗�| (Figure. 47 c, d, f). If solute reaches the steps via the crystal surface, the 

step supply field is constrained to two dimensions, which stunts the growth of closely 

spaced steps or steps of ℎ = 2|�⃗⃗�|. Concurrently, analytical models of the surface diffusion 

mechanism of step propagation predict that 𝑣 scales with ℎ−1𝑠. Experimental observations 

reveal that double-height steps that feed via the surface grow slower than single-height 

steps and may split into two single-height steps owing to unequal supply to the top and 

bottom layers 134,150. By contrast, if the steps feed directly from the solution, the supply 

field is three-dimensional and abundant for closely spaced or twinned steps. Closed-form 

expressions for this growth mode predict negligible 𝑣(ℎ) correlation 35,36.   

 

Figure 46: The pathway of a solute molecule into a kink. a, b. Schematic representations 
of two pathways from solution to steps. a. Solute molecules reach a step 
directly form the solution. b. Solute molecules adsorb on the crystal surface 
and diffuse towards the steps. c. Time resolved AFM images of the growth of 
single (silver arrows) and double (green arrows) steps of the (010) face at C = 
0.23 mM in hexanol. 
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Figure 47: Step velocity vs step separation. a. The evolution of the surface profile along 
the dotted line in c. Double-height steps (green arrows) advance over lengths 
similar to those of single-height steps (silver arrows). b. The step velocity in 
the four solvent does not correlate with the step separation 𝑙. C = 0.23 mM in 
hexanol, 0.09 mM in butanol, 0.35 mM in octanol, and 0.25 mM in DMSO. The 
averages of 15-20 measurements for each step separation interval are shown. 
Vertical error bars represent the standard deviation of each measurement. 
Horizontal error bars represent the ranges of 𝑙 during the measurements of 𝑣 
in each group. 

 

Figure 48: Comparison of the velocities 𝒗 of single and double height steps in three 
solvents. The averages of 5-10 double and single heights steps are shown. 
Error bars represent the respective standard deviations. C = 0.23 mM in 
hexanol, 0.09 mM in butanol, and 0.35 mM in octanol.  

5.4 Determination of Rate Constant 

Assuming that etioporphyrin I crystals grow by incorporation of dimers that dominate 

the solution would double the values of 𝑎 and Ω, but leave the core of the arguments below 
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intact. Scaling the slopes of the 𝑣(𝐶) correlations (Figure. 43b) with 𝑎 exposes the 

dramatically divergent rate constants for incorporation into kinks from the four solvents 

(Figure. 48). The rates of chemical reactions occurring in solutions, in parallel with the 

reactants’ diffusivities 152, scale as reciprocal viscosity of the solvent 𝜂−1 153,154. To expose 

the molecular behaviors that govern solute incorporation into kinks, we eliminate the 

divergent accounts for the reversibility of molecular attachment. Alternatively, the 𝑣 has 

been modeled as the product of the solute flux into a kink and the volume Ω that a solute 

molecule contributes to the crystal, resulting in 𝑣 = 𝛽Ω(𝐶 − 𝐶𝑒) 35,36; here 𝛽 is the step 

kinetic coefficient. Comparing the two relations informs that 𝑎𝑘𝑎 = 𝛽Ω. Viscosities of the 

solvents (Figure. 44) and use the product 𝑘𝑎𝜂 to quantify the reaction at a kink. The values 

of 𝑘𝑎𝜂 are nearly identical for crystallization from solvents in the homologous series 

butanol – hexanol – octanol and lower by nearly half for crystallization from DMSO 

(Figure. 49). The rate constants were determined by assuming the incorporation of solute 

molecules in the kink as a bimolecular reaction where the rate constant 𝑘𝑎 =  𝑘𝑜exp (
∆𝐺‡

𝑘𝑇
) 

as shown in figure 48.  

Table 3: Rate constants determined in different solvents. 

Solvent Rate Constant 𝑲𝒂 (𝑴−𝟏𝒔−𝟏) 

DMSO 5.61*105 ±2.4 *104 

Butanol 7.54*105 ±7.60*104 

Hexanol 4.08*105 ±2.28*103 

Octanol 2.41*103 ±5.97*103 
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Figure 49: Second-order rate constants 𝒌𝒂 for the reaction between incoming solute 
molecules and kinks evaluated from the 𝑣(𝐶) correations in 43b. 

 

 

Figure 50: The product 𝒌𝒂𝜼 for growth form the four solvents. 

5.5 Determination of Activation Free Energy 

We represent the rate constant 𝑘𝑎 for the reaction between a kink and an incoming solute 

molecule as 𝑘𝑎 = 𝑘0 exp(−Δ𝐺‡/𝑘𝐵 𝑇), where 𝑘0 is the rate constant of a reaction 

uninhibited by an activation barrier and proceeding at the diffusion limit, Δ𝐺‡ is the free 

energy barrier for incorporation of solute molecules into kinks, 𝑘𝐵 is the Boltzmann 

constant, and T is temperature 155. Molecules approach kinks, which are immobile, only 
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from half the space above the crystal (Figure. 51) and the kinks along the steps separate, 

on the average, by 𝑛𝑘̅̅ ̅ molecules 156. These three restraints modify the Smoluchowski 

expression 157 for 𝑘0 to 𝑘0 = 2𝜋𝐷𝑟∗𝑁𝐴/𝑛𝑘̅̅ ̅ (𝐷, etioporphyrin I diffusivity; 𝑟∗ ≅ 0.5 nm, 

reaction radius; and 𝑁𝐴, the Avogadro number). In turn, 𝐷 = 𝑘𝐵𝑇/6𝜋𝜂𝑎. The restraints on 

a reaction at a kink and the elevated viscosities of the organic solvents depress the values 

of 𝑘0 to order 108 M-1s-1, somewhat lower than the typical values of about 1010 M-1s-1 for 

diffusion-limited reactions of small molecules dissolved in water 155. The relations for 𝑘0 

and 𝐷 expectedly imply that 𝑘𝑎 scales as 𝜂−1 and, importantly, the activation barrier for 

solute incorporation into kinks Δ𝐺‡ solely regulates the product 𝑘𝑎𝜂. The established 

correlation between Δ𝐺‡ and 𝑘𝑎𝜂 affords an opportunity to use the 𝑘𝑎𝜂 data to illuminate 

the mechanisms that govern Δ𝐺‡. Classical crystal growth theories assign Δ𝐺‡ to an 

activated complex, in which solute-solvent bonds are broken, but the solute has not yet 

bound to the kink 35,36; for etioporphyrin I this complex is identical in all solvents. Then 

the activation free energy for incorporation is instituted by the strength of the solute – 

solvent bonds and is greater in solvents that bind strongly with the solute (Fig. 50a).  

Table 4: Diffusion limited rate in different solvents. 

Solvent 𝑲𝒐 (𝑴−𝟏𝒔−𝟏) 

DMSO 1.68*108 

Butanol 1.35*108 

Hexanol 7.63*107 

Octanol 4.52*107 

 

The following are the determined values of the activation energy barrier. 
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Table 5: Activation energy barrier in different solvents.  

Solvent Activation energy barrier 𝑬𝒂 (𝒌𝑱𝑴−𝟏) 

DMSO 14.3±0.11 

Butanol 13.0±0.25 

Hexanol 13.0±0.14 

Octanol 13.0±0.06 

 

 

Figure 51: Schematic of the free energy landscape along the accepted pathway of 
incorporation of an etioporphyrin I molecules from the solution into a kink. 
a. The values for the standard free energy of crystallization Δ𝐺𝑜 are from Ref. 
76. b. Schematic of the free energy landscape along the pathway of 
incorporation suggested by the free energy barriers for incorporation into 

kinks Δ𝐺‡ in the four solvents. 

 

Figure 52: Molecules approach the kink from half space.   
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To test the validity of this proposal, we use that etioporphyrin I crystallizes as identical 

P1 crystals (Fig 41b, d) from all four solvents. In consequence, the equilibrium free 

energies of crystallization Δ𝐺𝑜, evaluated from the respective solubilities 76, characterize 

the relative strengths of the solute-solvent interactions in each solvent. A correlation 

between Δ𝐺𝑜 and Δ𝐺‡ would exemplify the venerable Berthollet rule, according to which 

more stable solute-solvent complexes should decay slower 158. Etioporphyrin I, however, 

defies both the Berthollet rule and the classical understanding of activation barriers for 

solution crystallization. It binds weakly to butanol and its interactions with DMSO, 

hexanol, and octanol are stronger and nearly equal 76. The classical principles concertedly 

predict lowest activation barrier and fastest growth from butanol solutions and comparable 

growth rates from DMSO, hexanol and octanol. The AFM results on the step velocities 

belie both parts of this prediction after accounting for the divergent viscosities of the 

solvents (figure 44). The discrepancy between the interactions of etioporphyrin I with the 

solvents, manifest as Δ𝐺𝑜, and the activation barriers for crystallization Δ𝐺‡ advocates for 

a metastable state that a solute molecule occupies before it invades a kink. This stability of 

this state dictates the height of the barrier that the solute molecule overcomes as it relocates 

to the kink. Interactions with the solvent stabilize this intermediate complex and define the 

distinct rates of growth in different solvents. The values of Δ𝐺‡ in the four solvents imply 

that DMSO strongly stabilizes the intermediate state and the contributions of the three 

alcohols are weaker and close (Figure. 50b). This intermediate complex locates along the 

direct access route of a molecule from the solution to a kink (Figure. 51) and likely 

represents a state in which the solute molecule is bound, but only partially, to the molecules 

comprising the kink.  
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Figure 53: Kink density on the (010) face of etioporphyrin I. The kink density in hexanol 
and butanol are close to 0.3, the thermodynamic limit. The same is seen for 
octanol and DMSO.   

5.6 M.D. Simulation of Free Energy Profile for Solute Incorporation into 

Kinks 

For a microscopic view on the pathway from the solution into a kink, we undertook all-

atom molecular dynamics simulations, complemented by advanced sampling methods. We 

modeled an etioporphyrin I molecule in the vicinity of a kink (Figure. 53a) in contact with 

the four solvents. Upon departure from a kink along the vertical 𝑧 axis, the molecule mostly 
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preserves its orientation for Δ𝑧 ≈ 0.7 nm (Figure. 53 b, c). In all solvents, the potentials of 

mean force along the departure route feature a secondary minimum at Δ𝑧 ≈ 0.2 nm (Figure. 

53b – d). Etioporphyrin molecules in this minimum locate higher than at the global 

minimum of 𝐹(𝑧), where they fully integrate in the kink (Figure. 39d, inset). This shift 

creates a ca. 0.2 nm gap between the incoming molecule and the lower molecule of the 

kink (Figure. 53d, inset). Entropy maximization requires that the gap fills with solvent. The 

smaller DMSO readily complies and the energy of the bonds that it forms with the 

etioporphyrin I molecules framing the gap adds to the entropy increase to stabilize the 

intermediate state. The larger molecules of butanol, hexanol, and octanol, however, fit 

poorly in the small space temporarily left open by the incoming molecule (Figure. 39d, 

inset) and the intermediate state in these solvents retains higher free energy. The 

intermediate complex represents the stepping stone from which a molecule launches to 

surmount the activation barrier and its lower free energy in DMSO enforces higher Δ𝐺‡ 

(Figure. 53d). The less stable intermediate complexes in the three alcohols define lower 

Δ𝐺‡s than in DMSO (Figure. 53d) and contribute to faster growth.  
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Fig. 54: Microscopic view of the ingress of an etioporphyrin I molecules into a kink. a. A 
molecule, shown as gray surface accessible to a solvent with diameter 0.14 nm, 
on approach to a kink, viewed along the missing half row of molecules along the 
step and shown as purple (molecules in the front plane) and pink (molecules in 
the rear plane) surface accessible to a solvent with diameter 0.14 nm. b, c. The 
probability densities of the angles 𝜃 and 𝜙 as a function of 𝑧. d. The potential of 
mean force 𝐹 for the incorporation of etioporphyrin I in the four solvents.  

Inference  

In summary, the mechanism of molecular association to kinks that passes via an 

intermediate state, in which the incoming solute molecules only partially attach to the 

molecules in the kink, presents a new paradigm of molecular crystallization. The proposed 

model highlights the fine details of solute – solvent interactions that rely on solvent size as 

a parameter–complementary to solvent structure–to guide solvent selection and solute - 

solvent matching to optimize the synthesis of advanced functional organic materials. 

Among the remaining open questions are whether an intermediate state precedes the 

incorporation into kinks of solute adsorbed on the crystal surface; if more than one 

intermediate states are possible; if in the intermediate state may recruit more than one of 
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the incoming solute molecules; and about the structure of the intermediate state of solutes 

of irregular shapes and flexible configurations.  
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Chapter 6: Crystal Growth Inhibitors Employ Dual Mode of Action  

Crystallization is an essential step in many biological, geological natural and industrial 

processes. Promotion or inhibition of crystallization in both natural and engineered 

environments by soluble foreign compounds are deployed that interact with the solute or 

the crystal-solution interface3. In many cases several modifiers act to inhibit or promote 

growth and attain desired physico-chemical properties of crystalline materials159. 

Molecular-level insights into the mechanisms of modifier actions help us design efficient 

processes with desired product quality or controlling pathological crystallization52,160. 

Impurities or modifier’s effect on crystal growth can either be desirable or 

undesirable5,6,134,161-165. Industrial crystallization is mostly a purification process, and 

impurities pose problem to downstream processing like tableting, manufacturing etc. 

Crystal habit modification by modifiers are used extensively for making zeolites and 

pharmaceutical drugs. Pharmaceutical drugs are synthesized in crystalline form due to their 

steady release rate. Industrial manufacturing is prone to exposure towards impurities and 

upstream processing can lead to the presence of impurities in the downstream process, 

which can affect the physico-chemical properties of drugs. A good molecular mechanistic 

understanding of modifier action will help us void unnecessary contaminations and 

formulate better therapeutics for several pathological diseases. Recent works on modifiers 

has tried to identify modifiers as kink blockers, step pinners depending on their molecular 

mechanism of action. Step pinners bind to flat terraces and arrest crystal formation over 

broad areas of the crystal surface148,162 Alternatively, kink blockers were found to block 

kinks, the sites where solute molecules incorporate into steps162 Even though drug 

formulations with combinations of two or inhibitors are common in many drugs 166, a 
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crucial gap in the understanding of interactions between modifiers and crystal has been 

identified 167,168 and needs to be addressed. We examine the growth of etioporphyrin I 

crystals, in presence of protoporphyrin IX as an impurity. Both etioporphyrin I and 

protoporphyrin IX are free base porphyrins which mimic the real-world scenario where 

chemically similar molecules act as impurities169. The idea of this work is to understand 

the molecular mechanisms of etioporphyrin I inhibition by protoporphyrin IX. For the first 

time we wanted to prove the validity of Cabrera -Vermilya (C-V) model when the modifier 

acts both a step pinner and kink blocker and show the deviation from C-V model near the 

dead zone where growth is governed by stochastic fluctuations. We observed that 

etioporphyrin I crystal growth follows classical mechanisms whereby new layers nucleate 

on the crystal surfaces and advance by incorporation of solute molecules at the steps. These 

studies uncovered that some modifiers depending on their molecular size, chemical nature 

and interactions can act both as step pinners and kink blockers. 

 

Figure 55: Etioporphyrin I crystal and protoporphyrin IX. A. Etioporphyrin I molecule. B. 

Crystal structure in P1 space group; Cambridge Structural Database REFCODE 

WOBVUF8. C. Scanning electron micrograph of crystals of etioporphyrin I 

grown in octanol showing different faces identified using single crystal XRD. D. 

In-situ Atomic Force Microscopy image of (010) face of etioporphyrin I showing 

steps emerging from a dislocation with 1 nm step height. E. Protoporphyrin IX, 

free base porphyrin used as a modifier.   
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To address the molecular mechanism of inhibition by a chemical homologue we study 

the inhibition of etioporphyrin I crystal growth by protoporphyrin IX. Protoporphyrin IX 

is used as a model organic porphyrin molecule to test the effect of other homologous free 

base porphyrin on the crystallization kinetics and crystal habit Etioporphyrin I.  

6.1 Effect of Protoporphyrin IX on Bulk Etioporphyrin I Crystallization  

Due to crystal anisotropy, inhibitor molecules binding to crystal surfaces exhibit marked 

differences in inhibition of growth in different crystallographic directions. To assess the 

anisotropic growth rates, we perform bulk crystallization studies to determine the 

macroscopic dimensions of etioporphyrin I crystals grown for 2 days at varying 

protoporphyrin IX concentrations (Fig. 4 C and D); these experiments were carried out at 

CEtP = 0.40 mM and at supersaturation σ =ln(CEtP /Ce)≅1.04, where Ce = 0.14 mM is the 

solubility at 25 °C. Protoporphyrin IX leads to preferential inhibition of the axial faces 

(101) and (111) of etioporphyrin I leading to the reduction in l and lateral faces (001) 

leading to the reduction of crystal width. We see a reduction in crystal length and width 

and subsequent vanishing of the (101) and (111) face. The presence of protoporphyrin IX 

lead to the increase in crystal number density acting as heterogenous neucleation sites. 

Tapering has been attributed170 to blocking of steps on an orthogonal face on approach to 

a shared edge, induced by enhanced supply of inhibitors at the edge, as illustrated in Figure 

55 M. The symmetric tapering in Figure 55 H and I indicate that protoporphyrin IX 

interacts with both (111) and (101) faces.  
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Figure 56. Effect of protoporphyrin IX on etioporphyrin I crystal size and morphology. 
A. BFDH morphology of etioporphyrin I crystal calculated using Mercury B and 
C. Variation of average length, l and width, w of etioporphyrin I crystals grown 
in pure octanol and in presence of increasing protoporphyrin IX concentrations 
obtained by slow cooling. D-I. Scanning electron micrographs of etioporphyrin 
I crystals grown in absence (D) and presence of different protoporphyrin IX 
concentrations listed in each panel.  J-M Illustrations of modification of the 
crystal habit. J. Control and protoporphyrin IX induced suppression of crystal l 
and w by interactions with lateral (K) and axial (L) crystal faces, respectively. 
(M) Tapering due to enhanced adsorption of drugs near the crystal edges.  

6.2 Lack of Complexation Between Etioporphyrin I and Protoporphyrin IX 

To test the hypothesis if the inhibition of etioporphyrin I crystal growth is due to the 

sequestration of etioporphyrin I in soluble complexes of etioporphyrin I with 

protoporphyrin IX we study the Uv-vis absorption spectrum of etioporphyrin I and 
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protoporphyrin IX. Using the Beer’s Law 𝐴 =  𝜀𝐶𝐿, where A is the absorbance, 𝜀, is the 

extinction coefficient, C is the concentration and L is the path length. Our findings refute 

the hypothesis that that any complex form between etioporphyrin I and protoporphyrin IX. 

This crystal growth inhibition we see in the bulk crystallization experiments is not due to 

sequestration of etioporphyrin I in soluble complexes but due to the inhibition of layers on 

etioporphyrin I crystal surface. The Uv-vis spectrum is additive in nature and the R2 = 1 

for the correlation between calculated and observed absorbance values at a wavelength of 

496 nm.     

Figure 57: Lack of complexation between etioporphyrin I and protoporphyrin IX. A. Uv-
vis spectrum of etioporphyrin I and protoporphyrin IX in octanol. The individual spectrums 
of etioporphyrin I and protoporphyrin IX when added give the combined spectrum 
indicating the lack of complexation. B. Linear correspondence between observed and 
calculated spectrum of protoporphyrin IX and etioporphyrin I with R2 =1 again emphasises 
the absence of complexation. 

6.3 Molecular Mechanism of Protoporphyrin IX Action 

Etioporphyrin I are triclinic crystals belonging to the P1 space group with unit cell 

parameters a= 6.88 Å, b = 9.91 Å, c = 10.35 Å and a = 88.47 o, b = 79.70 o, c = 77.44o. We 

studies the tangential step velocity on the (010) face of etioporphyrin I crystal in presence 

of protoporphyrin IX. 
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The (010) face of etioporphyrin I crystals grow by spreading of layers from a screw 

dislocation center as illustrated in figure 58A. The step height is 0.99 ± 0.02 nm. The 

possible areas of inhibition are the kinks figure 57B or flat terraces between steps figure 

57A. A study of the literature shows various mechanisms of inhibition kink blocking134, 

step pinning134, dissolution due to strain3. The understand the mechanism of inhibition of 

one free base porphyrin due to another free base porphyrin, these scenarios are quite 

common in industrial or the natural environments where homologues can act as inhibitors.        

 

Figure 58: Step pinners and kink blockers. A and B. Schematics showing step propagation 

inhibition in presence of step pinners and kink blockers. Step pinners adsorb on 

the terraces thus curving the propagating steps. Kink blockers getting 

incorporated into the kinks inhibit solute incorporation. C. Step velocity 

variation with increasing impurity concentration at constant solute 

concentration in presence of step pinners and kink blockers. D. Schematic 

representation of step velocity variation with solute concentration at constant 

impurity concentration. Kink blocking leading to a decrease in the step kinetic 

coefficient and step pinners increases the dead zone width, where C1 < C2 < C3.  

We measured the step velocity of etioporphyrin I at CEtP = 0.35 mM, at different 

increasing protoporphyrin IX concentrations figure 58D. The resultant curve exhibits the 
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nature of a kink blocker, but kink blockers does not lead to complete step inhibition due to 

fast kink dynamics. The step anisotropy changes in presence of protoporphyrin IX and at 

5μM of protoporphyrin IX concentration the steps undergo complete inhibition, these are 

the characteristics of a step pinner. To understand the molecular mechanism of 

protoporphyrin IX action we studied the step velocity variation at several increasing 

concentration of etioporphyrin I and in absence and presence of 1.5 M of protoporphyrin 

IX figure 59A. The purple curve represents the step velocity in absence of impurities, but 

with increasing etioporphyrin I concentration. The red line are the step velocities at 

increasing etioporphyrin I concentration keeping the impurity concentration constant at 

1.5M. Even when the concentration of etioporphyrin I is 400 times the impurity 

concentration the step velocities are lower than the control. We see the presence of a dead 

zone. Indicating that homologous molecules act both as step pinner and kink blocker. The 

study the accumulation of PPIX over time, a steady step velocity indicates that 

accumulation of PPIX is negligible as shown in figure 58.     

 

Figure 59: Lack of strain generation due to protoporphyrin IX accumulation. Step 

velocity at CEtP = 0.35 mM and PPIX concentration 1.5 M. 
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Figure 60: Etioporphyrin I step velocity variation in presence of protoporphyrin IX. A. 

Time resolved In-situ Atomic Force Microscopy monitoring of (010) face of 

etioporphyrin I at CetpI =0.35 mM. B. Step displacements in presence of CetpI 

=0.35 mM and CPPIX = 1.5M. C. Step displacements measured at varying 

impurity concentration. D. Step velocities measured at varying impurity 

concentration and constant etioporphyrin I concentration (CetpI = 0.35 mM). 

 

 



91 
 

 

Figure 61: Inhibition of layers at protoporphyrin IX concentration 5M.  

Figure 60 shows the inhibition of layers of etioporphyrin I on the (010) face. 

Protoporphyrin IX inhibits the layer growth by step pinning and kink blocking mechanism. 

A impurity concentration of 5 M completely inhibits step propagation and stops growth. 

The disparity we see in bulk and AFM inhibition is since in AFM there is molecular level 

inhibition but in bulk crystallization several factors are at play, the bulk concentration, local 

concentration profile around the crystals.                   

6.4 Development of Kinetic Model for Step Pinners and Kink Blockers 

We develop the Cabrera - Vermilya model to predict the step kinetics in presence of 

impurities which act as both step pinner and kink blockers. We consider the motion of steps 

governed by three phenomena: 1. Step curvature imposed by impurity molecules adsorbed 

on the terraces as step pinners; the chemical potential of curved steps is elevated 171, 

enforcing lower effective supersaturation and slower step growth. 2. Impurity molecules  

as kink blockers, which bar association of solute molecules to some of the kinks, and 3. 

Decrease of the surface free energy 𝛾 of the step edges that regulates how they respond to 

greater curvature.   
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To evaluate ∆𝛾, we assume that 𝑛𝑠,𝐵, the density of kinks occupied by adsorbed kink 

blockers, is equal to the number of blocker molecules adsorbed at the kinks. With this 

assumption, 𝑛𝑠,𝐵 complies with the Gibbs equation of adsorption171. 

 

Figure 62: C-V Model fit and experimental data of step velocities at constant impurity 

and varying impurity concentration.   

It is given as,  
𝑛𝑠,𝐵

𝑎
= −

𝑑𝛾

𝑑𝜇𝐵
, (15) 

where 𝑎 is the step height and μ is the chemical potential of the inhibitors in the solution. 

Owing to the low inhibitor concentrations, the interactions between inhibitor molecules are 

weak and 𝜇𝐵 = 𝜇𝐵0 + 𝑘𝐵𝑇 ln 𝑐𝐵, where 𝜇𝐵0 is the standard value of 𝜇𝐵, kB is the 

Boltzmann constant and T is temperature. The sum of occupied and free kinks 𝑛𝑠,𝐵 +

𝑛𝑘,𝐵 = 𝑛𝑘,0 and 𝑛𝑠,𝐵 = 𝜃𝐵𝜉𝑛𝑘,0.   

We integrate the Gibbs equation and substitute the relations for 𝑛𝑠,𝐵 and μB to obtain   

 −Δ𝛾 = ∫
𝑛𝑠,𝐵

𝑎
𝑑𝜇𝐵

𝑐𝐵

0
= ∫

𝜃𝐵𝜉𝑛𝑘,0

𝑎
𝑘𝐵𝑇𝑑 ln 𝑐𝐵

𝑐𝐵

0
= ∫

𝐾𝐿𝐵

1+𝐾𝐿𝐵𝑐𝐵

𝑛𝑘,0𝜉

𝑎
𝑘𝐵𝑇𝑑𝑐𝐵

𝑐𝐵

0
 (16) 

and  

 −Δ𝛾 =
𝑘𝐵𝑇𝜉𝑛𝑘,0

𝑎
∫

𝐾𝐿𝐵𝑑𝑐𝐵

1+𝐾𝐿𝐵𝑐𝐵

𝑐𝐵

0
=

𝑘𝐵𝑇𝑛𝑘,0

𝑎
𝜉 ln(1 + 𝐾𝐿𝐵𝑐𝐵) . (17) 
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On the (010) faces of etioporphyrin I crystals the step height b  1.0 nm8. The 

characteristic molecular length is 0.68 nm in the �⃑� direction and 1.03 nm in the 𝑐 direction8. 

The kink density along the step is high and can be approximated as the reciprocal average 

of these two lengths, leading to 
𝑛𝑘,0

𝑎
  1018 m-2. With this, the constant in Eq. (17) that is 

independent of the nature of the inhibitor is 
𝑘𝐵𝑇𝑛𝑘,0

𝑎
  4 × 10-3 J m-2. 

We define the supersaturation as Δ𝜇 = 𝑘𝐵𝑇 ln(𝑐𝐸𝑡𝑃/𝑐𝑒), where Δ𝜇 = 𝜇 − 𝜇𝑒 = 𝜇 − 𝜇𝑐, 

𝜇, 𝜇𝑒, and  𝜇𝑐 being the chemical potentials of the solute in the growth solution, in the 

solution at equilibrium with the crystal, and in the crystal, respectively; 𝑐𝐸𝑡𝑃 is are the 

solute concentration; and 𝑐𝑒 is its solubility. This definition relies on the assumption that 

the ratio of solute activity coefficients in the supersaturated solution and at equilibrium is 

close to one. For brevity we introduce 𝜎, defined as 𝜎 ≡ Δ𝜇/𝑘𝐵𝑇 = ln(𝑐𝐸𝑡𝑃/𝑐𝑒). 

According to transition state theory the rate of a reversible chemical reaction is proportional 

to (exp
Δ𝜇

𝑘𝐵𝑇
− 1) Accounting for geometric factors and for the change in molecular density 

upon crystallization, the step velocity relates to the supersaturation as 

 𝑣 = 𝛽Ω𝑐𝑒 (exp
Δ𝜇

𝑘𝐵𝑇
− 1) = 𝛽Ω(𝑐𝐸𝑡𝑃 − 𝑐𝑒), (18) 

where Ω is the molecular volume in the crystal, and 𝛽 is the kinetic coefficient 35,36. Linear 

𝑣(𝐶) correlations have been recorded for numerous crystals growing in supersaturated 

solutions of solute only 38.  

We assume the step pinners adsorb on the crystal surface with molecular surface 

concentration 𝑛𝑃 =𝜃𝑃/𝑆0, where 𝜃𝑃 is the surface coverage and 𝑆0 is the area per adsorption 

site. For inhibitors with molecular size commensurate with that of the solute, 𝑆0 is the dot 
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product of the two lattice vectors parallel to upward facing crystal face. We evaluate the 

average distance between stoppers as 

 𝐿 = 𝑛𝑃
−0.5 = √𝑆0/𝜃𝑃.  (19) 

To evaluate 𝜃𝑃, we assume that adso.rption follows the Langmuir relation between 𝜃𝑃 

and the solution concentration of the step pinners 𝑐𝑃, 

 𝜃𝑃 = 𝐾𝐿𝑃𝑐𝑃/(1 + 𝐾𝐿𝑃𝑐𝑃), (20) 

where 𝐾𝐿 is the respective Langmuir constant. We assume that pinners separated by 

distance 𝐿 enforce step curvature with radius 𝑅 = 𝐿/2. We obtain 

 𝑅 =
1

2
√𝑆0

1+𝐾𝐿𝑃𝑐𝑃

𝐾𝐿𝑃𝑐𝑃
  . (21) 

According to the Gibbs-Thomson relation, a step with radius of curvature 𝑅 is in 

equilibrium with a solution of concentration 𝑐𝑒𝑅, which is greater than the equilibrium 

concentration of a straight step 𝑐𝑒 by 

 ln (
𝑐𝑒𝑅

𝑐𝑒
) =

Ω𝛾

𝑅𝑘𝐵𝑇
, (22) 

where 𝛾 is the surface free energy of the step edge. Eq. (15) reverses the familiar application 

of the Gibbs-Thomson relation to define the radius 𝑅𝑐 of a two-dimensional cluster in 

equilibrium with a solution with concentration 𝑐𝐻 greater than the solubility 𝑐𝑒 

 𝑅𝑐 =
Ω𝛾

𝑘𝐵𝑇 ln(𝑐𝐸𝑡𝑃/𝑐𝑒)
.  (23) 

Unifying Eqs. (14) and (15), we obtain an expression for the critical supersaturation 𝜎𝑑, 

below which a step cannot penetrate the inhibitor fence and growth ceases  

 𝜎𝑑 = ln (
𝑐𝑒𝑅

𝑐𝑒
) =

2Ω𝛾

𝑘𝐵𝑇
√

1

𝑆0

𝐾𝐿𝑃𝑐𝑃

1+𝐾𝐿𝑃𝑐𝑃
.  (24) 
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The supersaturation range between 0 and 𝜎𝑑  , in which step growth is arrested, is often 

called “the dead zone”. This expression for 𝜎𝑑 is identical to the one derived by Weaver 

and De Yoreo 172,173. 

From Eq. (15), the solution concentration at equilibrium of a curved step with radius is           

                    𝑐𝑒𝑅 = 𝑐𝑒 exp
Ω𝛾

𝑅𝑘𝐵𝑇
 ,                                                                            (25) 

At a concentration 𝑐 > 𝑐𝑒𝑅, a step with radius of curvature 𝑅 grows with velocity  

 𝑣𝑅 =  𝛽Ω(𝑐𝐸𝑡𝑃 − 𝑐𝑒𝑅) = 𝛽Ω (𝑐𝐸𝑡𝑃 − 𝑐𝑒 exp
Ω𝛾

𝑅𝑘𝐵𝑇
) = 𝑣∞

𝑐𝐸𝑡𝑃−𝑐𝑒 exp
Ω𝛾

𝑅𝑘𝐵𝑇

𝑐𝐸𝑡𝑃−𝑐𝑒
, (26) 

where 𝑣∞ is the velocity of a straight step, defined in Eq. (11). An equivalent form of this 

relation, derived by Weaver, et al. 172, is 

 𝑣𝑅 =  𝑣∞ (1 −
𝑒𝜎𝑑−1

𝑒𝜎−1
). (27) 

Introducing the step pinning mechanism of inhibitor action, Cabrera and Vermilyea 174 

evaluated the effective step velocity as the geometric mean of the maximum velocity, 

corresponding to uninhibited step propagation in the gaps between the stoppers and 

following the kinetic law in Eq. (18) and, and the minimum 𝑣 due to stopper inhibition 

according to Eq. (26). In the resulting step motion law, this mode of averaging invoked an 

exponent of ½ on the expression in parenthesis in Eq. (26). Instead of using the geometric 

mean, subsequent models assume that the measured step velocity corresponds to an 

arithmetic mean 175 or just to the minimum velocity expressed by Eq. (26) 105. The impact 

of additional factors—kink blocking by the pinners, step anisotropy, variable step curvature 

176, stopper mobility, slow stopper adsorption, and others—on the correlation between the 

step velocity and the surface distribution of step pinners is summarized in Lee-Thorp, et 

al. 177. Even the most elaborate models fail to predict quantitatively experimentally 
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measured 𝑣(𝑐𝑃) correlations 177. Importantly, recent solid-on-solid kMC results reveal that 

uniformly distributed pinners inhibit moving steps to the same degree as randomly 

positioned pinners of the same surface concentration, i.e., the surface distribution of step 

pinners has no effect on the step velocity 178. To avoid the ambiguity associated with 

averaging inhibited, partially inhibited, and uninhibited step velocities, below we only 

model the effects of kink blockers on the velocity of steps with greatest curvature enforced 

by step pinners, 𝑣𝑅. The evaluated 𝑣𝑅, contained by step pinners at concentration 𝑐𝑃 would 

correspond to the measured step velocity if the approximation introduced De Yoreo 173 and 

Weaver, et al. 172 105, that 𝑣 = 𝑣𝑅 and follows Eqs. (26) and (27), is valid.  

Combining Eq. (26) with Eq. (21) on the relation between the step radius of curvature 

𝑅, dictated by the surface concentration of step pinners, and the bulk concentration  of step 

pinners 𝑐𝑃 engenders a relation between the 𝑣𝑅 and 𝑐𝑃    

 𝑣𝑅 =
𝑣∞

𝑐−𝑐𝑒
(𝑐𝐸𝑡𝑃 − 𝑐𝑒 exp

2Ω𝛾

𝑘𝐵𝑇
√

𝐾𝐿𝑃𝑐𝑃

𝑆0(1+𝐾𝐿𝑃𝑐𝑃)
) . (28) 

According to Eq. (21), the velocity 𝑣𝑅of a step with curvature R enforced by step pinners 

with solution concentration cP decreases monotonically from 𝑣∞ at 𝑐𝑃 = 0 and 𝑅 =  ∞ to 

zero as 𝑐𝑃 increases.  

Kink blockers present in the solution at concentration 𝑐𝐵, which adsorb to the kinks 

with Langmuir constant 𝐾𝐿𝐵, impact step motion in two ways: 1. they diminish the number 

of kinks available for solute association, and 2. they lower the surface free energy of the 

step edge. These two consequences can be quantified by Eqns. (17) and (26), respectively, 

leading to  
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𝑣𝑅 = 𝛽Ω (1 − 𝜉
𝐾𝐿𝐵𝑐𝐵

1+𝐾𝐿𝐵𝑐𝐵
) (𝑐𝐸𝑡𝑃 − 𝑐𝑒 exp (

2Ω

𝑘𝐵𝑇
(𝛾0 −

𝑘𝐵𝑇𝑛𝑘,0

𝑎
𝜉 ln(1 +

𝐾𝐿𝐵𝑐𝐵)) √
𝐾𝐿𝑃𝑐𝑃

𝑆0(1+𝐾𝐿𝑃𝑐𝑃)
)),                                                                                          (29) 

where 𝑣0 = 𝛽Ω(𝑐𝐸𝑡𝑃 − 𝑐𝑒) is the step velocity in the absence of both step pinners and kink 

blockers and 𝛾0 is the surface free energy of the step edge in the absence of kink blockers. 

Here 𝑐𝑃 =  𝑐𝐵, as kink blocker and pinner are same. We assumed 𝜉=0.5. 𝛽 in absence and 

presence of impurities were calculated as 0.448 mm/s and 0.2mm/s respectively. 𝛾 was 

calculated from the Turnbull rule  𝛾 =
0.3|∆𝐻𝑐𝑟𝑦𝑠𝑡

𝑜 |

Ω
2/3 , it’s around 18mJ/m2. The Klb = 17M-1 

and Klp = 0.0016M-1 were determined by simultaneously solving for ∆𝛾 and VR. Figure 61 

shows a good fit of the step velocity predicted by C-V with the step velocities measured at 

constant impurity and varying impurities.         

 6.5 Reversibility of Protoporphyrin IX Inhibition 

The effect of protoporphyrin IX was found to be reversible as shown in figure 62 and 

the step velocities completely regenerated as shown in figure 63. The step velocities 

regenerated on removal of protoporphyrin IX.        

 

Figure 63: Regeneration of steps on (010) face of etioporphyrin I after removal of 
protoporphyrin IX. Panel (A-C) growth in presence of PPIX and panel (D, E) 
growth after removal of protoporphyrin IX.     

To understand if the effect of protoporphyrin IX is reversible or irreversible we performed 

pulse studies where growth (𝐶𝐸𝑡𝑃 𝐼 = 0.35𝑚𝑀) and impure solution (𝐶𝐸𝑡𝑃 𝐼 =

0.35𝑚𝑀, 𝐶𝑃𝑃𝐼𝑋 = 2𝜇𝑀) were alternatively pushed on the (010) face of etioporphyrin I 

(figure 62). The removal of protoporphyrin IX from the growth solution changes the step 
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anisotropy to the original form. The step velocities eventually reach the pure solution 

velocity. This is due to the removal of adsorbed protoporphyrin IX from the terraces and 

kinks.           

 

Figure 64: Regeneration of step velocity on the (010) face of etioporphyrin I. The step 

velocities on the (010) face of etioporphyrin I in presence of CetpI =0.35mM and 

CetpI =0.35mM and CPPIX =1.5M.   
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Figure 65: The transient time need to reach the pure step velocity of (010) face after 

removal of impurities.  

On removal of impurity from the growth solution the step velocities revert to the original 

pure solution step velocity shown in figure 63. The transient time needed to reach pure 

solution velocity is shown in figure 64. The removal of adsorbed impurities leads to the 

regeneration of steps and step velocities.       

6.6 Inference 

Presence of impurities are an integral part of industrial and natural crystallization 

processes. Understanding the molecular mechanism of inhibition is essential to design 

robust crystallization processes and crystal growth modifiers. We have demonstrated that 

protoporphyrin IX exhibits inhibition of etioporphyrin I crystal growth by both kink 

blocking and step pinning. The suppression by protoporphyrin IX is based on its specific 

interactions with crystal terraces, step edges and kinks. We show that drug–crystal 

interactions are a significantly more efficient pathway to inhibition of etioporphyrin I 
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crystallization than sequestration of soluble etioporphyrin I into impurity– etioporphyrin 

complexes. Finally, we show the compliance of the Cabrera- Vermilya Model in predicting 

the step kinetics of etioporphyrin I in presence of protoporphyrin IX, which acts as both 

step pinner and kink blocker.   
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Chapter 7: Future Work 

Some of the interesting paradigms of organic crystallization were understood from this 

work. We deduced the importance of solute-solvent interactions from solution 

thermodynamics of etioporphyrin I from a line to five organic solvents, highlighting the 

importance of a variety of solute-solvent interactions like permanent dipoles and London 

dispersion forces. The thermodynamic parameters of crystallization were determined from 

the solubility measurements. Thus, highlighting the importance of solvent medium for 

crystallization processes. Understanding of solute-solvent interactions help in the 

prediction of solubility in organic solvents. In organic solvents the weak solvent-solvent 

bonds contribute negligibly to the solution thermodynamics and solvent structuring, at the 

crystal interface being negligible, it plays an important role in determining solute 

incorporation mode into the growth sites or kinks. A further prospect of this understanding 

is to develop in-silico models of solubility prediction for different solutes in a variety of 

organic solvents, thus providing robust method development technologies for 

crystallization.  

Anisotropic growth in different crystal facets of etioporphyrin I proves the long road to 

go for complete understanding of crystallization fundamentals. The grooved and flat faces 

of etioporphyrin I show distinct growth modes. Finally using solvents of different 

viscosities, we show that the rate constants scales with solvent viscosity for homologous 

series of solvents and we show the presence of an intermediate state stabilized by solvent. 

The further step of this work will be determining the step kinetic rates in presence of 

different small molecule as solvents. Thus, we can form an idea on how the solute-solvent 
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interactions affect the kinetics of crystallization and develop in-silico models for crystal 

growth rate of different small molecules from a variety of solvents.  

Finally, impurities or crystal growth modifiers are an important area of research for 

understanding real world scenarios of crystallization. The control of nucleation and growth 

plays an important role in controlling crystallization. It would be interesting to design 

classical and non-classical modes of crystallization inhibition to suppress, fine-tune and 

design crystal growth processes. Control of crystal nucleation is among the grandest 

fundamental challenges facing modern materials science179. Insight on how organic 

molecules form assemblies that host nucleation and enhance crystal growth77 is severely 

lacking; this lack stands in contrast to the advanced understanding of the mechanisms 

leading to the formation of nucleation precursors of protein crystals and other solid 

aggregates180. A fundamental mechanism of formation and stability of the nucleation 

precursors and their response to modifiers should be established. We will test whether 

suppression of precursors correlates with inhibition of nucleation.  

 To define molecular and mesoscopic mechanisms that leads to irreversible or 

reversible inhibition of crystal growth experiments should be performed on crystallites, 

whose nucleation is promoted by additives, land on the crystal surface out of registry with 

the underlying lattice160. Crystallization in presence of additives should be studied which 

boosts step bunching, destabilize the crystal surface dynamics, and engender numerous 

dislocations. Both outcomes strain the top crystal layers. If the strain persists after remove 

of the triggering additive from the solution it will prevent crystal growth to resume. It is 

important to extend the insight on the mechanism of crystallization precursors to formulate 

selection criteria for modifiers. It is also important to establish whether a threshold modifier 
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concentration for irreversible inhibition exists. In-silico studies on the interaction of 

modifiers with step patterns to identify step bunch stabilizers that may act as irreversible 

inhibitors and test the model predictions experimentally.  

In real-world scenarios crystallization takes place in presence of multiple additives, 

formation of biomimetic, pathological, natural, and industrial crystals with variety of forms 

and functionality occurs in the presence of several impurities. Multiple modifiers act in 

tandem to vary the crystal habit, growth, and nucleation. To control crystallization, it is 

important to elucidate the molecular mechanisms of synergistic, additive, and antagonistic 

cooperativity between pairs or multiple crystal growth inhibitors. Recent work on 

modifiers suggests that the cooperativity between step pinners and kink blockers transitions 

from synergistic at low inhibitor concentrations to antagonistic at moderate and high 

inhibitor amounts181. It will be interesting to study the cooperativity between two step 

pinners or two kink blockers guided by the hypothesis that their activities will not be 

additive as long as their adsorptions on terraces and kinks, respectively, are not matched. 

To explore the crystal nucleation precursors, we can monitor etioporphyrin I solutions with 

concentrations below the crystal solubility, in which crystallization is prohibited, with 

oblique illumination microscopy (OIM). In OIM a green laser illuminates a thin (500 nm) 

solution layer at an oblique angle such that the incident beam avoids a microscope lens 

positioned above the sample. Solution inhomogeneities are detected from the light that they 

scatter toward the objective lens.  

It will be interesting to study organic compound that form crystals of direct technological 

application: pharmaceuticals, such as mefenamic acid, a nonsteroidal anti-inflammatory 

drug,182 and functional materials, such as etioporphyrin I, whose crystals find potential 
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applications as field-effect transistors.8,96,97 To explore the consequences of solute-solvent 

interactions on clusters, it will be interesting to employ organic solvents that exhibit distinct 

interactions with the solutes and enforce divergent solubilities: alkyl alcohols, from ethanol 

to octanol, dimethyl sulfoxide (DMSO), acetonitrile, polar aprotic solvents with short 

aliphatic residues, and caprylic (octanoic) acid.  

Analyze cooperative inhibition in bulk crystallization experiments. Owing to the 

crystal anisotropy, inhibitor molecules that bind to crystal surfaces exhibit marked 

differences in inhibition of growth in different crystallographic directions.50,141,183 It will 

be interesting to assess the anisotropic growth rates by bulk crystallization studies to 

determine the macroscopic dimensions of crystals grown for 10-20 days at varying 

concentrations of the modifiers. To quantify the modifier effect on the growth of the 

anisotropic faces in the presence and absence of modifiers it should be done by measuring 

the length and width of the grown crystals from SEM micrographs.  
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