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ABSTRACT

Shape Memory Alloys (SMAs) are intermetallics with unique properties emanating

from a reversible diffussionless solid to solid phase transformation from a stable at

high temperatures phase (austenite) to a stable at low temperatures phase (marten-

site). Attributed to their efficacy to generate large recoverable strains by undergoing

thermomecanically-induced phase transformation, SMAs emerge as leading prefer-

ence for various applications in aerospace, outer space, transportation, construction,

and biomedical industry. To ensure ascendancy of the SMAs for such applications,

understanding their failure behavior and standardization of fracture toughness mea-

surements are imperative in the realm of fracture mechanics methods to provide

structural integrity assessment, damage tolerance design, performance evaluation,

quality assurance, among others. The fracture response of SMAs is rather complex

due to (re)orientation of martensite variants, reversibility of phase transformation,

transformation-induced plasticity, latent heat effects, and possible co-existence of

cleavage fracture and ductile tearing. SMAs display stable crack growth, a fracture

toughening response attributed to energy dissipation due to phase transformation

occurring close to the crack tip, under nominally isothermal conditions, similarly to

other dissipative material systems, as well as under “actuation” loading such as iso-

baric thermal variations. The aim of this dissertation is (i) to propose necessary

modifications to the existing ASTM standards, which have been developed for con-

ventional structural metals, for the experimental measurement of fracture toughness

of SMAs; (ii) experimentally examine the effect of the reversibility of phase transfor-

mation on the transformation-induced fracture toughness enhancement; (iii) propose

a path-independent contour integral for describing the driving force for crack growth

in SMAs under thermomechanical (actuation) loading paths, which collapses to the

J-integral under nominally-isothermal conditions, and experimentaly measure the

fracture toughness under isobaric conditions; and (iv) investigate void growth and
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coalescence in precipitation-hardened SMAs by unit cell simulations and, by compar-

ison to the available experimental data, draw conclusions on their importance on the

fracture response of these materials.
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1 Introduction

1.1 Introduction to Shape Memory Alloys (SMAs)

1.1.1 Existence and history of SMAs

The existence of every man-made structure requires three aspects to be addressed,

the availability of materials, utilization of improved materials, and human vision to

capitalize on the previous two aspects to convert one’s vision into realistic designs.

With the advancement of science and technology, traditional materials may not be

suitable for future goals. Hence, there is an increasing demand for advanced, lighter,

and stronger materials that can provide multi-functional properties. A specialized

subgroup of materials that can be used for actuation purposes, impact absorption,

and vibration damping applications are known as ‘active materials’ to which Shape

Memory Alloys (SMAs) belong. SMAs’ mechanical, thermal, magnetic, and electrical

capabilities stand out in that category [68, 38, 97, 47, 124]. SMAs are being prioritized

for most of the above mentioned applications because of their high actuation energy

density and high actuation frequency as compared to other active materials, which

can be observed in Figure 1.

Initially, in late 19th century martensitic transformation was first observed in fer-

ric steels, which was later used as the basis to work on concepts like thermoelastic

martensitic transformation and reversible transformation of martensite for copper

based alloys in mid 20th century by [85]. Utilization of these processes in engineer-

ing applications was not implemented until the discovery of nickel titanium alloys in

1963 [26], where they were trying to investigate materials useful for heat shielding,

and this discovery led to the basis of SMAs and its utilization in various engineering

applications with nickel-titanium alloys(NiTi) most extensively researched at “Niti-

nol” [68]. Later, interplay between the atomic weight variations [68] and addition
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Figure 1: Actuation energy density plot showing different ranges of actuation stress,
actuation strain, and the actuation energy densities of different active ma-
terials (After [88]).

of third element [163] helped change the transition temperatures, stress hysteresis

length [170], fatigue life [118], and deformation behavior [115] of these materials that

opened numerous possibilities for SMAs to be used commercially in various fields,

which will be discussed in the next section.

1.1.2 Commercial use of SMAs

Owing to high actuation energy, high actuation frequency, and the ability of SMAs to

provide an output through mechanical, thermal, electrical, or magnetic input, they

are utilized in various industries such as aerospace [96], spacecrafts [169], medical [23]

and transportation [8]. In this section, we will discuss a few of these engineered

technologies, which will give an insight into the fact that possibilities through these

smart materials are limitless.

Due to the capability of SMAs to achieve their full potential at variable scale

lengths, they were used as variable geometry airfoil [155]. In this application, their
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actuation property was utilized where the airfoil effectively changed its shape from

symmetric to chambered. Taking into account their ability to absorb energy and use

this energy for phase transformation, they helped in optimizing the size and shape

of aircraft structural panels, where thermally-induced post-buckling deflection of a

structure was decreased [156]. SMAs have also been used in space applications to

address problems in zero atmosphere environment where it deals with actuation and

release purposes. Fourteen percent of space missions experienced failure due to shock

and vibration during spacecraft launch, these issues can be sorted using SMAs energy

absorption capabilities [52].

The shape memory and pseudo-elastic properties discussed in the next section,

coupled with the biofunctionality and biocompatibility of NiTi, make it a suitable

candidate for medical applications [144, 100]. The amalgamation of these unique

characteristics has led to the unraveling of various applications such as stents [37],

filters, orthodontic wires [3], orthopedic replacements for fractured bones or injured

ligaments as well as devices for minimally invasive surgery (MIS) [147, 144]. Porous

SMAs represent a different material form that can be used as an artificial bone im-

plant [90]. The hysteric characteristic of SMAs helps to create systems that effectively

dissipate vibrations and shocks. These systems are used in armored vehicles [127].

In commercial vehicles, they use SMA springs as sensors to monitor the temperature

and to actuate the valve at a specific temperature, thereby changing the direction of

the oil flow, which helps the car’s continuous transmission [123].

All these applications and many more are achieved by utilizing various thermo-

mechanical properties of SMAs, which are discussed in detail in sections below. All

these abilities open a box of opportunities where these materials can be employed.
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Figure 2: Stress-Temperature plot showing austenitic and martensitic crystallo-
graphic schematics.

1.2 Basic functionalities of SMAs

To make it easier to understand all major phenomenons of these complicated mate-

rials, it’s important to have a basic knowledge of how we characterize them. They

are categorized into two stable phases, each with a different crystal structure and

therefore different properties. Austenite (A) is a high-temperature phase, also known

as the parent phase, its crystal structure is usually cubic, and the other is a phase sta-

ble at low temperature called martensite (M) which has a different crystal structure

depending on the composition, or the alloying element, which can make martensitic

crystal structure tetragonal, orthorhombic, or monoclinic. Shift from a stable parent

phase to low temperature phase can be induced through applied stress or temperature

variation and such transformation is known as the martensitic transformation. One

of the unique factors about these materials is that the transformation from one phase

4



to another is due to shear lattice distortion (moment of atoms from their original

position) rather than the diffusion of atoms, an interesting aspect of such transfor-

mation is that it can be completely recovered when an external stimulus is relaxed as

long as we are in linear elastic or non-linear elastic regime of these materials. This

martensitic transformation can be further categorized into twinned martensite(M t)

and detwinned martensite(Md) phases, whereas twinned martensite is a combina-

tion of “self accommodated” martensitic variants (martensitic crystals with different

orientation direction) which means that the shape change will only be observed on

microscopic scale i.e., in the crystal structure. When a particular variant becomes

dominant and grows at the expense of others, an observable shape change occurs at

the microscopic scale as well as the macroscopic scale, that formation is termed as

“detwinned martensite”. Figure 2 shows schematic of these transformed phases on a

stress-temperature plot.

1.2.1 Temperature-stress play of SMAs

In the above section, we have discussed different phases of SMAs but there is more to

that, the interplay between these phases due to thermal, stress, or thermo-mechanical

stimuli brings out various properties which can be used to innovate new technologies

while utilizing limited resources, but it’s important to understand those properties

in-depth and more importantly, the terminology and working of SMAs phase diagram

must be comprehended to acknowledge true work of art.

The phase diagram as shown in Figure 3 consists of temperature on the x-axis and

stress on the y-axis, which shows the boundaries of the transformation regions in a

stress-temperature space. The change of phase from austenite to martensite is known

as forward transformation that can create several martensitic variants, possibly 24

for NiTi alloys. When transformation takes place from the martensitic phase back to

5



Figure 3: SMAs phase diagram in Stress and temperature space.

the high temperature phase, the crystal structure transforms back to cubic structure,

and this transition is called reverse transformation.

Differential scanning calorimeter (DSC) testing is required to come with the zero

stress transition temperatures such as Af austenite finish temperature and As austen-

ite start temperature that shows the initiation and completion of transformation

from martensite to austenite. Mf martensite finish temperature and Ms martensite

start temperature, respectively show initiation and completion of transformation from

austenite to martensite at zero stress levels. But these temperatures are not sufficient

to characterize the phase diagram completely and therefore slopes to the transforma-

tion surfaces must be known which helps us to know how much stress will be required

at a certain temperature to initiate or complete the phase transformation or how

much temperature variation will be required at a particular stress level to initiate or

6



finish forward or reverse phase transformation. CM and CA are know as stress influ-

ence coefficients or general slopes, and they play a vital role in completing the picture

when understanding the phase diagrams of these materials. Transformation is also

possible from twinned martensite to detwinned martensite and therefore the start and

finish stress levels σs and σf for detwinned martensite must be known, which are eval-

uated through different experimental investigations. All these parameters vary with

materials used to form an alloy, composition of metals, presence/absence and size of

precipitates, oxides, and carbides, training of material and method adopted to create

such alloys. Phase diagrams also vary if we add a new metal to increase/decrease the

brittleness of those alloys.

This summarizes the basic knowledge of the phase diagram of SMAs. These char-

acteristics help SMAs to attain certain properties, which are unique when compared

to other intermetallic alloys and useful in various applications. Shape Memory Ef-

fect(SME) and pseudoelasticity are the most prominent and widely utilized properties

of SMAs, which we will discuss in coming sections.

1.2.2 Shape memory effect

The basics of the shape memory effect can be understood completely by the stress-

strain-temperature schematic in Figure 4 which is discussed below. SME simply deals

with thermomechanical capabilities of these materials that show how we can go from

austenite phase to detwinned martensite by applying sufficient amount of bias load

while cooling the material, which provides large transformation strains. This type of

complicated loading will not permanently deform the material as long as we are below

plastic yielding stress values. It also shows how we can directly go from detwinned

martensite phase to austenite by simply heating the specimen above austenitic finish

temperature while that bias load is still there. This interplay between phases helps
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Figure 4: Schematic for shape memory effect using stress-strain-temperature space.

us to use different crystal structural characteristics of SMAs.

In order to explain the above phenomena in detail, we can show how a uniaxial

loading response looks like in the stress-strain-temperature space. Initially, we are in

the austenitic phase/parent phase of the material i.e., above austenitic finish temper-

ature, which is shown as point 1 in the Figure 4. If we start stress-free cooling below

forward transformation temperature, the material will rearrange its crystal structure

from cubic to twinned martensite’s crystal structure where no macroscopic shape

change is observed, but the mechanical properties of the system have completely

changed at point 2. If we start applying load to the material in the twinned marten-

sitic phase, it will start transforming to detwinned martensite as soon as stress levels

hit (σs). From this point, reorientation process kicks in and a favorable martensitic

variant will grow at the expense of others, usually this variant is in the direction of the
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load applied. This eventuality also indicates the initiation of large recoverable trans-

formation strains (εt), which is completed when stress levels reach (σf ), that marks

the complete formation of detwinned martensite, further, loading will elastically de-

form the material with material properties adhering to detwinned martensite crystal

structure that can be seen at point 3. The magical part of SME can be observed from

3 to 4, where we elastically unload the material, but the detwinned martensitic state

is retained so are the transformation strains. On heating in the absence of load will

initiate the reverse transformation, as the temperature reaches austenitic start, at 5,

the strains will start disappearing and this process of recovering the strains is com-

pleted at a temperature above austenitic finish at point 6, above which only the parent

austenitic phase exists. If the stress applied were below permanent plastic yielding

when the material was in detwinned martensite state, all strains will be recovered.

The ability of SME to recover large strains during the reverse phase transformation

from detwinned martensite phase to austenite using temperature variations is widely

used for actuation purposes.

1.2.3 Pseudoelasticity

Pseudoelasticity deals with the superelastic response of SMA under an applied me-

chanical load, which describes its so-called rubber-like behavior. Stress induced

martensite is a post product of such loading situation. We initiate loading while

the material temperature is above austenitic finish temperature where a stable par-

ent phase exists. A great deal of transformation strains are attained and these stains

can be completely restored once unloading process is complete as long as material

was not plastically deformed. This kind of behavior can be utilized for applications

in which temperature variations are not possible. The strains generated are high

enough to make the use of SMAs in devices where hydraulics systems are applicable,
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Figure 5: Stress-Strain schematic to show Pseudoelastic behaviour of SMAs.

but lightweight systems are required. To better explain this phenomenon, we can see

how pseudoelastic behavior shows a hysteric response on a stress-strain space.

By following a load-unload path under mechanical stimuli, we attain hysteresis in

stress-strain plateau, which can be seen in Figure 5, initially when the load is applied

we are in the stable parent phase and material deforms elastically from 1 to 2 with a

slope of value equivalent to austenitic young’s modulus, at 2, it hits the critical stress

value, which shows the onsite of phase transformation from austenite to martensite,

which is denoted by (σMS) and if we consider the phase diagram, the loading path

has hit the surface for initiation of martensitic transformation. From 2 to 3, we can

observe that a lot of strains have been generated, which are termed as transformation

strains and (σMF ) marks the completion of the martensitic transformation. Now,

further loading will deform the material elastically, but the slope from 3 to 4 will

follow a value equivalent to martensitic young’s modulus of the material, if we keep
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on loading, the material will start to deform plastically and since it’s an irreversible

property we won’t be able to recover all the strains generated thus far. Now, if we

relax the load and start unloading it will follow an elastic trend from 4 to 5 until it

hits the austenitic start surface in the phase diagram, which is denoted by (σAS), here

reverse transformation begins and continues from 5 to 6 and marks the completion

where stresses reach (σAF ) in between these points all transformation strains are fully

recovered. The material is then elastically unloaded to 1.

End of this section unfolds the basics of SMAs and its properties. A major aspect

of this work is based on fracture mechanics and its general concepts will be discussed

in coming sections.

1.3 Fracture mechanics of SMAs

As mentioned above, SMAs are a complicated group of intermetallic materials. Their

ability to transform from one phase to another by employing shear lattice distortion,

twinning, detwinning, and reorientation of martensitic variants and achieving large

amounts of transformation strains adds to the complexities faced while dealing with

fracture mechanics of these materials. Fracture behavior of these materials is not

straight forward due to their strong thermo-mechanical coupling, ability to reverse

transform, and possible generation of transformation induced plasticity (TRIP). Ex-

isting fracture mechanics concepts do not address these subjects and it’s questionable

to follow fracture toughness approach devised for elastic and elastic-plastic materials

without adequate changes. In this section, theoretical, numerical, and experimental

work in the field of fracture toughness evaluation of phase transforming materials

under isothermal and isobaric loading is addressed, as well as failure mechanisms of

SMAs.
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1.3.1 Micro-mechanisms of fracture mechanics of SMAs

When we compare SMAs with other intermetallic alloys, the failure mechanism of

SMAs is quite different. These intermetallic alloys fail due to cleavage [179], which

classifies them as brittle materials. SMAs behavior is far more complex owing to

diffusionless solid-to-solid recoverable phase transformation, orientation and/or reori-

entation of martensitic variants. Since these processes start at lower stress values,

they can delay and/or hinder the cleavage process. Because these complex processes

can act simultaneously in SMA (such as NiTi), it has been observed that ductile

tearing and cleavage fracture often coexist at the same time as shown in Figure 6,

leading to its failure [50, 121].

Figure 6: In-situ SEM image of a pseudoelastic NiTi demonstrating different fracture
mechanisms observed from the fracture surface (After [50]).

There is a strong dependence on the microstructure in a way that the presence

of precipitates, their size, their distribution, and their volume fraction, governs how

one failure phenomena will dominate over the other [27]. Experimental and numer-

ical studies have shown that by changing the size of the precipitates, oxides, and
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carbides in the microstructure of SMAs, material’s properties can be tuned. Opti-

mized material strengths can be achieved [50] and required transition temperature

can be accomplished by using heat aging treatments [48, 82]. Fractography of failed

sample showed that both cleavage planes and dimples co exits on the fracture sur-

faces of SMAs, which points out that the failure mechanism is quasi-cleavage i.e.,

there is possible void growth and its coalescence but failure is majorly dominated by

cleavage [98]. In situ SEM images have revealed that the fracture mechanism makes

transitions from ductile to brittle when grain size is reduced down to nanoscale [1].

Larger grain size have shown the presence of dimples on the fracture surfaces and

failure happens due to ductile tearing instead of cleavage.

Figure 7: In-situ SEM images of a pseudoelastic NiTi SMAs at different applied load
levels during a fracture experiment (After [54]).

In the fracture toughness experiments, it was observed that crack tip blunting is

not prominent before crack growth in pseudoelastic NiTi alloys [54]. While examining

in-situ SEM images Figure 7, crack tip remained sharp which points out that there

is not enough plastic deformation close to crack tip [159] before crack starts growing,

which can be attributed to large martensitic transformation zones created at the

vicinity of the crack that indeed hinders plasticity. Before the cracks start to grow,

non-linearity [57] is observed in the load vs load-line displacement curve, which may

be a sign of void growth and coalescence caused by phase transformation. Numerical

studies are required to study the effects of phase transformation on void nucleation,
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void growth, and coalescence.

1.3.2 Experimental investigation on fracture toughness of SMAs under

mechanical loading

The American Society for Testing and Materials (ASTM) have managed to compile

standards to experimentally evaluate fracture toughness of elastic and elastic-plastic

materials [4]. These standards provide guidelines to select an appropriate fracture

toughness parameter for certain conventional structural metals, and escorts toward

the right methodology to be used to measure those parameters. In the realm of SMAs,

NiTi alloys are most extensively researched material when it comes to understand

fracture response through experimental investigations. The initial studies focused

on evaluating fracture toughness values of NiTi alloys, were based on assertion that

Linear Elastic Fracture Mechanics (LEFM) is a valid approach [161, 54, 140]. These

experiments were done on pesudoelastic, austenitic, and martensitic SMAs with test

specimens not large enough to make sure that small scale yielding constraints are sat-

isfied. They all found a critical stress intensity factor of about 30 [Mpa.m1/2]. These

results not only suggested that failure response of such materials is ‘only brittle’ but

also missed on many prerequisites and validity conditions, where thickness constraints

were not satisfied as the plastic zone close to crack tip calculated from those results

were not approximately equivalent to 2.5(KIc/σy)
2.

In order to visualize what happens near the crack tip, in-situ synchrotron X-

ray diffraction experiments [33] were performed, which highlights some of the main

insights. For SMAs, the size of detwinned martensite zone should be considered

instead of the size of the plastic deformation close to the crack tip, to satisfy size

restrictions and small-scale yielding criteria. High tensile strains were observed at the

vicinity of the crack due to stress induced martensite, but these strain fields become
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compressive upon unloading, which is not the case with irreversible plasticity. Due

to the non linearity in the deformation response, these above findings questioned

LEFM as an effective method for calculating the fracture toughness of SMA. Another

backlog of using LEFM and using KIc as the single fracture toughness parameter

for superelastic alloys was that they show monotonic dependence on temperature

as shown in Figure 12, which questions the validity of KIc as material independent

fracture toughness parameter.

Figure 8: Comparison of K∗max for martensitic (filled circles), superelastic (open
squares) and austenitic (closed squares) NiTi SMAs with different initial
crack lengths (After [54]).

The SEM images from the experimental investigation on pseudoelastic SMAs [54,

55] suggested that crack tips for NiTi stay sharp instead of getting blunt. Blunting

is a process where crack faces move apart before crack starts growing, as observed in

conventional ductile materials, which is associated with dislocation processes. This

questions the suggested methodology for creating R curves, which will be discussed

in the coming sections. Along with this evidence, infrared thermographic images

helped to observe temperature variations on the material’s surface, which can indicate
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Figure 9: Thermographic image while testing NiTi SMA specimen. 1 refers to crack
tip position prior to crack propagation, 2 refers to the actual crack position
, and 3 refers to a region ahead of the crack tip (After [55]).

heat flows associated with martensitic forward and reverse transformations. Since

reverse transformation is an endothermic process, Figure 9 provides direct physical

evidence for the reverse transformation of stress-induced martensite in the material

regions left behind the advancing crack tip expected to occur due to unloading in

that region. Now, this raises questions about the effectiveness and accuracy of the

unloading process required to calculate material compliance during fracture toughness

experiments.

1.3.3 Analytical and numerical investigations on the size of transforma-

tion zone near the crack tip

Apart from aforementioned experimental findings there has been ample effort invested

to analytically and numerically find closed form expressions that can determine the

size of stress-induced transformation zone close to crack tip. These closed form ex-

pressions can be used to satisfy validity conditions for initial thickness and initial
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crack length for the specimen under test, which are required to make sure calculated

fracture toughness values can be accepted. But most of the analytical and numerical

work [109], [106] could not completely determine the size of the transformation zones.

Their work did not include possible plastic yielding and stress-strain hysteric nature

of SMAs. Indeed, the results shown in Figure 10 are not able to capture experimental

strain maps properly.

Figure 10: Experimental evidence of transformation zones close to crack tip using
in-situ X ray diffraction and red and black mark showing plane stress and
plane strain transformation zones (After [109, 106]).

Others did not care to include stress redistribution caused due phase transforma-

tion at the vicinity of the crack [94], and many others based their work on the findings

of Irwin’s correction of LEFM [22], missed capturing the experimental results accu-

rately. A recent model [9] which included plastic yielding and also incorporated stress

redistribution close to crack tip, showed that more load will be required for plastic

zones to appear at crack tip, thus plastic zones for phase transforming materials tend

to be small as compared to conventional elastic-plastic materials Figure 11 and vali-

dation conditions should be based on size of detwinned and/or reoriented martensite

zones rather than inelastic zones.
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Figure 11: The inner curve represent the plastic zone boundary in an SMA material
under mode I loading and the outer one the plastic zone boundary of the
SMA without accounting for phase transformation (After [9]).

1.3.4 Computational and theoretical investigations on isothermal frac-

ture toughness of SMAs using J-integral and Elastic Plastic Frac-

ture Mechanics (EPFM)

Initial numerical studies showed that there is load path dependence on the size and

shape of transformation zones [168] and the formation of stress-induced martensite

tend to relax stresses close to crack tip. Following the insight, further studies sug-

gested that more load will be required to invoke plastic yielding as the martensitic

transformation is a dissipative process, which resulted in decreasing maximum normal

stresses in that region [164, 166]. This response tends to have an impact on slow and

stable crack growth of SMAs and the resulting resistance curves.

Numerical analysis conducted to check J-integral’s validity as a material inde-

pendent fracture toughness parameter for pseudoelastic SMAs [9], pointed out that
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for mode-I loading J-integral is path-dependent. Comparison between far-field J∞-

values and crack-tip J-values Figure 12 suggested that the difference between these

values is not as prominent as it is observed in elastic-plastic materials and the as-

sumption that states that the fracture toughness calculations of SMAs can be based

on path-independence of J-integral is acceptable.

Figure 12: J-integral values vs the radius of the circular integration contour for mode
I loading. The markers correspond to different load levels represented by
the size of the corresponding transformation zones Rξ. J∞ is the far-field
J-value (After [9]).

Mode-I and mixed-mode numerical experiments to evaluate fracture toughness of

SMAs, where volumetric strains were avoided and only shear strains were consid-

ered [175, 177], suggested that phase transformation causes an overall enhancement

in fracture toughness of these materials. Theoretical work [173] where the combined

effect of shear and volumetric transformation strains were studies showed adherence

to the numerical results and suggested that shape of the stress-strain hysteric re-

sponse of SMAs is important to quantitatively determine transformation toughening
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of the material. They also suggested that factors such as mismatch in young’s mod-

uli, slopes of stress-strain curves during transformation, and amount of reverse phase

transformation in the wake of growing crack will impact transformation toughening.

Transformation toughening due to phase transformation is a phenomenon that

provides additional resistance to crack growth. However, there is no experimental ev-

idence to dispel doubts about the enhancement or abatement effects associated with

reverse phase transformation. Finite element analysis with a model that works on

an assumption of null or full transformation [153], instead of partial reverse phase

transformation which is observed experimentally, suggested that reverse transforma-

tion reduces toughening effect. Cohesive zone model analysis [45] which only works

for proportional loading agreed to similar conclusions. Numerical analysis for quasi-

static steady state crack growth [16] were free of any assumptions and showed that

due to the dissipation of energy caused by reverse transformation, there is a contribu-

tion towards the enhancement of transformation toughening. These results under the

finite element framework lack to fully capture the reality and raise more questions

than giving adequate answers, and indeed an experimental evidence is required to

conclude not so obvious phenomenon.

1.3.5 Stable crack growth under isobaric actuation

There is a limited amount of effort invested in the experimental evaluation of fracture

toughness of SMAs under isobaric actuation. The double-notched NiTi specimens

[65] were examined under a constant tensile load much lower than the isothermal

strength of these materials, and thermal cycling was applied. Due to the unstable

crack propagation during the first few cooling cycles, the specimen failed, which

may be due to the global induced martensitic transformation. Pre-cracked, compact

tension specimens under bias a load and actuation cycles showed stable crack growth
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Figure 13: Evolution of the normalized crack-tip energy release rate, GI/G∞, versus
uniform normalized temperature, T, showing higher levels of the driving
force due to accumulation of TRIP (After [74]).

during multiple heating-cooling cycles [76]. In these experiments, crack growth was

observed during the cooling part of thermal cycles rather than during the heating

phase and no crack growth was observed once phase transformation was complete.

Numerical analysis were carried out [20, 74] to study the impact of thermo-

mechanically-induced transformation on the resistance to growth and fracture tough-

ness enhancements associated with it. Phase transformation and TRIP were found

to affect the driving force for crack growth. Accumulation of TRIP in regions in

front of the crack tip over cycling and global phase transformation during cooling,

may (eventually) raise the driving force required for crack growth above a material

specific “critical” value that is usually responsible for crack growth. Figure 13, where

it is clearly observable that the driving force ratio has shown a noticeable increase in

3rd cycle when compared to the 1st cycle. Transformation and TRIP strains not only

demands for higher load levels for stable crack growth but due to irreversible nature of
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Figure 14: Normalized temperature, vs. normalized crack growth, showing the crack
resistance “-curve” behavior for varying bias loads. The higher the ratio
Gcr/G∞, the smaller the bias load (After [71]).

plasticity, it provides a shielding effect because of their presence in the wake of grow-

ing crack. Figure 14 shows critical energy’s dependence on applied bias load levels for

crack growth during isobaric experiments. Depending on the bias load, either there

is no crack growth or crack growth ceases once the whole material is transformed or

steady-state crack growth conditions are achieved during cooling in the first thermal

cycle.
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1.4 Motivation for this research

Since their discovery, the SMA industry has been dominated by products for biomedi-

cal applications with geometrically small feature sizes, especially endovascular stents.

In regard to the demands and requirements, these products were geometrically small

and perform on low service loads thus technological importance of fracture mechanics

was limited to prevent crack nucleation rather than controlling crack growth. Later,

with advancements in technology and an increased demand for SMAs in commercial

actuation for large aerospace devices, vibration damping in humongous structures,

energy conversion, and storage in the automotive industry, to name a few, proper

understanding of fracture mechanics concepts to ensure safe practice was encouraged.

1.4.1 Proposed modifications to ASTM standards for experimental

measurement of fracture toughness

• A mechanics-aided test method for measuring the fracture toughness of SMAs,

whose deformation/failure response violates basic assumptions of ASTM stan-

dards for measuring fracture toughness in conventional ductile materials, has

been recently proposed. The proposed methodology relies on the resistance

curve format of ASTM standards but differs from it in the determination of

the elastic part of the J-value, both for stationary and advancing cracks, in

an effort to accommodate the transformation/orientation-induced changes in

the apparent elastic properties. Detailed discussion of this proposed modifica-

tions to ASTM standards are required, to account for the expected degree of

improvement in the measurement accuracy, the need for further ones regard-

ing the uncertainty as to where to specify the fracture point on the obtained

resistance curve, the specimen thickness requirement to ensure a conservative,

constraint-independent measurement, and the temperature dependence of the
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measurements.

1.4.2 “Reversible” phase-transformation-induced fracture toughness

enhancement

• As already mentioned, SMAs display slow and stable crack extension, i.e., an R-

curve behavior, which is attributed mainly to phase transformation as opposed

to plastic deformation in conventional ductile metals. The observed toughening

(stable crack growth) is due to irreversibility effects associated with nonpropor-

tional straining in the active phase transformation zone and the shielding effect

of the transformed material left in the wake of the advancing crack. The effect of

the reversibility of phase transformation on the fracture toughness enhancement

is examined experimentally to (i) demonstrate that the toughness enhancement

due to crack advance in SMAs may be “reversed” by partial unloading, which

has implications on the evaluation of the resistance curve and its validity con-

ditions, and (ii) provide an experimental verification of the theoretical insight

into the mechanics of stable crack growth.

1.4.3 Experimental fracture toughness measurement under actua-

tion loading

• SMAs are desirable in actuation applications that involve thermal sweeps. A

single-parameter description of driving force for crack growth is proposed for

actuation loading conditions on the basis of a path-independent contour inte-

gral, which collapses to the J-intgral under isothermal conditions. Experimental

measurements of the fracture resistance of SMAs under actuation loading con-

ditions are reported. The obtained results represent the first experimental mea-

surement of the fracture toughness of SMAs under coupled thermo-mechanical
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loading, and indicate that the fracture toughness enhancement associated with

crack advance under isobaric thermal loading is less pronounced than the cor-

responding one under isothermal mechanical loading.

1.4.4 On the relative importance of cleavage and ductile tearing

• Although SMAs belong to a relatively brittle class of materials, that of inter-

metallics, their fracture surfaces are characterized by both cleavage and dimples,

with the latter being indicative of ductile rupture. Two clear differentiators of

SMAs from other intermetallics, which may contribute to the presence of duc-

tile rupture are their ability to transform their crystallographic structure and

the presence of precipitates in large volume fractions. Numerical simulations

are required in an effort to quantify the relative importance of the two fracture

mechanisms in the overall failure response of these materials. The numerical

approach adopted includes a single pre-existing void, assumed to have initiated

from a second phase particle, embedded in a SMA matrix material. These unit

cell studies allow for an investigation of void growth and coalescence, ignoring

void formation and its footprint in the subsequent microstructure evolution.
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2 Notes on the experimental measurement of frac-

ture toughness of SMAs.

Fracture toughness is a generic term regarding material resistance to crack advance.

The experimental measurement and standardization of fracture toughness, under-

stood here as a constraint-independent material parameter both as a critical point or

as a resistance curve, is imperative in the application of fracture mechanics methods

to structural integrity assessment, damage-tolerance design, performance evaluation,

and quality assurance, among others. Therefore, fracture toughness testing and evalu-

ation is of out most importance in fracture mechanics and its engineering applications.

.

2.1 Valid ASTM standards for phase transforming materials

In this chapter a methodology, recently proposed for measuring the fracture toughness

of SMAs whose deformation response violates basic assumptions of the current ASTM

standards, is discussed [58]. The proposed methodology relies on the resistance curve

format of the [4], developed for conventional ductile materials, which is based on

concepts of elastic-plastic fracture mechanics, employing the J-integral as the fracture

criterion. SMAs display an R-curve behavior, i.e., slow and stable crack extension,

which is due to transformation-induced toughening rather than plastic deformation-

induced as in the case for conventional ductile materials, and fracture predominantly

through cleavage rather than ductile void growth and coalescence [14, 142, 54, 20, 160].

The requirements on specimen sizes for J-dominance are much less strict compared

to those for K-dominance, where K stands for the stress intensity factor in LEFM.

LEFM requires the zone of non-linear deformation close to the crack tip, regardless

of the mechanism, to be just a small fraction of the characteristic dimensions of the
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specimen. With respect to SMAs, this restriction leads to a requirement on the

size of the transformation (or orientation of self-accommodated martensite in case of

martensitic materials) zone being small enough for LEFM to be valid. For such a

requirement to be satisfied, the SMAs specimens may be prohibitively large.

The proposed method differs from ASTM standards E1820 the [4] in the determi-

nation of the elastic part of the J-value, Jel, in an effort to account for the mismatch

among the apparent elastic properties of austenite, self-accommodated, and oriented

martensite. Jel is calculated by multiplying the elastic area under the load–load

line displacement curve with a configuration-dependent factor. The range of error in

the fracture toughness measurement introduced by the proposed method and ASTM

standards E1820 [4], the uncertainty as to where to specify the fracture point on the

obtained resistance curve, the specimen thickness requirement to ensure a constraint-

independent measurement, and the measurements’ dependence on temperature are

discussed.

2.2 Review of recently proposed test method

2.2.1 Measurement of J-integral for stationary cracks

The expression utilized for the measurement of the J-values is given first for station-

ary cracks and for advancing cracks subsequently.Both expressions rely on the elastic

compliance slope measured during partial unloading–reloading paths for distinguish-

ing between their elastic and inelastic components.

The J-value is calculated from the load–load line displacement record of a Com-

pact Tension (CT) specimen (Fig. 18(a)) as

J = Jel + J in =
ηelAel

Bb
+
ηinAin

Bb
, (1)
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where B is the specimen thickness, b = W − a is the length of the unbroken liga-

ment (W is the specimen width and a the crack size). Ael and Ain are the elastic

and inelastic components of the area under the load–load line displacement curve,

respectively (Fig. 18(b)). ηel and ηin are geometry-dependent factors, the existence

of which is discussed in [58].

2.2.2 Measurement of J-integral for advancing cracks

The expression for the J-integral given above, Eq. (1), is valid only for constant crack

length, a. For advancing cracks, an incremental formulation is needed [41]

Ji = Jeli + J ini ,

where Jeli and J ini are evaluated from the previous step

Jeli =

[
Jeli−1 +

ηeli−1

Bbi−1

Aeli−1,i

] [
1−

γeli−1

bi−1

(ai − ai−1)

]
, (2)

and,

J ini =

[
J ini−1 +

ηini−1

Bbi−1

Aini−1,i

] [
1−

γini−1

bi−1

(ai − ai−1)

]
. (3)

Above, Aeli−1,i and Aini−1,i are the increments of the elastic and inelastic areas under

the load–load line displacement record from step i− 1 to i, respectively:

Aeli−1,i =
1

2
(Pi + Pi−1)(δeli − δeli−1), (4)

and,

Aini−1,i =
1

2
(Pi + Pi−1)(δini − δini−1), (5)

where δeli = PiCi and δini = δi − δeli are the elastic and inelastic components of the
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displacement (Fig. 18(c)) and Ci is the unloading elastic compliance. γel and γin are

geometry-dependent factors and can be determined using ηel and ηin, respectively [58].

Figure 15: Schematic representation of (a) CT specimen with crack size a and width
W ; (b) δel, δin, Ael and Ain on a load-displacement curve; (c) definition
of the incremental elastic/inelastic area from step i− 1 to i. δαstands for
either δel or δin.

2.2.3 Calculating crack size

To measure crack extension, the elastic compliance method, a widely used tech-

nique [29, 78], is proposed, in accordance to [4].

2.2.4 JR-curve and JIC

Once J and ∆a values are known, the JR-curve can be constructed, following the [4]

procedure. A construction line is first plotted from the origin with a slope of MσY ,

where M is a scalar and σY is the effective yield strength, i.e., the average of the crit-

ical stress, σcr, and the ultimate tensile strength, σTS. σcr denotes either the stress

required for initiation of phase transformation or orientation of self-accommodated

martensite depending on whether the material is in the austenite or self-accommodated

martensite state at zero load, respectively. The slope of the construction line is in-

tended to represent the component of crack extension that is due to crack blunting, as
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opposed to tearing. The default value is M = 2. Two exclusion lines are then drawn

parallel to the construction line intersecting the abscissa at 0.15 mm and 1.5 mm. J-

∆a data points that fall between these two exclusion lines are plotted and a power-law

regression is fit throughout. To determine the JIC fracture toughness, an offset line

is then plotted parallel to the construction line, intersecting the abscissa at 0.2 mm.

The intersection of the 0.2 mm offset line and the regression line defines an interim

value of the J-integral. This interim value is considered a conservative, constraint-

independent fracture toughness value if the qualification requirement, B > 10 JIC/σY ,

related to the specimen thickness is met. Fig. 16 shows a typical JR-curve together

with the definition of lines and region of qualified data.

2.3 Discussion of the proposed test method
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Figure 16: Definition of construction lines and region of qualified data for constructing
the JR-curve and determining JIC .

Crack growth in SMAs invariably involves elastic unloading, martensite reorienta-

tion and non-proportional plastic deformation near the crack tip. The J-integral is
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based on nonlinear elasticity which inadequately models these aspects of deforma-

tion. However, under J-controlled crack growth conditions [63], which require nearly

proportional inelastic deformation everywhere but in a small neighborhood of the

crack tip, the J-integral can still be used to analyze crack growth. The condition for

J-controlled crack growth may be expressed as

ω =
b

J

dJ

da
, (6)

where according to [63], ω should be of the order of 40.

2.3.1 Measurement of J-integral

In conventional ductile materials, Jel is calculated by taking advantage of the rela-

tionship between the energy release rate, G, and the tabulated expressions of the

stress intensity factor, K, as a function of crack configuration and load,

Jel = G = K2/E ′, (7)

where E ′ = E for plane stress and E ′ = E/(1 − ν2) for plane strain, and ν is

the Poisson’s ratio. The above expression is not valid for SMAs, for which the

Young’s modulus, E, assumes different values for austenite, self-accommodated, and

oriented martensite. In the proposed methodology, Jel is evaluated by multiply-

ing the elastic part, Ael, of the area under the load–load line displacement record

with a configurational-dependent factor ηel according to (1) for stationary cracks.

In this expression, the transformation/orientation-induced changes in the appar-

ent elastic properties are taken into account through Ael. For advancing cracks, a

correction is further needed and Jel may be calculated according to (2), in which
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γel = ηel − 1− b
W

(ηel)
′

ηel
, where

(
ηel
)′

= dηel/d(a/W ) [58, 182, 183]. Although the cor-

rection of J-values for crack advance is of little consequence for the measurement of

the point fracture toughness, JIC , is of considerable one for stability analysis; instabil-

ity is expected when the crack driving force J-curve is tangent to the JR-curve [128],

i.e.,

J(P, a) = JR(∆a), (8a)

dJ(P, a)

da
=
dJR(∆a)

da
, (8b)

and thus the slope of the JR-curve at a given amount of crack extension is indicative

of the relative stability of the crack growth. A material with a steep JR-curve is less

likely to experience unstable crack propagation.

2.3.2 Elastic area under the load–load line displacement record, Ael

Ael is determined using the compliance of the CT specimen obtained by partial

unloading–reloading paths. Due to transformation hysteresis or the irreversibility

of orientation, unloading initially results in a linear load–displacement response. The

inverse of this line’s slope, i.e., the compliance, is dependent on the crack config-

uration and the “effective” elastic response of the specimen (austenite plus regions

of oriented martensite or self-accommodated plus oriented martensite depending on

temperature). The elastic part of the load–displacement area is determined by ex-

tending this straight line to meet the abscissa, i.e., the displacement-axis. In the case

of orientation, the so-determined area is related to the energy that can be recovered

upon unloading, given that upon unloading reorientation is not appreciable; mode I

loading is nearly proportional. In the case of phase transformation, however, unload-

ing may result in reverse phase transformation and further release of stored energy.
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In any case, the defined area corresponds to the component of the load–displacement

area related to the elastic deformation during loading and not necessarily to the part

that can be recovered upon unloading.

2.3.3 JR-curve values measured from the proposed approach vs ASTM

standards

In Figure 17, the JR-curves constructed by the proposed method and ASTM standards

are depicted for one of the experiments performed in [58] at temperature, T = 80 ◦C,

at which the material’s stable phase is austenite and phase transformation to stress-

induced oriented martensite close to the crack tip takes place during loading. As it

can be seen in the figure, the JR-curve values corresponding to the proposed method

are higher than those corresponding to ASTM standards at the initial stages of crack

extension and become lower as the crack extends further. This trend has been ob-

served in all experiments: Given that the inelastic part of the J-integral is the same in

both methods, the differences in the J-values are due to differences in the elastic part,

Jel. Looking at the expression of Jel, Eq. (7), for static cracks, the ASTM Jel-values

are expected to be lower than the Jel-values resulted from the proposed method;

the proposed method accounts for the change in the apparent elastic properties close

to the crack tip, which result in an “effective” Young’s modulus of a lower value,

given that the apparent elastic modulus of oriented martensite is smaller than that

of austenite. During crack advance, the corrected Jel-value (Eq. (2)) increases slower

than the ASTM Jel-value due to the second term in the equation, and eventually the

JR-curve values of the proposed method fall below the ASTM ones.

In order to further investigate the error in the JIC -measurement introduced by the

proposed methodology and [4], finite element analysis is undertaken (see Appendix7.1).

Since the difference between the two methodologies is limited to the calculation of Jel,
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Figure 17: JR-curves obtained from the proposed approach and [4] for one of the
experiments performed in [58] at temperature, T = 80 ◦C.

the constitutive model adopted only accommodates the change in the elastic proper-

ties in the absence of transformation or orientation strains (Fig. 18[a]). The J-value

is calculated from the load–load line displacement record using the proposed method-

ology and the ASTM standards, and through the domain integral method, described

in [129, 95, 149]. As it can be seen in Fig. 18[b], the proposed methodology gives

J-values in close proximity to the those obtained from the domain integral method,

while the error introduced following the ASTM standards is significant. These calcu-

lations assume that the ratio between the Young’s moduli of austenite and martensite

is 2.3, a value which should be considered among the highest observed in NiTi [89].

Given the error in Jel introduced by [4] and Jel ≈ 0.4J in at JIC , at least for the ex-

periments performed, the error expected using the ASTM standards in determining

JIC should be no more than 7–10%.
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2.3.4 Calculation of crack size

According to the elastic compliance method, the crack size can be measured by the

following formula:

a

W
= 1.000196− 4.06319u+ 11.242u2 − 106.043u3 + 464.335u4 − 650.677u5, (9)

where u = 1/
(√

BEC + 1
)

and C is the unloading elastic compliance. A good

agreement between the elastic compliance calculations and optical measurements was

found in [58], which can be explained by the mild dependence of the above formula on

E since the elastic compliance scales with the inverse of E. Note that in the elastic

compliance calculations, E was assumed equal to the Young’s modulus of the stable

phase at the nominal temperature at which the experiments took place.

2.3.5 Determination of fracture toughness, JIC

The default slope, 2σY , of the construction line approximates the apparent crack

advance due to crack-tip blunting when there is no slow stable crack tearing under

the assumption that, before tearing, the crack advance is equal to one half of the

crack-tip opening displacement. In SMAs, crack-tip blunting is not as pronounced as

in conventional ductile materials and such an assumption is an exaggeration [54].

According to [4], the obtained JIC -values should satisfy the requirements, b, B >

10 JIC/σY , which ensure J-dominance and constraint-independence, respectively. In

conventional ductile materials, the apparent thickness dependence in fracture tough-

ness reflects the differing relative contributions of two distinct fracture mechanisms,

flat vs shear fracture, due to crack tunneling and shear lip formation. In thick speci-

mens, flat fracture mechanism dominates, and further increases in thickness have rel-

atively little effect on the measured toughness. SMAs, however, fail predominantly by
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cleavage fracture and do not form tunnels and shear lips. Cleavage fracture toughness

is known to exhibit a slight thickness-dependence due to weakest-link sampling effects.

Thus, the aforementioned thickness requirement for conventional ductile materials is

far more stringent than is necessary to ensure a thickness-independent fracture tough-

ness measurement in SMAs. A test matrix of fracture experiments on specimen with

various thicknesses is needed for the rigorous relaxation of the thickness requirement.

The corresponding requirement on the in-plane dimension b > 10 JIc/σY , should still

be enforced to ensure J-dominance on the stress and strain fields in the vicinity of

the crack tip.

2.3.6 On the temperature dependence of the fracture toughness measure-

ments

[4] and the proposed methodology assume isothermal quasi-static loading conditions.

The isothermal assumption in SMAs is valid for a range of strain rates within the

regime of quasi-static processes even for complex geometries and loadings despite

the generation or absorption of latent heat during phase transformation (forward

transformation from austenite to martensite entails generation of heat and reverse

phase transformation absorption of heat). At higher strain rates, depending on the

geometry, convective boundary conditions and associated heat transfer, the generation

or absorption of latent heat may have a strong impact on the deformation response

of SMAs as shown experimentally in [133, 148], and in turn to the fracture behavior

of these materials.

In contrast to most conventional structural materials, SMAs’ fracture may be also

thermo-mechanically assisted. According to recent experimental investigations [66,

60], SMAs may fracture during cooling under a constant external mechanical loading;

this loading path is an idealization of typical loading paths that utilize these alloys
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as actuators.

2.3.7 Nominal isothermal loading conditions

According to experimental results under nominal isothermal quasi-static loading [58],

the fracture toughness dependence on temperature is piece-wise constant, below and

above Md (for nominal temperatures above Md the austenite phase is stable and the

deformation response of the SMA is similar to that of a conventional metal, with

plastic deformation (via slip) occurring when the stress reaches the yield stress of

austenite), with the fracture toughness above Md, i.e., the fracture toughness of

austenite, being considerably higher. At temperatures below Md, the extrapolated

KJIC
-values, calculated using KJIC

=
√
E ′ JIC , where E ′ corresponds to the stable

phase at the temperature at which the experiments were conducted, are representative

of the fracture toughness of martensite. At those temperatures, the crack grows into

a region of oriented martensite although the far-field material phase may be different,

i.e., self-accommodated martensite at temperatures at which martensite is stable or

austenite in the pseudoelastic temperature range. The difference in the apparent

elastic properties of the far-field material is an additional source of variability in

the measured JIC -values at different temperatures below Md that does not affect the

extrapolated KJIC
-values.

It should further be noted that in the literature [161, 54, 140, 108], it was argued,

based on LEFM, that the fracture toughness of SMAs depends monotonically on tem-

perature. However, the published data, as discussed in [14], appears to be determined

from tests that do not comply with the small-scale transformation condition which is

a perquisite for LEFM to be valid.
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2.3.8 Actuation loading conditions

The experimentally observed fracture of SMA specimens during phase transformation

induced by cooling under a a constant external mechanical loading [66, 60], which from

an energetic point of view may seem in disagreement with the general view of dissipa-

tive processes resulting in an enhancement of fracture toughness, is characteristic of

SMAs and should be attributed to phase transformation from austenite to martensite

interacting with the stress and strain fields near the notches/cracks. As explained

on the basis of finite element simulations and analytical arguments [20], the increase

of driving force for crack growth during cooling is due to transformation occurring

in regions in front of the crack tip. Furthermore, stable crack growth was observed

experimentally and this toughening response is shown to be mainly associated with

the shielding effect of the transformed material left in the wake of the advancing

crack [70].

No attempts to measure the fracture toughness of SMAs under actuation loading

conditions have yet been reported.
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3 Reversibility of transformation-induced fracture

toughness enhancement.

As mentioned in previous chapter SMAs tend to show a stable crack growth which

is clearly visible in resistance curves which are rising instead of being flat. Similar

behaviour is observed in ductile elastic-plastic materials, which is due to their propen-

sity to undergo irreversible deformation display an increasing resistance to progressive

crack advance, i.e., stable crack growth. A one-parameter description of stable crack

growth by a fracture toughness vs crack advance (resistance) curve is possible under

specific conditions. Here, experimental observations are reported to (i) demonstrate

that the toughness enhancement due to crack advance in hysteretic materials may be

“reversed” by partial unloading, which has implications on the evaluation of the resis-

tance curve and its validity conditions, and (ii) provide an experimental verification

of the theoretical insight into the mechanics of stable crack growth.

3.1 Introduction to reverse phase transformation in the wake

of growing crack

In most dissipative material systems, cracks initially grow stably under increasing

load until critical conditions are met. Such material systems are characterized by

rising crack extension resistance curves, the so-called R-curves [183]. The R-curve

slope is indicative of the relative crack growth stability and, thus, the entire R-curve

provides a more complete description of the fracture response than a single fracture

toughness value.

A simplistic rationale to stable crack growth is offered by the “energetic” argu-

ment that in order to maintain crack growth, energy must be supplied into the system

to compensate for the work expended into the dissipative processes that accompany
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crack advance. In conventional ductile materials, the consensus is that crack growth

is stabilized by irreversibility effects associated with nonproportional straining in the

active plastic zone and the irrecoverable deformation left in the wake of the growing

crack [64, 136, 36, 137, 34]. It has been argued that (i) plastically deformed solids offer

more resistance to nonproportional loading, which corresponds to advancing cracks,

than to (nearly) proportional loading, which corresponds to stationary cracks, and,

therefore, the strain at given distances from the crack tip are generally larger in sta-

tionary problems than in crack growth problems for the same crack configuration

and load under small-scale yielding conditions; thus, it is necessary to continue to

deform the material in order to maintain a suitably concentrated strain field at the

advancing crack tip, and (ii) there is a fan ahead of the crack tip such that resid-

ual plastic deformation behind that fan and at sufficiently small distances from the

crack tip impedes crack growth. The construction of the R-curve for such materials

is based on concepts of elastic-plastic fracture mechanics, employing the J-integral

as the fracture criterion [4]. The J-integral is based on nonlinear elasticity and inad-

equately models nonproportional inelastic deformation. However, under J-controlled

crack growth conditions [63], which require nearly proportional inelastic deformation

everywhere but in a small neighborhood of the crack tip, the J-integral can still be

used to analyze crack growth.

Similar to ductile metals, phase transforming materials display stable crack growth

under increasing load, known as transformation toughening [132, 92, 113, 24, 42, 110,

114, 91, 139, 80, 86, 53, 58]. In reversible phase transforming materials, reversibility of

phase transformation and reorientation of martensite variants render the phenomenon

of stable crack growth even more complicated than that in most ductile metals. These

materials may fail by a combination of ductile tearing and cleavage, e.g., NiTi and

other SMAs [51, 122], and it is not yet clear what is the effect of reorientation on
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the singularity of the strain fields close to the crack tip or whether the reversibility

of phase transformation promotes or impedes crack advance [154, 17].

The present study offers the first experimental investigation of the effect of the

reversibility of inelastic deformation on the apparent fracture toughness of advancing

cracks and its implications in measuring resistance curves. NiTi compact tension

specimen are tested under isothermal mechanical loading at a temperature at which

phase transformation is reversible (superelastic loading). The loading paths include

unloading to induce reverse phase transformation beyond that occurring during crack

advance. The experimental observations in this study offer evidence that (i) partial

unloading during stable crack growth may have a substantial impact on the fracture

response, (ii) the compliance method for constructing the R-curve should be used

with caution, and (iii) the validity conditions of R-curves are more strict in hysteretic

materials than in conventional structural metals and, thus, the R-curve as a means

to study the stability of a real structure is even less effective.

3.1.1 Dogbone testing and DSC for material characterization

A binary Ni55.7Ti44.3 (wt%) (Fig. 19), superelastic at room temperature, with phase

transition temperatures Mf = −29◦C, Ms = −20◦C, As = −15◦C and Af = 7◦C,

where Mf , Ms, As and Af indicate martensite finish, martensite start, austenite start

and austenite finish temperatures, respectively, was acquired from Fort Wayne Metals.

The fracture tests are performed on compact tension specimens (schematic in Fig. 20a)

at room temperature in an MTS-810 servo-hydraulic test frame. The dimensions of

the specimen are W = 32.5, B = 8.5, 0.45 ≤ a/W ≤ 0.55, all in mm. The spec-

imens are fatigue pre-cracked in load control with load values between 0 and Pmax

at a frequency of 10 Hz, where Pmax, initially set equal to 20% of the highest load

value expected in the subsequent fracture experiment, and was gradually decreased.
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Figure 19: Uniaxial tensile loading–unloading stress–strain curves for 3 experiments
performed on Ni55.7Ti (wt%) at room temperature.

The pre-cracked specimens are loaded in displacement control at a loading rate of

0.09 mm/min. Load and load line displacement using a clip on crack tip opening dis-

placement extensometer by Epsilon Technology Corp are measured continuously

at a rate of 10 Hz throughout the test. Optical images are recorded at a rate of 2 fps

from one side of the CT specimens, which is speckled to produce a random pattern,

using a Point Grey Blackfly CCD cameras equipped with Canon 18-55mm lens at

an optical resolution of 0.02 mm/pixel. The optical images are post-processed via

Vic2D-6 software (developed by Correlated Solutions) to measure the full-field

Lagrangian strain using Digital Image Correlation (DIC) [145].

3.1.2 Experiments to check master curve deviation

Load–load line displacement curves from the superelastic NiTi CT specimens that

are unloaded/reloaded once are presented in Fig. 20(a and b). In both cases, the
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material response is initially linear, followed by a nonlinearity associated with inelastic

deformation: martensitic transformation, reorientation of martensite variants during

crack advance, and possibly plastic deformation. During unloading back to 50% of

the load, the behavior is again first linear followed by a nonlinear regime that is

attributed to reverse phase transformation. Subsequent reloading displays a behavior

similar to that of the initial loading with the load–load line displacement curves

reaching eventually a peak value before descending to failure. A critical difference

between the observed response and the respective one of conventional ductile metals

and SMAs that do not display reverse phase transformation upon unloading (non-

superelastic) (Fig. 24(c and d)) is the absence of a master curve, i.e., the load-

displacement curve after the unloading/reloading cycle does not return to the point

at which unloading took place. This response should be attributed to (i) the recovery

of the phase transformation strains left in the wake of the growing crack that are not

fully restored during reloading, and (ii) the different direction and magnitude of the

martensite variants formed upon reloading in the active transformation zone.

3.1.3 DIC results to confirm above mentioned phenomenon

DIC results depicting the surface strains close to the crack tip are presented in Fig. 21

at the instances denoted with a circle in Fig. 20b. Point 1 corresponds to the instant

of unloading and point 2 to the instant at which the crack starts growing again upon

reloading. According to these results, there is marked difference on the strain field

that results in crack advance once sufficient unloading has taken place. The straining

corresponding to point 2 in the load–load line displacement curve is in general lower

than that corresponding to point 1 at given distances from the crack tip and there is

straining in the wake of the growing crack that is not fully recovered upon reloading.

Moreover, the strain field is not as symmetric and smooth at point 2 as is at point 1
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Figure 20: (a) and (b) shows experimental load–load-line displacement curves for CT
specimen of superelastic Ni55.7Ti44.3 (wt%) (Fig. 19), (c) and (d) shows
the regions A and B under the load-load line displacement are used for
calculating the difference in the J-values between points 1 and 2.

(note the isocurve lines). As pointed out above, the aforementioned differences may

also originate from the different direction and magnitude of the martensite variants

formed upon reloading due to (i) changes in the loading direction in regions where re-

orientation took place during crack advance before unloading, (ii) cyclic effects in the

transformation response, and (iii) local stress redistribution due plastic deformation.

3.1.4 Conclusive evidence from above mentioned results

The resulted drop in the J-value required for crack advance due to unloading, i.e.,

the difference, J1−J2, between the J-values at points 1 and 2, is calculated using the
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methodology developed [58] that relies on the ASTM E1820 [4] standard developed

for conventional ductile materials. This methodology accounts for the change in the

elastic properties induced by phase transformation, which, nevertheless, was shown

to have a minor impact on the fracture toughness [101]. J1−J2 is calculated from the

load–load line displacement record by replacing the portion underneath the curve,

area A (Fig. 20d), with area B, in the following equation, which approximates the

J-value,

J = Jel + J in =
ηelAel

Bb
+
ηinAin

Bb
, (10)

Ael and Ain are the elastic and inelastic components of the area under the load–

displacement curve, respectively, b = W − a is the length of the unbroken ligament,

and ηel and ηin are geometry-dependent factors [58, 101]. Namely,

J1 − J2 := −
(
JelA + J inA

)
+
(
JelB + J inB

)

= −
(
ηelAelA
Bb

+
ηinAinA
Bb

)
+

(
ηelAelB
Bb

+
ηinAinB
Bb

)
≈ 7 KJ/m2, (11)

where AelA and AinA determine the elastic and inelastic components of the energy re-

leased upon unloading (region A), respectively, and AelB and AinB determine the cor-

responding components of the energy stored upon reloading (region B) (Fig. 20d).

The crack length needed for evaluating b is measured by the evolution of the elastic

compliance [78, 4]. The level of decrease of the “apparent” toughness value is roughly

8% of the J1-value, J1 ≈ 88 KJ/m2; in general, it is dependent on the extend of un-

loading, i.e., the extend of recovery of the phase transformation strains. It should be

noted that the value J1 ≈ 88 KJ/m2 is approximated by equation (10), which holds

for static cracks. For advancing cracks, equation (10) should be corrected [4]. Accord-

ing to the ASTM standards, such a correction requires multiple unloading/reloading
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cycles. A similar analysis yields that the drop in the “apparent” fracture toughness

due to the unloading–reloading cycle in the experiment of Fig. 20a is approximately

2 KJ/m2.

3.2 Experiments performed pertaining to ASTM standards

Further experiments were performed with multiple unloading/reloading cycles as

recommended by the ASTM standards for measuring R-curves. From the unload-

ing/reloading cycles, the elastic compliance is measured, which is needed for distin-

guishing between the elastic and inelastic components in the ASTM recommended

incremental correction of (10) for advancing cracks [4] (Fig. 23(a and b))

Figure 22: Represent the construction lines, i.e., the exclusion lines and the 0.2mm
offset line, needed for the experimental measurement of the R-curve ac-
cording to the ASTM standards [4].

In these experiments, the unloading is smaller than 50% of the load at the instant

of unloading, which is the unloading performed in the experiments presented thus far

and corresponds to the maximum value permitted in the ASTM standards. Moreover,

for comparison purposes, load–load line displacement curves from experiments per-

formed on solution heat-treated NiTi CT specimen are shown in Fig. 24(a and b). The

material in these experiments is prone to plastic deformation and non-superelastic.
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Figure 23: A magnified view of the curve depicted by the solid line in Fig. 23a Exper-
imental load–load line displacement curves for NiTi CT specimens with
multiple unloading/reloading cycles.
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Figure 24: A magnified view of the curve depicted by the solid line in Fig. 24a, Non-
superelastic (solution heat-treated) NiTi [58]. The unloading is just a
fraction of the maximum allowed in ASTM E1820 [4] standards, i.e., 50%
of the load at the instant of unloading.

A magnified view of the experimental curves shows that the material response of the

superelastic NiTi during the unloading/reloading cycle is still nonlinear (Fig. 23b) in

contrast to the respective response of the non-superelastic NiTi (Fig. 24b) and the

conventional ductile metals. The deviation from linearity is not as pronounced as it

was in the experiments presented in Fig. 20 due to the smaller recovery of the trans-

formation strains by the lower extend of unloading. Therefore, the resulted change

in the J-value needed for crack advance due to an unloading/reloading cycle is not

as drastic as that in the previous experiments. However, the cumulative effect of
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multiple unloading/reloading cycles may still have a substantial impact on both the

load–load line displacement curve (Fig. 23a) and the resistance curve (Fig. 22). Thus,

the extent of unloading, which in one experiment (solid line) is triple that in the other

(dashed line) should be responsible, together with material variability, for the pro-

nounced discrepancy in the R-curves obtained from the two experiments (Fig. 22)

using the methodology detailed in [101].
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4 Experimental fracture toughness measurements

under actuation loading conditions.

Experimental measurements of the fracture resistance of SMAs under thermomechan-

ical loading conditions are reported in above chapters and new findings have been

reported, which shows experimental evidence of anti-shielding effect due to reverse

phase transformation in the wake of growing crack. It also shows possible issues that

can be caused during fracture toughness experiments while using compliance method

for crack growth. There is a certain need for isobaric fracture toughness experiments

to see if stable crack growth in SMAs can be observed during thermal loading. NiTi

compact tension specimens are subjected to either isothermal mechanical or isobaric

thermal loading; the latter loading path is an idealization of typical loading paths

that utilize these alloys as actuators. In this chapter a single-parameter description

of the experimental data is employed on the basis of a path-independent contour

integral, which is approximated by the load–load-line displacement curves recorded

from the experiments. The obtained results represent the first experimental measure-

ment of the fracture toughness of SMAs under coupled thermo-mechanical loading,

and indicate that the fracture toughness enhancement associated with crack advance

under isobaric thermal loading is less pronounced than the corresponding one under

isothermal mechanical loading.

4.1 Fracture resistance under thermomechanical loading

Resistance to fracture, measured as a configuration-independent resistance curve (R-

curve) or as a critical point, plays a crucial role in material assessment/ranking,

damage-tolerant design, and structural integrity evaluation.
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SMAs are intermetallics, a relatively brittle class of materials, which fail predom-

inantly by cleavage of specific crystallographic planes [14, 142, 54, 160, 103]. How-

ever, SMAs do display slow and stable crack extension, i.e., an R-curve behavior,

which is attributed mainly to phase transformation as opposed to plastic deformation

in conventional ductile metals. The observed toughening (stable crack growth) is

due to irreversibility effects associated with nonproportional straining in the active

phase transformation zone and the shielding effect of the transformed material left

in the wake of the advancing crack. Stable crack advance has been observed under

nominally-isothermal mechanical loading and during cooling under a constant ap-

plied load, i.e., under thermomechanical (also termed actuation) loading [75]. Crack

advance under the latter loading conditions, which is characteristic to SMAs, is ar-

gued to initiate due to transformation occurring in regions in front of the crack tip,

resulting in an increase of the crack driving force [20, 70].

Phase transformation (and (re)orientation of martensite variants) occurring dur-

ing the fracture of SMAs call for modifications to the experimental measurement of

fracture toughness standards developed for conventional structural metals [4]. Re-

cently [58], proposed a measurement of the JR-resistance curve under nominally-

isothermal mechanical loading that accounts for the mismatch among the apparent

elastic properties of austenite, self-accommodated, and oriented martensite. Further

modifications to the ASTM standards regarding the linear compliance method, blunt-

ing line slope, and the thickness requirement for J-dominance may be required for

the standardization of fracture toughness testing for SMAs as discussed in [102].

In this technical note, a path-independent contour integral is employed for de-

scribing the driving force for crack growth in SMAs under thermomechanical (actu-

ation) loading paths, which collapses to the J-integral under nominally-isothermal

conditions. An approximation of this integral is measured experimentally from the
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load–load-line displacement curve recorded from experiments on NiTi Compact Ten-

sion (CT) specimen during cooling under a constant bias load. The measured R-

curves are presented and compared with those obtained from the same material under

nominally-isothermal conditions. The obtained results represent the first experimen-

tal measurement of the fracture toughness of SMAs under actuation loading and

support the introduction of the employed contour integral as a potential unified de-

scriptor of fracture toughness in SMAs for a wide range of thermomechanical loading

conditions (and geometric configurations). confirm that the point fracture toughness

of martensite is temperature-independent.

4.2 Path-independent contour integral during isobaric actu-

ation

For introducing a path-independent contour integral that can achieve similitude over a

wide range of loading conditions and geometric configurations, the SMA deformation

response is approximated by a thermo-hyperelastic material law with a Helmholtz

free energy of the form

ψ(εij, T ) ≡ u [εij, s(εij, T )]− Ts(εij, T ), (12)

where u is the specific internal energy, s = −∂ψ
∂T

is the specific entropy, T = ∂u
∂s

is the

absolute temperature, and εij are the components of the small strain tensor.

Assuming quasi-static loading, the energy release at the crack tip per unit crack

extension, 2γ, is given from global energy considerations as [111, 2]

2γȧ+
dU

dt
=
dWext

dt
+
dH

dt
, (13)

where Π is the potential energy of the system, U is the internal energy, Wext is the
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external work done, H is the heat input, and ȧ > 0 is the crack velocity. Assuming

plane strain conditions, ignoring body forces and heat sources/sinks, and taking into

account the Legendre transformation (12) and the definition of the small strain tensor,

the above energy balance can be written

2γȧ+
d

dt

(∫
Ω

ρψ dV

)
=

∫
Γ

niσij
∂uj
∂t

dS − d

dt

(∫
Ω

ρTs dV

)
−
∫

Γ

qini dS, (14)

where Ω is the cracked configuration, bounded by contour Γ, ρ is the density, σij are

the components of the stress tensor, qi are the components of the heat flux vector, ni

those of the unit vector normal to the Γ, and ui are the components of the displace-

ment vector. Assuming that the displacement and temperature distributions move

rigidly with the crack tip in the region Ω, the temperature is bounded at the crack

tip, and the crack grows in the x1-direction, the following relations hold true [111]

∂uj
∂t

= −ȧ∂uj
∂x1

,
∂Tj
∂t

= −ȧ∂Tj
∂x1

,
d

dt

(∫
Ω

ρψ dV

)
= −ȧ

∫
Γ

niρψ dS, (15)∫
Γ

qini dS =

∫
Ω

∂qi
∂xi

dV =

∫
Ω

ρs
∂T

∂t
dV − d

dt

(∫
Ω

ρTs dV

)
. (16)

For the derivation of the last equation,

dU

dt
=
dW

dt
+
dH

dt
, (17)

which holds for every thermomechanical process, and (12) were taken into account,

where W =
∫ εij

0
σ(εij, T )dεij is density of total stress work. Given (15) and (16), the

energy balance equation (14) takes the form

J∗ =

∫
Γ

(
ψdx2 − σij

∂uj
∂x1

ds

)
+

∫
Ω

s
∂T

∂x1

dA = 2γ. (18)
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To prove the path-independence of J∗, it suffices to show that J∗ ≡ 0 when

integrated over any defect-free region Ω∗, bounded by contour Γ∗. To this end, note

that the differential of the equation of state (12) asserts that

∂ψ

∂xk
=

1

ρ
σij

∂

∂xi

(
∂uj
∂xk

)
− s ∂T

∂xk

∂σij
∂xi

=0

⇒ ∂

∂xi

(
ρψδik − σij

∂uj
∂xk

)
+ ρs

∂T

∂xk
= 0. (19)

Assuming plane strain conditions, integration of the above equation results in

∫
Γ∗
ni

(
ψδik − σij

∂uj
∂xk

)
ds+

∫
Ω∗
s
∂T

∂xk
dA = 0, (20)

and, thus, for k = 1, J∗ = 0.

4.3 Uniaxial test and DSC for material characterization

Fracture toughness tests are performed on Ni55.7Ti44.3 (wt%) Compact Tension (CT)

specimens. The phase transition temperatures of the alloy, which is superelastic at

room temperature (Fig. 25), are Mf = −29◦C, Ms = −20◦C, As = −15◦C and Af =

7◦C, where Mf , Ms, As and Af indicate martensite finish, martensite start, austenite

start and austenite finish temperatures, respectively, determined from Differential

Scanning Calorimetry (DSC).

The isothermal tests are performed in displacement control at a loading rate of 0.09

mm/min. The isobaric fracture tests are conducted by inductively heating the CT

specimen to 100◦C to ensure complete transformation to austenite, increasing the load

to one that corresponds to 95% of isothermal KIC to ensure small-scale transformation

conditions at initiation of crack growth, and then cooling down at a rate of 1◦C

/min to room temperature. Crack extension is measured by the elastic compliance

method [29, 78], in accordance with the ASTM standards [4]. Optical images are

recorded on one side of the CT specimens to measure the full-field Lagrangian strain

55



0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
ε [%]

0

100

200

300

400

500

600

σ
 [M

Pa
]

Figure 25: Uniaxial tensile loading–unloading stress–strain curves for 3 experiments
performed on Ni55.7Ti (wt%) at room temperature.

using Digital Image Correlation (DIC). For further details on the experiments, please,

see the supplementary material provided.

4.4 Comparing isobaric and isothermal experiments

The experimental load-load-line displacement curves are shown in Figures 26. In

the isothermal tests, the response is initially linear, characterized almost entirely

by elastic deformation, followed by a nonlinearity associated with increasing phase

transformation close to the crack tip, crack advance and resulting reorientation of

martensite variants, and to a lesser extent plastic deformation [160], before final fail-

ure. The monotonicity of the applied load is interrupted by a sequence of partial

unloading/reloading cycles performed in order to measure the CT specimen compli-

ance and in turn the crack advance. The load-load-line displacement curves for the

isobaric experiments are mostly linear during the application of the mechanical load

at 100◦C. During the subsequent cooling while the bias load is kept constant, the

load-line displacement increases as the phase transformation zone expands close to
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the crack tip, where the stresses are high, due to the Clapeyron slope, interrupted pe-

riodically by partial unloads/reloads. Reorientation of martensite variants is expected

in the wake of the growing crack.

The experimental measurement of the path-independent contour integral J∗, in-

troduced in section 4.2, can be based on its energetic definition

J∗ = − d

da

(∫
Ω

W dV +

∫
Γ

niσijuj dS

)
, (21)

derived from (13) and (17). Under the assumption of fixed displacements (grips), the

second term in the above equation vanishes, and J∗ can be approximated as

J∗ ≈
∫ δ

0

(
∂P

∂a

)
δ

dδ, (22)

where P is the imposed force per unit thickness and δ is the load point displace-

ment [135].

The J∗-value can therefore be measured from the load–load-line displacement

record of a CT specimen by correlating J∗ and the work of deformation
∫ δ

0
Pdδ, i.e.,

the area under the load–displacement curve [40, 116, 30], as J∗ = J∗
el

+ J∗
in

=

ηelAel

Bb
+ ηinAin

Bb
, where B is the specimen thickness, b = W − a is the length of the

unbroken ligament (W is the specimen width and a the crack size). Ael and Ain are

the elastic and inelastic components of the area under the load–load-line displacement

curve, respectively. ηel and ηin are geometry-dependent factors, the existence of which

is discussed in [58, 102]. The expression for the J-integral given above is valid only

for constant crack length, a. For advancing cracks, an incremental formulation is

needed [41], J∗i = J∗
el

i +J∗
in

i , where J∗
el

i and J∗
in

i are evaluated from the previous step

Jαi =
[
Jαi−1 +

ηαi−1

Bbi−1
Aαi−1,i

] [
1− γαi−1

bi−1
(ai − ai−1)

]
. In the last equation, the superscript α

stands for either el or in, Aeli−1,i and Aini−1,i are the increments of the elastic and inelastic
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areas under the load–load-line displacement record from step i− 1 to i, respectively,

Aαi−1,i = 1
2
(Pi+Pi−1)(δαi −δαi−1), where δeli = PiCi and δini = δi−δeli are the elastic and

inelastic components of the displacement, and Ci is the unloading elastic compliance.

γel and γin are geometry-dependent factors and can be determined using ηel and ηin,

respectively [58, 102].

Table 1: JIC -values [KJ/m2] for Ni55.7Ti44.3 (wt%) SMA determined by the method of

offset line from isothermal and isobaric fracture experiments with unloading–

reloading steps to determine the system compliance.

Isothermal Isobaric
Experiment A B C D
JIC -value [KJ/m2] 31.9 30.3 27.8 24.6

Once J∗ and ∆a values are known, as outlined above and detailed in [58, 102], the

J∗R-curves are constructed according to the ASTM standards (Fig. 26). A construction

line is plotted from the origin of J∗ vs ∆a plot with a slope of 2σY , where σY is

the effective yield strength, i.e., the average of the critical stress, σcr, required for

initiation of phase transformation and the ultimate tensile strength, σTS. The J∗-∆a

data points that fall between two exclusion lines, which are drawn parallel to the

construction line intersecting the abscissa at 0.15 mm and 1.5 mm, are plotted and a

power-law regression is fit throughout. To determine the J∗IC fracture toughness, an

offset line is then plotted parallel to the construction line, intersecting the abscissa

at 0.2 mm. The intersection of the 0.2 mm offset line and the regression line defines

an interim value of the J-integral. This interim value is considered a conservative,

constraint-independent fracture toughness value if the qualification requirement of

ASTM standards [4], B > 10 J∗IC/σY , related to the specimen thickness is met.
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Figure 26: Load-Load-line displacement (LLD) and J∗R-curves for the isobaric and
isothermal fracture tests. In all experiments 0.45 < a/W < 0.55, and
3.95 < B < 4.05 mm. (a) & (b) isobaric experiments and (c) & (d)
isothermal experiments.

4.5 Observations made from isobaric experiments and DIC

results

• The critical J∗IC -values measured using the 0.2 mm offset approach from all ex-

periments are close to each other (Table 1). The ∼10–15% difference among

the critical values measured should be attributed to the following factors: (i)

The quasi-brittle transgranular (quasi-cleavage) fracture and pronounced ma-

terial variability in the deformation response of SMAs (Fig. 25) result in a
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pronounced failure response variability; (ii) The default slope, 2σY , of the offset

line approximates the apparent crack advance due to crack-tip blunting when

there is no slow stable crack tearing. This approximation assumes that, before

tearing, the crack advance is equal to one half of the crack-tip opening dis-

placement under nominally-isothermal mechanical loading. However, crack-tip

blunting in SMAs is path-dependent [11] and, thus, such a slope should assume

different values for the two loading conditions (isothermal vs isobaric).

• The proximity of the critical values obtained corroborates that the path-independent

J∗-integral can capture enough of the correct physics to describe with sufficient

accuracy the driving force for crack advance in SMAs under both tested con-

ditions. Due to the theoretical arguments resulting in its definition (further

discussed below), the J∗-integral may be adopted as an engineering tool for frac-

ture of SMAs under a wide range of thermomechanical loading conditions and

crack configurations. purpleIt should be noted that the proximity in the JIC-

values is attained while the strain fields under isothermal mechanical loading

are quite different than the corresponding ones during isobaric thermal loading;

the spatial distribution of the strain fields is quite similar but the strain values

that correspond to isobaric thermal loading at similar locations with respect to

the crack tip are quite higher (Fig. 27). In the former case, the driving force for

crack growth is the increasing load-line displacement, which results in stress-

induced martensite close to the crack tip and bias load changes. In the latter

case, the driving force is the thermomechanically-induced phase transformation

which results in increasing load-line displacement while the bias load is kept

constant.

• The slope of the isothermal J∗R-curves is steeper than that of the isobaric ones,

which indicates that the toughness enhancement associated with crack advance
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under isothermal conditions is more pronounced than the corresponding one

under isobaric conditions. The consensus is that the toughness enhancement

associated with crack advance is attributed to irreversibility effects associated

with nonproportional straining in the active inelastic zone and the irrecoverable

deformation left in the wake of the growing crack [64, 136, 36, 137, 34, 104].

Unfortunately, it is not clear from the DIC results alone how these two stabiliz-

ing mechanisms are affected by the thermomechanical loading paths considered;

numerical simulations may contribute towards the required insight.

Given its definition, the J∗-integral should be further applicable for thermome-

chanical loading paths for which the deformation response of SMAs can be approx-

imated by a potential ψ(εij, T ) such that for a given loading path there is an “1–1”

correspondence between the stress σij = ρ ∂ψ
∂εij

and strain εij; such an approximation

is expected to be valid for a wide range of thermomechanical loading paths involving

nearly proportional mechanical loading and monotonic temperature changes.
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5 On the fracture response of SMAs by void growth

and coalescence

Previous chapters discussed in details the required changes in ASTM standards to

calculate error free fracture toughness SMAs. Anti-shielding effect due to reverse

phase transformation, doubts about compliance method for crack growth calculations,

and also showed first ever evidence of stable crack growth for pseudoelastic SMAs

under isobaric actuation. Now to address why crack tip blunting is not prominent is

SMAs and why SMAs tend to fail in a quasi-cleavage manner rather that cleavage

alone which is observed in other intermetallics. Its important to study the impact

of phase transformation on void growth and coalescence, which will be done in this

chapter.

5.1 Void formation/growth/coalescence impacting SMAs fail-

ure properties

SMAs are intermetallics with unique properties stemming from a reversible diffus-

sionless solid to solid phase transformation from austenite to martensite [117, 125,

119, 89, 7, 69]. Phase transformation may result in large deformations and genera-

tion/absorption of heat that impact the fracture response of SMAs along with the

reversibility of phase transformation, (re)orientation of martensite variants, overload

and TRIP [162, 99, 141, 32, 33, 31, 53, 143, 13]. Despite belonging to a relatively

brittle class of materials, that of intermetallics, the fracture response of SMAs is

characterized by cleavage of specific crystallographic planes with a strong presence of

dimples that are indicative of ductile rupture [49, 53, 122]. Ductile rupture involves

in general nucleation, growth, and coalescence of microvoids.

The existing literature on the fracture response of SMAs deals almost entirely
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with extrinsic shielding resulting from inelastic deformation left in the wake of the

crack. Analytical and numerical analyses of the mechanical fields close to the crack

tip [176, 178, 165, 167, 107, 105, 12, 10, 126], of the levels of fracture toughness

enhancement as a function of transformation metrics [154, 46, 19, 17], and of the

role of transformation-induced contraction [174], latent heat effects [15, 180], and

reversibility of phase transformation [154, 17, 61, 77] in the fracture resistance of

SMAs have been reported in literature. Recently, it has been observed that large-

scale phase transformation resulting from temperature changes, i.e., cooling, may also

promote crack advance [18, 66, 72, 73]. These numerical investigations are based on

either (i) LFEM tools, assuming that the mechanical fields in the near-tip region are

dictated by a linear elastic response, such as the virtual crack closure technique [19,

18], (ii) on cohesive elements, which essentially couple a fracture process model to the

stress and strain field of a growing crack [154, 46], or (iii) specialized finite element

methods for steady state crack growth based on the path independence of the J-

integral in such conditions [17, 15, 61]. These, so-called “global”, approaches do not

pay attention to the failure micromechanisms and have been proven inadequate to

describe the fracture of structural metals in many cases of complex loading conditions

involving large-scale yielding, mixed-mode cracking, or non-isothermal loading, and

for capturing size effects. By way of contrast, the “local” approaches to fracture aim

at predicting the fracture toughness of specimens or the fracture load of components

on micromechanistical grounds [93, 130, 131, 21].

Void formation/growth/coalescence and cleavage are in general intrinsic damage

mechanisms promoting crack advance. In addition to phase transformation, the pres-

ence of precipitates in large volume fractions, which act as void initiation sites, is

another clear differentiator of SMAs from other intermetallics. Ni-rich NiTi alloys

are generally heat treated to produce metastable Ni4Ti3 precipitates, of large volume
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fractions, which have been estimated around 2 ∼ 7% depending on aging [35]. Large

second phases are also present in both Ti-rich (NiTi2/Ni2Ti4Ox–type) and Ni-rich

(TiNi3-type) compositions. Decreasing Ni4Ti3 precipitate size results in a less “duc-

tile” response and a weaker presence of dimples in the fracture surface of SMAs [49].

Similar is the effect of decreasing grain size [1]. Both have been attributed to a

strengthening of the matrix against dislocation plasticity. In an effort to examine

the role of stress triaxiality on the ductility of SMAs at fracture [122], performed ex-

periments on notched round-bars. Similarly to ductile structural metals, the higher

the triaxiality, the lower the fracture strain measured. However, in contrast to most

ductile structural metals, no evidence of the characteristic cup-and-cone fracture sur-

face or penny-shaped cracks on smooth or mildly notched specimens was observed.

The fracture response, although ductile in terms of relatively large fracture strains,

was characterized by cleavage with a strong presence of microvoids initiated from

inclusions and precipitates.

Fractography, stress–strain, and R-curves alone cannot yield information on the

relative importance of the fracture modes or any information about the material defor-

mation response prior to failure. Thus, numerical simulations should be employed to

assist experiments in gaining a further insight into the mechanisms that drive fracture

in SMAs. [122] resorted to the Rice–Tracey void-growth model [138] to justify the

experimental indications that macroscopic fracture initiation is stress-controlled and

starts at the notch-root, i.e., coalescence of voids results from cleavage fracture rather

than plastic collapse of the intervoid ligament. Similarly. [5, 6], developed a consti-

tutive model that accounts for void growth in the realm of the Gurson–Tvergaard–

Needleman model [56, 157, 28], which assumes a stress-triaxiality dependence on the

strain and void-volume fraction evolution in order to simulate experimental results.
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Both the aforementioned models a priori assume that void growth has a strong influ-

ence on the fracture response of SMAs and that plastic deformation is the dominant

mechanism contributing to void growth.

In contrast to the aforementioned studies, the objective of the present paper is to

investigate void growth and coalescence in precipitation-hardened SMAs by unit cell

simulations and, by comparison to the available experimental data, draw conclusions

on their importance on the fracture response of these materials. Pioneered by Koplik

and Needleman [83], numerical investigations of unit cells have been a useful tool

to investigate void initiation, growth, and coalescence in the mesoscale [25, 81, 44,

146, 67]. The unit cell consists of a single void, assumed to have originated from a

second phase particle. The constitutive response of the surrounding matrix includes

phase transformation and plastic deformation. The deformation history prior to void

nucleation and its potential effect on microstructure evolution are ignored, i.e., no

void nucleation is taken into account, and, thus, only void growth and coalescence

are studied.

5.2 Problem formulation

5.2.1 Constitutive response

The constitutive law can describe the isothermal response of SMAs in a temperature

range at which the initially stable austenite state fully transforms to martensite upon

loading prior to deforming plastically at higher load levels (Figure 28). The isother-

mal assumption is valid for a range of strain rates within the regime of quasistatic

processes. For higher loading rates, the generation of heat during phase transforma-

tion from austenite to martensite may result in strong thermomechanical coupling,

which is not accounted for herein for simplicity [148, 39].

The constitutive law is based on the Eulerian logarithmic (Hencky) strain [62],
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Table 1: Connection between model parameters and the material parameters.

⇢�s0 ⇤ �HCM

⇢�u0 ⇤ ⇢�s0Ms

at
1 ⇤ ⇢�s0(M f � Ms)

at
2 ⇤ �Y

2.1.3. Plastic deformation

During plastic deformation of martensite, the objective plastic strain rate is given by

h̊p
i j ⇤

€̄hp 3

2

⌧0i j

⌧̄
, (11)

where €̄hp ⇤

q
2
3
€hp

i j
€hp

i j is the e↵ective plastic strain rate, and the stress state satisfies the consis-

tency condition, which is defined by the von Mises yield surface

f (⌧i j , h̄p) ⇤ ⌧̄ � ⌧M
y ⇤ 0. (12)

Assuming isotropic hardening, the yield stress ⌧M
y evolves as

⌧M
y (h̄p) ⇤ ⌧M

y0
+ �

�
h̄p �n

, (13)

where n and � are fitting parameters, and h̄p ⇤
Ø

dh̄p is the accumulated equivalent plastic
strain.

2.1.4. Calibration of material parameters

The material properties that are used in the calibration of the elastic and phase transfor-
mation related parameters are EA, EM, ⌫A, ⌫M, Hmax, Ms , M f , and CM. EA, EM, ⌫A, and ⌫M
are the Young’s moduli of austenite and martensite and the Poisson’s ratios of austenite and
martensite, respectively, Ms and M f are the martensite-start and martensite-finish tempera-
tures at zero load, respectively, and CM is the transformation slope in the stress–temperature
phase diagram (Figure ??). The elastic constants can be calculated directly from isothermal
stress–strain curves where loads are applied at temperatures outside the transformation regions.
The parameters related to phase transformation are calibrated based on the experimentally de-
termined deformation response under uniaxial loading by considering the conditions under which
forward transformation begins and ends in a stress–temperature space. The calibration proce-
dure is described in detail in [61]. The relations between the material and model parameters are
given in Table 1.

2.2. Unit Cell Model

The axisymmetric void unit cell model, initially employed to investigate ductile fracture in
elastic–plastic materials [52], is adopted. The unit cell is cylindrical, with initial length 2Lz0
and diameter 2Lr0, containing a spheroidal void at its center, with initial radii rz0 and rr0. 248
four-node, linear axisymmetric finite elements (CAX4) are used for the discretization of one
quarter of the axisymmetric cross section (Figure 1).

5

Figure 28: Stress–temperature phase diagram. The model can describe the isother-
mal response of SMAs in the temperature range Ms < T < Mc at which
the material, initially in the austenite state, fully transforms to martensite
before deforming plastically at yield stress τMy0 .

its conjugate Kirchhoff stress, the objective logarithmic time rate [134, 171], and the

additive decomposition of total stretching (or rate of deformation) into elastic, trans-

formation, and plastic parts. The numerical implementation of the model is based on

an incrementally objective algorithm in which the evolution equations of the tensorial

state variables described below are mapped and integrated in a local configuration

and subsequently the discrete equations are mapped back to the Eulerian descrip-

tion [150, 181]. The constitutive model and its numerical implementation have been

verified and benchmarked in [172, 181].

5.2.2 Kinematics

The Hencky strain

hij =
1

2
ln (bij) =

m∑
α=1

ln
(
λαbαij

)
, (23)

is introduced as the logarithmic measure of the left Cauchy-Green deformation ten-

sor with components bij, where λα are the m distinct eigenvalues of bij, b
α
ij are the

components of the corresponding eigenvectors, and i, j = 1, 2, 3.
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The objective logarithmic time rate of the Hencky strain

h̊ij = ḣij + himΩmj − Ωimhmj = Dij, (24)

yields the total stretching, Dij, where Ωij = Wij+
n∑

α 6=β

(
1+(λα/λβ)
1−(λα/λβ)

+ 2
ln(λα/λβ)

)
bαimDmnb

β
nj,

Wij are the components of the spin tensor, and “ ˙ ” denotes material time rate.

The logarithmic rotations, defined from the differential equation

Ṙij = ΩimRmj, Rij|t=0 = δij, (25)

define a locally rotating coordinate system in which the material time rates of the

rotated (Langrangean) tensors are objective, i.e.,

˙RimamnRjn = RimåmnRjn (26)

holds, where aij are the components of an arbitrary tensor.

Time integration of (26), assuming aij = hij and hij|t=0 = 0 for all i and j, yields

hij = Rmi

(∫ t

0

Rmkh̊klRnldt

)
Rnj

(24)
= Rmi

(∫ t

0

RmkDklRnldt

)
Rnj, (27)

and, thus, additive decomposition of Dij into elastic, transformation, and plastic parts

yields an additive decomposition of the Hencky strain

hij = heij + htrij + hpij, (28)

where heij, h
tr
ij , and hpij stand for the components of the elastic, transformation, and

plastic small strain tensors, respectively.
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5.2.3 Elastic deformation and phase transformation

Assuming that phase transformation is a volume preserving process, the objective

rate of the transformation strain tensor is taken as

h̊trij = ξ̇HNij, (29)

where the martensite volume fraction, ξ, is restricted by 0 ≤ ξ ≤ 1, H is the measure

of the effective transformation strain when ξ = 1, i.e., H =
√

2
3
htrijh

tr
ij , and the flow

direction for transformation, Nij (‖Nij‖ = 1), depends on the deviatoric Kirchhoff

stress tensor, with components τ ′ij = τij −
τkk
3
δij (τij = Jσij, where J is the Jacobian

of the deformation, and σij are the components of the Cauchy stress tensor).

The transformation direction

Nij =
3

2

τ ′ij
τ
, (30)

is the normal to the transformation function

Φ(τij, ξ) = π − Y ≤ 0, (31)

where

π = Hτ +
1

2
τij∆Sijklτkl + ρ∆s0T −∆u0 −

1

2
a1 [1 + ξn1 − (1− ξ)n2 ]− a2, (32)

is the thermodynamic force conjugate to martensite volume fraction, Y > 0 the crit-

ical value for the activation of transformation, s0 and u0 are the specific entropy and

internal energy, respectively, ρ is the density, ∆ denotes the difference in property
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between the martensitic and the austenitic states, τ =
√

3
2
τ ′ijτ

′
ij stands for the effec-

tive Kirchhoff stress. Sijkl = (1 − ξ)SAijkl + ξSMijkl, is the effective compliance tensor

evaluated by the rule of mixtures, where SAijkl and SMijkl are the components of the

compliance tensor of austenite and martensite, respectively, assumed isotropic, i.e.,

Sαijkl = 1+να
2Eα

(δilδjk + δikδjl) − να
Eα
δijδkl, where Eα, να denote the Young modulus and

Poisson ratio, respectively, and the index α stands for A in the case of austenite and

for M in the case of martensite. The various model parameters introduced above

are given in terms of the common material properties that are used to calibrate the

constitutive models of SMAs, H, Ms, Mf , and CM , where CM is the Clapeyron slope

for forward transformation (Figure 28). The exponents n1 and n2 are chosen to best

fit the observed transformation-induced hardening response. The calibration proce-

dure is described in detail in [181]. The relations between the material and model

parameters are given in Table 2.

Table 2: Connection between model parameters and the material parameters.

ρ∆s0 = −HCM

ρ∆u0 = ρ∆s0Ms

at1 = ρ∆s0(Mf −Ms)

at2 = −Y

5.2.4 Plastic deformation

During plastic deformation of martensite, the objective plastic strain rate is given by

h̊pij = ˙̄hp
3

2

τ ′ij
τ̄
, (33)
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Table 3: Parameter values used for the numerical results presented.

parameter value parameter value

EA [MPa] 62000 H 0.03

EM [MPa] 22000 Mf [oC] -33

νA = νM 0.33 Ms [oC] -27

τMy0 [MPa] 800 CM [MPa oC−1] 6

λ 1500 n1 &n2 0.9

n 0.33

where ˙̄hp =
√

2
3
ḣpijḣ

p
ij is the effective plastic strain rate, and the stress state satisfies

the consistency condition, which is defined by the von Mises yield surface

f(τij, h̄
p) = τ̄ − τMy = 0. (34)

Assuming isotropic hardening, the yield stress τMy evolves as

τMy (h̄p) = τMy0 + λ
(
h̄p
)n
, (35)

where n and λ are fitting parameters, and h̄p =
∫
dh̄p is the accumulated equivalent

plastic strain.

5.3 Unit cell model for simulations

The axisymmetric void unit cell model, initially employed to investigate ductile frac-

ture in elastic–plastic materials [83], is adopted. The unit cell is cylindrical, with

initial length 2Lz0 and diameter 2Lr0, containing a spheroidal void at its center, with

initial radii rz0 and rr0. 248 four-node, linear axisymmetric finite elements (CAX4)

are used for the discretization of one quarter of the axisymmetric cross section (Fig-

ure 29).
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Figure 29: Axisymmetric unit cell and the boundary value problem solved in
ABAQUS/STANDARD.

The boundary conditions constrain the cell external boundaries to remain straight

and the stress triaxiality

T =
Σm

Σe

=
1

3

(
1 + 2ρ

1− ρ

)
, (36)

to remain constant, where

Σm =
1

3
(Σzz + 2Σrr), Σe = |Σzz − Σrr|, (37)

stand for the volume-averaged mean and effective Cauchy stress, respectively, and

ρ = Σzz/Σrr. The volume-averaged mesoscopic stress components Σzz and Σrr are

calculated from the forces generated in the linearly elastic springs (Figure 29), Fz =

k
(
uIz − uIIz

)
and Fr = k

(
uIr − uIIr

)
(k is the stiffness of the springs), respectively,

which are constrained to deform such that Σzz = ρΣrr (see for details [152]).

The macroscopic effective logarithmic strains, Ezz and Err, read as

Ezz = ln

(
Lz
Lz0

)
, Err = ln

(
Lr
Lr0

)
, (38)
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and the effective strain as

Ee =
2

3
|Ezz − Err|. (39)

5.4 Results and discussion

The material parameters adopted in the numerical simulations are representative

of near-equiatomic, precipitation-hardened NiTi SMAs [112]. The results presented

below are at room temperature for three initial porosities, f0 = 2rz0r
2
r0/(3Lz0L

2
r0),

set as f0 = 0.001, f0 = 0.03 or f0 = 0.07. The value 0.001 is assumed representative

of the volume fraction of large second phase inclusions, such as oxides and carbides,

and the values 0.03 and 0.07 representative of the volume fraction of precipitates [35].

In all simulations, the initial cell aspect ratio is set equal to one and the initial void

aspect ratio, w0 = rz0/rr0, is set as w0 = 1/4, w0 = 1 or w0 = 4 to further investigate

the effect of the lenticular geometry of precipitates on the cell response. The symbols

◦ and × in the figures correspond to the peak value of the volume-averaged effective

stress Σe and the onset of void coalescence, which corresponds to plastic collapse

in the intervoid ligament with elastic unloading away from the localization zone,

respectively.

The numerical simulations reveal that void growth/coalescence due to combined

phase transformation and plastic deformation proceeds in a manner similar to void

growth/coalescence due to plastic deformation alone. At the onset of coalescence,

the porosity increases rapidly, the void aspect ratio decreases rapidly, and the load

drops abruptly. Coalescence of the voids occurs only by plastic localization due to the

“finite” nature of the phase-transformation-induced strains. The point of coalescence

is always at the descending part of the effective stress–effective strain curve, i.e., past

the peak stress points. More importantly for the present study, the strain at the
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[a]

[b]

Figure 30: Figure 30[a] shows effective stress vs effective strain and Figure 30[b] shows
porosity vs effective strain. This is cell response for f0 = 0.001, w0 = 1,
and T = 1/3, 1, 2, 3.

peak volume-averaged effective stress increases with decreasing (i) stress triaxiality

(Figures 30[a], 31[a], and 32[a]), (ii) initial porosity (Figures 30[a] vs 31[a] vs 32[a]),

and (iii) cell aspect ratio or increasing (iv) plastic hardening and (v) initial aspect

ratio for spheroidal voids (small aspect ratio refers to oblate and large aspect ratio

to prolate spheroids) (Figure 33[a]). The ratio of the value of porosity corresponding

to the peak stress over the initial porosity, fp/f0, follows the same trends with the

exception of triaxiality and aspect ratio of the voids that do not show a monotonic

trend (Figures 30[b], 31[b], 32[b], and Figure 33[b], respectively). These results are

in accord with unit cell studies of elastic–plastic materials (see, e.g., [21]); the ones
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[a]

[b]

Figure 31: Figure 31[a] shows effective stress vs effective strain and Figure 31[b] shows
porosity vs effective strain. This is cell response for f0 = 0.03, w0 = 1,
and T = 1/3, 1, 2, 3.

related to the cell aspect ratio and plastic hardening are not presented herein for

brevity. The ratio fp/f0 is the single most important value on the interpretation of

the cell response on the fracture response of SMAs in the discussion below.

As already mentioned, phase transformation and large volume fractions of second

phase particles differentiate SMAs from “conventional” intermetallics. Phase trans-

formation has an impact on the fp/f0-value; the higher the transformation strain, the

higher the fp/f0-value (Figures 34[b] and 35[b]). This impact is dependent on the

initial void-volume fraction. The higher the initial void-volume fraction, the lower

the effect of phase transformation (Figure 34[b] vs 35[b]). A detailed analysis of the
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[a]

[b]

Figure 32: Figure 32[a] shows effective stress vs effective strain and Figure 32[b] shows
porosity vs effective strain. This is cell response for f0 = 0.07, w0 = 1,
and T = 1/3, 1, 2, 3.

combined effect of phase transformation and plastic deformation on the evolution of

porosity is omitted here as it is similar to that presented in [67] (Section 3.3), which

describes void growth and coalescence in porous elastic–plastic solids with sigmoidal

hardening, i.e., materials with a double stage hardening and saturation response; a

phenomenological response which is very similar to that of SMAs.

Combining the unit cell studies with the experimental observations in [122], the

following hypotheses can be made regarding void growth and coalescence in SMAs.

Void Coalescence.– The available experimental data on notched round-bars indi-

cate that precipitation-hardened SMAs do not exhibit a softening response prior to
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[a]

[b]

Figure 33: Figure 33[a] shows effective stress vs effective strain and Figure 33[b] shows
porosity vs effective strain. This is cell response for f0 = 0.03, w0 =
1/4, 1, 4, and T = 3.

failure. Given that void coalescence always occurs past the maximum-stress points

on the effective stress–effective strain curve, it is reasonable to assume that flow local-

ization in the intervoid ligaments is limited and that void initiation/growth is mostly

followed by cleavage.

Void Growth.– Void nucleation aside, assuming that the initial porosity corresponds

to the volume fraction of inclusions, the maximum extent of void growth expected can

be characterized by the ratio between the porosity value at peak stress and the initial

value, i.e., fp/f0. The porosity that corresponds to the peak stress, fp, is dependent

on stress triaxiality, cell and void aspect ratio, plastic hardening, transformation
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[a]

[b]

Figure 34: Figure 34[a] shows effective stress vs effective strain and Figure 34[b] shows
porosity vs effective strain. Cell response for f0 = 0.001, w0 = 1, and
T = 1, 3. The solid line corresponds to the SMA and the dashed line to
the zero transformation SMA.

characteristics, and initial porosity. The most pronounced dependence is that on the

initial porosity, f0. The higher the initial porosity, f0, the less important the void

growth. For f0 = 0.03, which is a relatively conservative estimate of the volume

fraction of precipitates (around 2 ∼ 7% depending on aging [35]), the numerical

results, which are representative of an SMA material (maximum transformation strain

3 ∼ 6%), show a porosity growth at the peak effective stress value of less than 2.8,

i.e., fp/f0 < 2.8 (Figures 31[b], 33[b], and 35[b]). Thus, it can be safely assumed

that no pronounced void growth is expected in precipitation-hardened SMAs due the

high volume fraction of precipitates as compared to conventional ductile materials, in

which porosity growth is at least an order of magnitude greater due to the combined

effects of (i) their low initial porosities (compared to precipitation-hardened SMAs),
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[a]

[b]

Figure 35: Figure 35[a] shows effective stress vs effective strain and Figure 35[b] shows
porosity vs effective strain. The solid line corresponds to the SMA, the
dashed line to the zero transformation, and dotted line for SMA material
with double its maximum transformation strain, i.e., H = 0.06.

and (ii) coalescence.

In conclusion, it is conjectured that void nucleation and cleavage should dominate

the fracture response of SMAs due to the high volume fraction of precipitates in

SMAs and the limited flow localization observed in experiments [159]. It is expected

that the voids first initiate at large second phase particles, such as NiTi2, carbides,

and oxides [79]. The stress field of the large voids favors the nucleation of voids from

the precipitates [59, 158], which nucleate and grow preferentially near such particles

and grain boundaries [43]. However, given the high volume fraction of precipitates as

compared to that of larger inclusions (and not the other way around), the distribution

of void sizes should not alter significantly the simulated void growth kinetics prior to

the peak effective-stress value. Unit cell studies, in the realm of [120, 44, 84, 151], are
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expected to shed light in the void nucleation process, in which phase transformation,

contrary to void growth and coalescence, should play a more significant role.
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6 Discussion & conclusions.

Since their discovery, the research focus of shape memory alloys (SMAs) has been to

take advantage of their key properties, such as pseudoelasticity and shape memory

effect, into engineering applications, starting from the biomedical to the aerospace,

outer-space, and automotive industries among others. In order for SMAs to fulfill

their potential in commercial actuation, vibration damping and energy absorption

applications, proper fracture mechanics concepts should be established and promoted

to ensure structural integrity and performance assurance. SMAs display slow and

stable crack growth due to the dissipative and hysteric nature of their deformation

response, similarly to conventional ductile metals, although the fracture micromech-

anisms are characterized by cleavage in conjunction with ductile tearing.

The research presented in this dissertation on the fracture response of SMAs has

culminated to the following.

• Required modifications to ASTM standards for the experimental measurement

of fracture toughness (isothermal loading conditions)

– SMAs display slow and stable crack advance and require a crack extension

resistance curve, R-curve, to be measured for characterizing their fracture

response. Due to the non-linearity of their deformation response, a J-

integral vs crack growth plot description of the R-curve behavior is prefer-

able in terms of fracture specimen size; a K-based description may require

prohibitively large specimen. Basic assumptions of the ASTM method-

ology, developed for conventional ductile materials, for constructing the

R-curve and determining a thickness-independent fracture toughness do

not comply with the fracture and deformation response of SMAs. Pro-

posed modifications to ASTM standards and other concluding results are
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summarized below:

– Measurement of Jel by multiplying the elastic area under the load–load

line displacement by a configuration-dependent ηel-factor for static cracks

and a correction for advancing cracks. Such measurements are expected to

result in JIC -values that are higher than the ones determined by following

the ASTM standards, but not in excess of 10% difference. The difference in

the tearing modulus, i.e., the J–∆a slope, with implications on the tearing

stability, which is of interest in structural applications, is expected to be

of the same order.

– Construction/exclusion/offset lines of a slope much higher than the de-

fault value recommended in ASTM standards would be more realistic in

determining the JIC -value on the JR-curve given that crack-tip blunting in

SMAs is not as pronounced as in conventional ductile materials.

– SMAs fail predominantly by cleavage and thus the ASTM thickness re-

quirement for conventional ductile materials is far more stringent than is

necessary to ensure a constraint-independent fracture toughness measure-

ment.

– The fracture toughness measurements at temperatures below Md should be

considered representative of martensite and those above Md of austenite.

Temperature may be an extra source of variability in measured JIC -values

below Md due to their dependence on the elastic properties of the stable

phase, which may be either martensite at temperatures at which martensite

is stable or austenite in the pseudoelastic temperature range. Extrapolated

KJIC
-values are independent of the elastic properties and thus independent

of temperature within the range of interest for SMAs.

– The elastic compliance method can accurately estimate the crack length
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due to the mild dependence of the related calculations on the Young’s

modulus. But does this method provides accuracy is a question that can be

answered through experimental observations because phase transformation

is a reversible process and unloading can apparently lead to reversal of

transformation toughening as it causes divergence from the master curve

as we start to reload again thus reports lower fracture toughness values.

– Presented isothermal fracture toughness experiments suggest that the driv-

ing force required for crack advance in superelastic SMAs can be altered

through simple unloading, i.e., the transformation toughening associated

with crack advance is reversible. This response is attributed to the impact

of reverse phase transformation on the crack tip strain field in an unload-

ing/reloading cycle and has implications on the evaluation and range of

validity of the resistance curve. An R-curve measured according to the

ASTM standards may no longer be treated as a “material property” since

it may substantially differ from an R-curve response under monotonic load-

ing. Thus, the ability of an R-curve obtained according to the standards to

describe effectively resistance against stable growth and tearing instability

is rather constrained, which limits its applicability in practical engineer-

ing, e.g., fitness-for-service evaluation or structural integrity assessment

for engineering components and structures.

• Experimental fracture toughness measurements under actuation loading condi-

tions

– Isobaric actuation fracture toughness experiments were able to present

a one-parameter interpretation of the experimental data obtained from

SMAs under coupled thermo-mechanical loading. The interpretation of

the data is based on an approximation of the value of a path-independent

83



contour integral by the load–load line displacement record measured. The

obtained results, which represent the first experimental measurement of

the fracture toughness of SMAs under actuation loading conditions, sug-

gest that (i) the employed contour integral should achieve similitude for a

wide range of thermomechanical loading conditions and geometric config-

urations, and that (ii) isothermal conditions provide a more pronounced

toughness enhancement as compared to thermal loading under a constant

bias load.

• On the relative importance of cleavage and ductile tearing

– Unit cell studies were conducted to study void growth in SMAs in an effort

to address the importance of ductile rupture in the overall failure response

of these materials. The unit cell consists of a single pre-existing void,

assumed to have initiated from a second phase particle, embedded in a

SMA matrix material. The numerical simulations, which were representa-

tive of a near-equiatomic precipitation-hardened NiTi, and experimental

evidence, which suggests that the macroscopic crack initiation is stress-

driven, indicate that the fracture response is dominated by void initiation

and cleavage with void growth playing a secondary/minor role due to the

precipitates’ high volume fraction.
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7 Appendix

7.1 Numerical implementation for η-elastic implementations.

7.1.1 ηel and γel-factors for disk-shaped CT specimen.

ASTM standards allow for fracture toughness measurement from disk-shaped CT

specimen, for which ηel and γel read as

ηelDCT = 1.55 + 2.19

(
b

W

)
, (40)

γelDCT = 0.55 + 3.12

(
b

W

)
. (41)

Both ηel and γel have been calculated using contour integral approach in FEM software

ABAQUS for different crack sized geometry.
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7.1.2 Further details on the numerical comparison between the proposed

method and ASTM standards

Further details on the investigation of the error in the JIC -measurement introduced

by the proposed methodology and [4] are given here. Since the difference between the

two methodologies is limited to the calculation of Jel, the constitutive model adopted

in the finite element analysis only accommodates the change in the elastic properties

in the absence of transformation or orientation strains.

7.1.3 Constitutive model

The Marlow hyperelastic model, implemented in the commercial software Abaqus,

is used to capture the isothermal change in the elastic properties in the absence of

transformation or orientation strains.

The isothermal version of the model is based on a strain energy density potential

of the form

U = Udev
(
Ī1

)
+ Uvol (J) , (42)

where U is the strain energy per unit reference volume, Udev and Uvol are the deviatoric

and volumetric parts of U , respectively, Ī1 is the first deviatoric strain invariant

defined as

Ī1 = λ̄2
1 + λ̄2

2 + λ̄2
3, (43)

λ̄i = J−
1
3λi are the deviatoric streches, J is the total volume ratio, and λi are the

principal stretches.

The deviatoric part of U is defined by uniaxial data provided by an SMA model [87]

excluding the transformation strains, allowing only for the the change in the elastic

properties (see Fig. 3 in the paper) while the volumetric part is defined through the

Poisson’s ratio, which is set to 0.3.
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Figure 36: Finite element mesh of the CT geometry used in the numerical simulations.

7.1.4 Problem description

The finite element analysis is performed on a CT geometry under plane strain loading.

A finite element mesh of 2849 plane strain, eight-noded, isoparametric quadrilateral

elements is designed for the analysis (Fig 36). Singular crack tip elements are used

for the J-integral evaluation, shaped as isosceles triangles focused into the crack tip

and placed in angular intervals of π/24. These elements are created by collapsing

one side of the eight-noded quadrilaterals and assigning each of the crack tip nodes

common degrees of freedom, with the midside nodes on the sides connected to the

crack tip moved on the 1/4 points nearest the crack tip. The interpolation function

for such elements exhibits a singularity of the form Br−1/2 in displacement derivatives

(Fig. 37).

Displacement/rotation boundary conditions are applied at reference nodes placed

at the center of both pinholes to simulate CT experiments. The nodes on each pinhole

surface are kinematically constrained to the corresponding reference nodes so that

their translational/rotational degrees of freedom coincide with those of the reference

nodes. One of the reference nodes is displaced in the direction perpendicular to the

crack line (y-direction) while the other reference node is fixed but allowed to rotate.

The J-value is calculated from the load–load line displacement record using the
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Figure 37: Singularity elements used. One side of the eight-noded element is collapsed
so that all three nodes – a, b and c – are placed on the same geometric
location (at the crack tip). The midside nodes on the sides connected to
the crack tip are moved on the 1/4 points nearest the crack tip.

proposed methodology and the ASTM standards, and through the domain integral

method, described in [129, 95, 149],

JA = −
∫
A

[
W

∂q

∂x1

− σji
∂q

∂xj

∂ui
∂x1

]
dA, (44)

where A is the region enclosed by an outer circular contour, the first ring of elements

directly connected to the crack tip and the crack faces, and q is a function that is

equal to unity at the inner boundary of A and equal to zero at the outer boundary.
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