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Despite stellar performance on many NLP 
tasks, the behavior of neural models like BERT 
is not properly understood. We attempt to 
analyze the behavior and recognize 
patterns in errors for the NER task by BERT.
Specifically, we try to answer:
• Does the model unintentionally 

memorize?
• Are there patterns in the errors 

generated?
• Does the model have true generalization 

ability?

Future Work

Dataset and Model

We used the industry standard CoNLL 
2003 dataset. Then we used a 
pretrained BERT for NER and obtained 
the following scores on the CoNLL 
dataset: 

Our research shows that there are a 
few detectable patterns in the errors. 
The model also exhibits overfitting to 
an extent. However, there many 
cases of unintentional memorization. 
For example, there is evidence that 
model predictions are biased towards 
entities previously encountered in the 
train set with the same label. In cases 
where entities appear in the train set 
with multiple labels and no clear 
majority, the model behaves 
unpredictably.
Our next step is to further analyze 
trends in memorization. We plan to 
explore the effects of context on 
model performance. Another scope 
of research is fixing the errors made 
by the model and fine tuning it.

Table: F1 Scores for BERT 

Figure: Confusion matrix for 
entities 
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• We begin by collecting errors 
by cross referencing gold 
standard with the model’s 
predictions. 

• Then we categorized these 
errors into broad types: 
classification errors and
sequential errors.

• By analyzing the errors, we 
found a pattern of 
memorization. We calculated 
frequencies of entities 
appearing in both train and 
test sets.

The model performs well across all 
classes but there are still a considerable 
number of errors. 
Some of these errors can be classified 
as annotation errors by humans are 
have not been considered.
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