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ABSTRACT 

Several life-threatening diseases could either be cured or be eased by diagnosing them during 

earlier stages. Currently, medical imaging is one of the most reliable methods of disease 

diagnostics. This dissertation describes the development of a medical imaging device that has a 

great potential for early diagnosis of various diseases.  The developed system utilizes optical 

coherence tomography (OCT) and is capable of 3D imaging of tissues with near cellular 

resolution noninvasively. It is also capable of sensing minute changes in tissue refractive index or 

surface displacement via phase-sensitive measurements. The system showed an axial resolution 

of 8 µm, lateral resolution of 15 μm, an imaging depth of 9 mm, signal to noise ratio of 101 dB 

and a phase stability of 9 mrad.   

After development, the system was applied to several biomedical applications such as the 

detection of microbubbles in mice tails in vivo and mechanical wave propagation in mice corneas 

in vivo. In the live mice tails, microbubbles of sizes as small as 50 μm were detected, therefore 

indicating the capability of the system to serve as an early diagnostic tool for diseases caused by 

decompression sickness or gas emboli.  

Apart from imaging, this dissertation also describes a method to apply OCT for elastography 

applications. Results demonstrate that the system is capable of measuring amplitude of 

mechanical waves as small as 30 nm. The high sensitivity of the system was exploited to measure 

wave propagation in live mice corneas as a function of age. To the best of our knowledge, this is 

the first time OCT has been applied to measure wave parameters in ocular tissues in vivo.  
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I. CHAPTER 1. INTRODUCTION 

Successful treatment and accurate diagnostics of many devastating diseases rely on the 

availability of imaging devices. In the past few decades, several new imaging technologies have 

emerged that have revolutionized the diagnosis and clinical management of different diseases.  

This thesis presents development of an optical imaging device with a motive to translate it to an 

early diagnostic tool. It utilizes relatively new technology called optical coherence tomography 

(OCT) that allows noninvasive 3D imaging of biological samples under in vivo conditions based 

on the endogenous contrast mechanism (e.g., no need for tissue staining or labeling).  

In particular, the system was applied to detect and quantify microbubbles in the arteries of 

mice tails with a resolution of 8 μm. The device was then modified to enable high sensitive 

elastography measurements while maintaining its imaging capabilities. High sensitive 

elastography measurements allowed better understanding of wave propagation through ocular 

tissues. For example, it was shown that the wave velocities in older mice corneas are higher than 

younger mice in live conditions. From all these findings, it can be stated that the developed 

device has the potential to reveal the pathologies of various tissues under in vivo conditions. 

This dissertation is organized as follows: the introduction overviews different imaging 

techniques and introduces optical coherence tomography. Chapter II deals with the detailed 

description of instrumentation and design of phase-stabilized swept source OCT (PhS-SSOCT) 

system. Chapter III discusses the imaging of stationary and circulating microbubbles and the 

applications of the system for detection of microbubbles in tissue-simulating phantoms, blood, 

and animals in vivo. The application of the system for quantifying mechanical wave parameters 

propagating on tissue surfaces (elastography) is discussed in Chapter IV. Finally Chapter V 

summarizes all the achievements and the outcomes of the dissertation and also discusses future 

work. 
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1.1  Overview of imaging techniques 

 

The most common clinical imaging modalities include X-ray imaging (Radiography, X-ray 

computed tomography (CT) and Fluoroscopy), Magnetic Resonance Imaging (MRI), Ultrasound 

imaging (US), and Nuclear medicine (positron emission tomography (PET) and single photon 

emission computed tomography (SPECT)). These techniques differ in the principle of operation. 

 Although they all provide 3D visualization of the tissues with spatial resolution only in the 

order of millimeters, each one of them has their own advantages.  For example, X-ray imaging is 

performed by sending X-ray radiations and images constructed from the attenuation of the 

radiation [1].  Although X-ray imaging provides low contrast images  with limited resolution and 

no possibility of functional studies, it still provides with deeper imaging of tissues [2]. Needless 

to say, it uses ionizing radiation which is linked to DNA damage and tumor development [3].  

Similarly, in nuclear medicine, samples are labeled with radioactive materials and through 

nuclear delays; gamma-rays are emitted and detected. Nuclear imaging offers high sensitivity, 

deep imaging depth and relatively good spatial resolution [4]. However, this technique requires 

pre-imaging preparations and studies suggested that this technique cannot be applied to some 

patients due to its high risks of diseases caused by radioactive radiation exposures [5].  

On similar lines, in MRI, images are constructed by detecting the resonating H nuclei due to 

the exposed magnetic field. It offers excellent contrast, imaging depth and also allows functional 

studies [6, 7]. However, imaging is very slow. Similarly, ultrasonography (US) detects the 

reflection of ultrasonic pulses transmitted into the body. It offers good imaging depth and 

relatively good spatial resolution.  Yet  it is limited by the depth resolution [8]. Table 1 below 

summarizes all the above imaging modalities. It can be seen that each technique has to its own 

limitations.  Further analysis of Table 1 shows that optical imaging techniques and US techniques 

meet the optimal characteristic features. Head to head comparison of these two techniques reveals 
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that optical techniques offer higher contrast images over US. Therefore, there is a great interest in 

developing devices based on optical techniques. 

Table 1: Characteristics of various medical imaging technologies (adapted from [9]) 

 

Characteristics X-ray  US MRI Nuclear Optical  

Contrast Poor Good Excellent Good  Excellent 

Spatial 

resolution 

Excellent Good Good Good Good 

Imaging depth Excellent Good Excellent Excellent Good 

Function No Yes Yes Yes Yes 

Data 

Acquisition 

Fast Fast Slow Slow Fast 

Non-ionizing 

radiation 

No  Yes Yes No Yes 

 

Optical imaging is one of the fastest growing imaging modalities for medical diagnostics as it 

can provide a pathological examination of tissues with sub cellular resolution. Optical imaging 

utilizes nonionizing radiation, provides excellent tissue contrast, spatial resolution in the order of 

micrometers and also allows functional imaging. However, due to strong attenuation of light in 

tissue, imaging depth obtained by optical imaging techniques is limited. One of the optical 

imaging techniques that allow 3D imaging of tissues at depths up to several millimeters is OCT. 

This technique was introduced in 1991 to perform tomographic imaging of the human eye [10]. 

Since then, OCT has been actively developed by several research groups for many clinical 

diagnostic applications (reviewed in [11-13]). This doctoral thesis describes the development of a 

phase-sensitive OCT that allows not only noninvasive 3D real time imaging of tissues with 
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resolution of a few micrometers but also depth resolved sensing of mechanical deformation with 

an angstrom resolution. 

1.2  Optical coherence tomography (OCT) 

 

OCT is an emerging noninvasive imaging modality that enables in vivo 3D visualization of 

internal microstructures. Presently, OCT is being applied in many fields such as ophthalmology, 

gastroenterology, cardiology, dentistry, etc. OCT in its early stages of development was applied 

to obtain images of the retina in vivo and coronary arteries ex vivo [10, 14].  

In vivo images of the human retina revealed retinal structures with higher resolution than any 

other imaging method and soon it has become a standard of care in clinical ophthalmology[15]. 

Clinical studies investigated OCT for diagnosis and monitoring of many macular diseases such as 

macular edema, central serous retinopathy and age related macular degeneration, choroidal neo 

vascularization and glaucoma by measuring the retinal layer thicknesses. Advancements in OCT 

in the field of ophthalmology have already delivered many commercial OCT systems for clinical 

applications. Therefore, OCT is one of the technologies favorable for developing clinical imaging 

and diagnostic tools. 

OCT is based on principles of low-coherence interferometry (LCI). LCI is a measurement 

technique developed for characterization of optical components with high axial resolution which 

is determined by the coherence length of the light source [16, 17]. The first biological application 

of LCI was in the ophthalmologic biometry for the measurement of eye length [18]. Since then, 

related versions of this technique have been developed for non-invasive high-precision and high-

resolution biometry [19].  

LCI measures the field of the optical beam rather than its intensity. The functional form of the 

electric field in a light wave is  
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  , 

Equation 1 

where v is the frequency of the wave, t is the time of propagation, λ is the wavelength and z is the 

propagation distance. In a simple Michelson’s interferometer, the reference beam field Er(t) 

coherently combines with the sample arm field Es(t) and interferes to form fringes. 

 

Figure 1: Interferometric signal: (a) long coherence source (b) short coherence source (c) signal 

with two reflectors separated at 25 microns. 

A detector measures the output intensity which is proportional to the square of the 

electromagnetic field, and if Δl is the difference in the lengths of the reference and sample arms, 

then the intensity of the interferometer output is given by Equation 2, 

                   
      

      
           

  

 
Δ    

Equation 2 

The cosine term contains the interference information which depends on Δl, which suggests 

that the frequency of the cosine term contains the difference in pathlengths. Also, it can be seen 

that a sharp cosine envelop or a short time duration cosine term can resolve small changes in the 
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pathlength (as shown in Figure 1).  Therefore, high depth resolved information could be obtained 

by low-coherence light or broad bandwidth sources. However, laser sources with low coherence 

length limit the depth range where the fringes are formed. To obtain depth-wise imaging, TDOCT 

implements a scanning mirror that scans along the sample depth to collect the coherent back 

scattering light.  Interference fringes from every depth is collected and used to construct depth-

wise images. More recently, spectral information is used to obtain the depth-wise images. The 

former is called time domain OCT (TDOCT) and the later one is called Fourier domain OCT 

(FDOCT). The details of the implementation in both the cases are described below. 

 1.2.1 Time domain OCT (TDOCT) 

 

The basic principle of the OCT is to detect backscattered photons from a tissue of interest 

within a coherence length of the source using a two-beam interferometer (Figure 2), [10]. A 

broadband low-coherent laser source is split equally using a beam splitter into two arms, the 

reference arm and the sample arm. The back-scattered light from the sample recombines with the 

light in the reference arm. This recombination results in the formation of fringes, as the distance 

travelled by light in both arms do not differ by more than the coherence length of the laser source 

just like in LCI. 

 

Figure 2: The schematic of a conventional TDOCT. 
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In the time domain configuration, the echo time delay is measured by moving the reference 

arm parallel to the tissue depth as shown in Figure 2. Back scattered photons from each depth is 

obtained at different times with the mirror movement making the information time encoded. The 

interference signals are recorded by the photo detector. The recorded interference data at points 

across the surface is gathered by scanning the galvanometer mounted mirror. Cross sectional 2-D 

images can be constructed in real-time.    

 

 1.2.2 Spectral domain OCT (SDOCT) 

 

Recently, novel OCT detection techniques have emerged which do not require mechanical in-

depth scanning and can achieve very high detection sensitivities, enabling OCT imaging with a 

high increase in imaging speed over TDOCT systems. A broadband source is used, where 

different wavelengths probe into different depths and the depth information is spectrally coded 

that can be extracted by Fourier transforming the interference fringes making them Fourier 

domain Optical Coherence Tomography (FDOCT),   [11, 13, 20-22]. Fourier domain OCT 

detection can be performed in two ways: Spectral Domain OCT (SDOCT), using a broadband 

light source and a spectrometer with a multi-channel analyzer or Swept Source OCT (SSOCT), 

using a rapidly tunable, narrow line-width laser source [23]. Spectral domain detection techniques 

measure the echo time delay of light by using an interferometer with a broadband light source and 

measure the spectrum of the interferometer output. Back reflections or backscattering from the 

tissue at different delays produces oscillations or fringes in the interference spectrum. Increasing 

delay differences produces higher frequency oscillations. Thus, the magnitude and delay of the 

light from the tissue can be measured by the Fourier transform of the interference spectrum.  

 



8 
 

 

Figure 3: The schematic of a SDOCT. 

 

In SDOCT, backscattered low-coherence light is mixed with a reference beam by an 

interferometer, and each spectral component is separated by a grating-based spectrometer and 

detected using a linear detector array as shown in Figure 3. The detected signal is expressed as 

[24] 

                          
       

 

  

Equation 3 

where I(k) denotes the detected spectrum; S(k), the power spectrum of the light source;     , the 

amplitude reflectivity of the reference arm and      , the axial profile of the amplitude 

backscattering coefficient of the sample.    and Rs denote the total power splitting ratios of the 

reference beam and the sample beam from the light source to the detection arm. The phase term 

      denotes the phase offset due to the optical path length difference between the reference 

beam and the backscattered beam. The fringes in the spectrum are converted to the k-space and 

its Fourier transformation yields a one-dimensional back scattered intensity versus depth profile 

from which the image is reconstructed. In a spectral detection, the sensitivity S is given by  

   
      
    

   

Equation 4 
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where P is the source power, Texp is the exposure time, η is the detection efficiency, and hv is the 

photon energy. With spectral detection, the exposure time is approximately the axial scan time 

TAscan; therefore TAscan ≈ Texp. In conventional OCT, light from different time delays is detected 

sequentially, so assuming an axial scan time of TAscan, the exposure time is approximately  TAscan 

/M, where M is the number of resolvable elements in one axial scan, defined as the total axial 

measurement range divided by the axial resolution. Therefore, spectral domain detection has a 

sensitivity advantage proportional to the number of resolvable elements in an axial scan. This 

sensitivity advantage is typically ~30 dB, enabling shorter exposure times which dramatically 

increase imaging speeds. With shorter exposure times, spectral domain OCT is less sensitive to 

subject motion than conventional time domain OCT [25-27].  

  1.2.3 Swept source OCT (SSOCT) 

 

A typical SSOCT uses a swept-laser source, an interferometer and signal processing tools. As 

described previously, OCT imaging requires a low coherence light with a high bandwidth, and the 

coherence length controls the imaging depth. To obtain higher imaging depths, high-coherence 

light is required which reduces the axial resolution. So, there is a trade-off between the resolution 

and the imaging depth in conventional OCT. With the swept-laser source, the broadband laser is 

chirped into a very narrow line width of 0.1 nm pulses, and the pulses are swept at rates of MHz.   

Each narrow pulse has a long coherence length, and all the pulses together form a broadband 

laser source (up to 170 nm) of a high coherence length thus allowing for a deeper imaging depth 

and high-depth resolution. In addition, at any given time, laser light would be interrogating the 

entire depth simultaneously and, because of narrow line width, even the reflections from deeper 

depths (~6 mm) have the ability to cause interference. The laser output is sent to a fiber based 

interferometer. Just like in TDOCT and SDOCT, the light from the sample arm and the reference 

arm are coupled in a 50-50 fiber coupler where the interference fringes are formed. These fringes 

are typically detected by a dual-balanced high-speed detector. In the dual-balanced detection 
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mode, the common noise coming from each arm is cancelled, and the out-of-phase interference 

fringes are added and amplified by a low-noise high-gain trans-impedance amplifier. Because of 

this amplifier, the electronic noise is suppressed.  An ADC card digitizes the photocurrent output 

of the detector. 

 

Figure 4: The Schematic of a SSOCT. 

 

The sample points of this photocurrent are not equally spaced as the laser is swept non-

linearly with frequency. There are many different techniques to correct this non-linear sweep. The 

easiest way is to sample the detector signal in non-linear time intervals to compensate for the 

frequency chirping of the source [28].Alternatively, the existing chirped signal can be 

numerically mapped to a uniform k-space using interpolation [29-33]. Although both methods 

were previously demonstrated to yield a transform-limited axial resolution, the former one needs 

complex algorithms to be computed, and the later one is not dynamic calibration. The most 

popular way of correcting the non-linear sweep is by using MZI-OC. Each of the above 

techniques has its own advantages and limitations. Details of SSOCT are described in Chapter II. 
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1.3  Phase resolved OCT 

 

Techniques based on phase information in the field of imaging have been in practice from the 

mid 1950’s. In early studies, phase information from microscopic samples was utilized for live 

visualization of cells. Phase contrast microscopy is one example in which phase information from 

microscopic images has been utilized to qualitatively visualize small, subcellular variations in the 

refractive index. The sensitivity of detection of refractive index variations depends upon the 

accuracy in the retrieval of phase information.  

Phase resolved OCT is a technique that allows retrieving optical phase in low coherence 

interferometry and quantification of variations in refractive index. Phase resolved OCT can be 

implemented in various forms such as Doppler OCT, phase variance and contrast. All forms of 

phase resolved OCT has been applied in various fields such as cell biology, angiography, and 

elastography. In cell biology, phase resolved OCT has been applied to characterize 

cardiomyocyte contractility, characterizing cytoplasmic flow in individual cells, characterizing 

mechanical properties of the cytoskeleton and whole cell imaging. Therefore, even though OCT 

cannot achieve sub-cellular resolution in imaging, phase resolved imaging allows sub-cellular 

analysis. Similarly, phase resolved OCT is extensively used in detecting blood flow [34]. For 

example, Vakoc et al., have used phase resolved optical Fourier domain imaging (OFDI) to detect 

blood flow in capillaries. Similarly Baumann et al., have developed Doppler OCT to detect blood 

flow in ocular tissues [35].    

As described earlier, the sensitivity of the measurements depends on the phase stability of the 

system. Phase stability of the system depends mainly on the presence of mechanical moving parts 

in the system. In the case of the swept source OCT, the laser is swept using a mechanical mirror 

whereas in the case of SDOCT, there are no moving parts and therefore spectral domain 

(SDOCT) has better phase stability. Due to the above reason, most of the phase resolved 
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techniques were implemented using SDOCT; most commonly known as spectral domain phase 

microscopy (SDPM). SDPM offers measurements of displacements with picometer to nanometer 

scale sensitivities [36]. However, until recently, SDOCT was implemented in the wavelength 

range of 800 nm due to the unavailability of high speed InGaAs cameras required to detect 1300 

nm. In order to take the advantage of longer wavelengths that allow deeper penetration, phase 

resolved techniques have been implemented in swept source OCT as well. However, the phase 

stability offered by SSOCT is much lower compared to SDOCT mainly due to the instabilities in 

the swept laser source. Therefore, to enhance the measurement sensitivities in SSOCT, phase 

stabilized techniques were performed prior to imaging. For example, Vakoc et al., have utilized 

an extra arm in the interferometer to collect the phase noise, from which the phase was calibrated, 

which improved the detection sensitivities by ten-fold. In this dissertation, phase stabilization 

techniques were implemented to improve the phase stability by 40 times and phase resolved 

measurements were performed using SSOCT. 
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II. CHAPTER 2. SYSTEM DEVELOPMENT  

This chapter is dedicated to the description of Phase Stabilized Swept Source OCT (PhS-

SSOCT) system development. The first section of this chapter describes instrumentation and 

functioning of individual components that were essential for developing PhS-SSOCT. The second 

section deals with the image reconstruction algorithms and signal processing techniques that have 

been adapted to improve the quality of images. The final section deals with the description of 

final characteristics of the developed system.   

2.1 PhS-SSOCT design and operation 

 

 

Figure 5: The schematic outline of PhS-SSOCT (ADC: Analog to Digital Converter, BPD: 

Balanced Photo Detector, C: Collimators, FBG: Fiber Bragg Grating, G: Galvanometer Scanner, L: 

Lens, RM: Reflective Mirrors, SLS: Swept Laser Source, TTL: TTL Signal Generator). 

 



14 
 

The schematic outline of the developed PhS-SSOCT system is shown in Figure 5. The system 

consists of four main units: the source, interferometer (Mach-Zehnder in this particular setup), the 

calibration system, and data acquisition electronics. The laser source output is split into two arms 

by a 90/10 fiber splitter (FC1310-70-90-APC, Thorlabs). The first arm (90% of the light) is used 

to construct the interferometer while the second arm is further split by a 99-1 fiber splitter with 

99% going to a fiber Bragg grating (FBG) for triggering and 1% to the Mach-Zehnder 

Interferometer based optical clock (MZI-OC) for calibration (these described in detail in the next 

sections of this chapter).  

The light going to the FBG is directed through a three-arm circulator and the reflected pulse 

is received by a detector. The detector outputs a voltage signal which is converted to an 

electrically tunable TTL pulse by a pulse generator (Stanford Research Systems, Inc.). The TTL 

signal is tuned to a required duty cycle and connected to the analog to the digital converter’s 

(ADC) external trigger channel. The other 1% is fed to the MZI -OC whose signal is detected in 

balanced detection mode, and these electric signals from the detector are acquired by one of the 

channels of the ADC. In the interferometer arm, the 90% light is further split into another 10% 

and 90%, each going to the reference arm and sample arm, respectively, via circulators. The light 

coming from the reference arm is passed through an adjustable pin hole to allow control of 

attenuation as required. The reflected light from the reference arm and sample arm are coupled 

into a 50-50 fiber coupler where they recombine and form the interference fringes. 

These fringes are then detected by a balanced photo detector (BPD), which subtracts the two 

signals to remove the common mode noise. As the fringes would be out of phase, this BPD is 

effectively adding the fringes but subtracting the common mode noise. After removing the 

common mode noise, the fringe encoded voltage is then amplified by a Transimpedance amplifier 

(TIA) and then RF modulated and acquired by a PC through the other channel of the ADC. Both 

the information from the MZI-OC and the interferometer is acquired simultaneously by the ADC 
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with the receiving of the trigger from the FBG. Fringes from the MZI-OC are utilized for 

calibrating the fringes obtained from the interferometer. These calibrated fringes are passed 

through image reconstruction algorithms to obtain 2D and 3D images. Therefore, image quality 

depends on the components responsible for generating both MZI-OC and interferometer fringes. 

Hence, it is important to understand the major components of the system in detail. The next 

section deals with the description and testing of each component. 

2.1.1 Description of components  

2.1.1.a  Laser source 

 

 

 

Figure 6: Schematic of a polygon scanner based wavelength tuning laser, F1 and F2 are focal 

lengths of Lens1 and Lens2, respectively, λ1-λn spectrally decomposed wavelengths from the grating 

(adopted from [37]). 

 

The laser source used for the development of PhS-SSOCT system was purchased from 

Santec, Inc. (HSL-2000, Santec Inc., Japan).  A typical high-speed scanning laser consists of a 

wavelength scanning filter based on a polygon scanner, diffraction grating and a telescope with 

two lenses in an infinite-conjugate configuration [31] (Figure 6). The light coming out from the 
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grating that has all the wavelengths within the scan range falls on the polygon mirror. At a 

particular instant of time, only a single frequency light can be focused perpendicular to the 

polygon mirror. The narrow-band light that is normal to the front facet of the polygon mirror 

reflects back into the telescope configuration and is selected by the filter. The polygon mirror is 

rotated to accomplish the wavelength scan. 

 

Figure 7: Power spectrum of the laser source in peak mode is shown in (a) dB scale and 

instantaneous power spectrum in (b) and (d), wavelength sweep function with time in (c). 

   

Figure 7 (a) shows the output spectrum of the HSL-2000 high-speed scanning laser measured 

with an optical spectrum analyzer with a resolution of 0.1 nm in peak-hold mode where the peak 

value is always held constant.  The output spectrum spans from 1240 nm to 1390 nm over a range 
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of 150 nm, with a maximum output power of 48 mW at a central wavelength  0 = 1328 nm. The 

spectrum has a profile with FWHM Δ  = 130 nm and predicts the axial resolution of 5.7 μm.  

 

 

Figure 8: (a) Definition of jitter (b) jitter recorded between the first and the 512th laser sweep. 

The instantaneous line width (0.1 nm) is measured from the output spectrum obtained from 

the spectrum analyzer in continuous mode as shown in Figure 7 (d) which shows that the 

wavelengths are not scanned at regular intervals of wavelength. Wavelength sweep over time is 

shown in Figure 7 (c).  These figures suggest that the laser emits wavelengths in non-uniform 

intervals of time. Therefore, the intensities of the laser scan non-uniformly in the wavelength 
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space. Since k-vector is defined by wavelength (k =  2π/λ), the laser intensities are scanned non-

uniformly in k-space as well.  Since the application of fast Fourier transform required the 

sampling space to be uniform; remapping this k-vector to a uniform k-space is required to correct 

the non-linearity. Details of the non-linearity correction are dealt with in a later section 2.1.1.e.  

The other important characteristic of a laser is the drift of the laser spectrum in time (jitter) 

after a certain number of scans as shown in Figure 8. Figure 8 (b) demonstrates that the jitter 

measured between the 1
st
 and 512

th
 scans is 0.18 nm. To account for this, we have utilized FBG 

with linewidth of 0.1 nm as described in the section 2.1.1.c. 

2.1.1.b  Balanced photo detector (BPD) 

 

The detector used for detecting the interference fringes for the PhS-SSOCT is a Balanced 

Amplified Photo Detector (PDB130C Series, Thorlabs). This detector consists of two well-

matched photodiodes and an ultra-low noise; high-speed transimpedance amplifier (TIA) with a 

gain of 10
4
 V/A that generates an output voltage proportional to the difference between the 

photocurrents in the two photodiodes. This dual-balanced detection reduced the source’s relative 

intensity noise (RIN) and autocorrelation noise of the detector. The fringes from each of the arms 

are detected out of phase, and on subtraction, the common noise would be subtracted whereas the 

fringes are added as they are out of phase and amplified by the TIA. Thus, the common noise is 

also reduced. The common noise rejection efficiency of the receiver is approximately 35 dB in 

the range of DC-350 MHz. In addition to the RIN and common noise, the RF modulation after 

balanced detection also provides benefits like suppressing the self-interference noise, originating 

from the multiple reflections within the sample and optical components as well as increasing 

dynamic range.  
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2.1.1.c  Fiber Bragg grating (FBG) 

 

Generally, the wavelength scan is very consistent from scan-to-scan in the employed swept-

source laser. However, there was a jitter on output trigger (up to ~0.18 nm) due to noise in the 

electronics and slow drift over time, as shown earlier in Figure 8. Therefore, the delay between 

the trigger signal and the subsequent ADC conversion varied resulting in phase jumps up to a 

maximum value of π. These phase jumps would severely degrade the phase stability of the system 

and, therefore, the sensitivity of phase measurements.  To remove this delay between data 

acquisition and laser sweeping, PhS-SSOCT makes use of  FBG for the accurate triggering of 

ADC for data acquisition [23]. Triggering with FBG significantly reduced source/acquisition 

timing variations and significantly increased the accuracy of the system for the phase-resolved 

measurements. Detailed description of how this correction was achieved as follows: 

 

Figure 9: FBG output (a) analog output and the raw signal (b) Image showing the 

synchronization of FBG trigger, raw signal and MZI-OC signal. 

 

An optical pulse is detected by the detector every time the laser swept 1328 nm (the reflection 

wavelength of FBG as well as the central wavelength of the laser), thus the frequency of the FBG 

pulses are also at 30 kHz as shown in Figure 9 (a). Moreover, the FBG signal jitters along with 
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the laser’s sweep and therefore, the TTL signal formed from the FBG signal compensates for the 

delay. Figure 9 (b) depicts the oscilloscope trace showing the TTL trigger signal (green trace), the 

signal from the sample (yellow trace) and the FBG signal (blue trace). We can see that the TTL 

signal is occurred in perfect synchronization with the raw signal. 

Before the correction, the mismatch in fringe signal and the trigger would result in phase 

jumps of up to a maximum value of π as shown in Figure 10 (a). The correction reduced the phase 

variations and the phase stability was improved up to 40 times (standard deviation of 0.016 

radians for 512 A-line scans) as shown in Figure 10 (b).  

   

Figure 10: The temporal phase response of 500 μm cuvette at 500 μm depth (a) before 

stabilization (b) after stabilization (Note the scale). 
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With the stabilized phase, the refractive index change as small as 6.3 x 10
-6

 (in a 1 mm thick 

sample) can be detected using the PhS-SSOCT.  

2.1.1.d  Data acquisition card 

 

A high-speed digitizer, analog-to-digital converter (ADC) from AlazarTech (ATS9350) has 

been used to acquire the detector current.  The detector current can be digitized at a sampling rate 

of 500 MS/s with 12-bit encoding.  It has two channels that can be triggered simultaneously using 

an external trigger or a digital clock or even internally using software. In the PhS-SSOCT, it is 

digitized externally using the TTL signal generated from the FBG reflected optical pulse as 

discussed earlier. The data from the digitizer was recorded in a high speed computer with eight 

processors and 6 GB memory and the data flow was passed into queues such that all eight 

processors are utilized while executing the program.  

 

Figure 11: User interface of PhS-SSOCT controlling software showing the real time monitoring 

of images, intensity and phase profiles. 
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LabVIEW 9 (National Instruments) interface was utilized to achieve the data acquisition. The 

program was developed in such a way that it was user friendly; one can choose the sampling rate, 

number of samples, control for 2-D and 3-D scanning and select the required algorithm for the 

recalibration and remapping to uniform k-space.  Direct monitoring of the real time images, their 

A-line profiles as well as the phase responses can be visualized from the front panel of the 

program as shown in Figure 11. 

The program also supports real time recording of raw data of both the MZI-OC signal and the 

sample signal, calibrated sample data and image data. One can generate images using offline 

calibration of the raw sample data using MZI-OC data, thus enabling flexibility to analyze the 

fringe signal in its raw as well as calibrated formats.   

2.1.1.e  Mach Zehnder interferometer-based optical clock (MZI-OC) 

 

In SSOCT systems utilizing broadband laser-swept sources, the optical frequency is not 

sampled uniformly as discussed earlier. Since the in-depth information in PhS-SSOCT is in the 

optical time-delay domain, Fourier transform is required to obtain images of objects under study. 

In general, widely used Fast Fourier Transform (FFT) algorithms are performed using a uniform 

sampling interval. The non-linearity in the laser introduces non-uniformity in the sampling in 

wavelength domain.  

In order to correct for this non-linearity, we utilized the MZI-based approach where fringes 

formed in MZI are equally spaced in frequency. For this, 10% of the output source is split into 

1% and 99%, where 1% light is directed to the MZI-OC, which generates an equally-spaced 

frequency interferogram (with optical frequency spacing adjustable range: 12.5 GHz - 200 GHz). 

The interferogram obtained from MZI–OC has all peaks, as well as the zero crossings equally 

spaced in optical frequency space and so they can be used for recalibrating the interference 

signals coming from the main interferometer. Hereafter, the signal that is to be calibrated 
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(interference signal formed by the sample and reference) is referred to as the raw signal, and the 

signal which is calibrated using MZI-OC is referred to as the calibrated signal.  

This MZI-OC interferogram was recorded via a separate channel in the data acquisition card, 

and standard procedure of PhS-SSOCT data re-mapping was performed in the frequency-domain 

before the application of FFT. Using a high-speed nearest-neighbor check algorithm, indices 

corresponding to the peaks and zeros of the MZI-OC signals are recorded, and the intensity 

values of the raw signal corresponding to these indices are obtained. Since the number of samples 

with peaks and zeros is always less than the total number of points, the obtained values are 

interpolated to get a standard number of samples (2048) in order to overcome the problem of 

under sampling. This remapping procedure using MZI-OC eliminated errors associated with non-

uniform sampling intervals. 

 

Figure 12: Recalibration process (a) detection of peaks in MZI-OC and resampling of raw data 

(b) interpolation. 
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The fringes are acquired by the 12- bit high-speed digitizer. The digitizer is operated at 180 

MS/s and the laser scans every 33 μs. Therefore, 6000 sample points per A-scan were acquired 

for both the raw signal and the MZI-OC signal. The sampling rate is chosen by considering the 

fact that the sampling interval in the wavelength should be smaller than the instantaneous line-

width; otherwise, a large sensitivity drop off along the depth scan would be observed. For 

example, with 180 MS/s sampling rate, the 170 nm bandwidth is spanned over 6000 points. 

Therefore, each point corresponds to ~0.02 nm which is less than the instantaneous linewidth (0.1 

nm).    

The recalibration using MZI-OC, which is required to correct the non-linearity in the laser 

sweep,  involves three steps; detect the peaks and zeros, acquire the raw data corresponding to the 

sample points where the MZI-OC peaks and zeros are present (resampling), and then interpolate, 

if required, to have 1600 points. The nearest neighbor check algorithm is used to detect the peaks 

and zeros, the number of peaks and zeros registered was at least 3200 for a total acquisition of 

6000 MZI-OC signal points. The raw signal was resampled with the MZI-OC’s zero crossings 

and peak indices as shown in the Figure 12. As, these points are equally spaced in frequency, the 

resampled signal from the raw data now has points that are equally spaced in frequency. But the 

resampled signal has 3200 points where the acquired raw signal has 6000 points. To overcome 

this under sampling problem, intensity values can be interpolated for three equidistant sample 

points using spline interpolation thus having 6000 sample points. 

However, interpolation reduces the real time imaging speed.  Any presence of interpolation 

errors introduces side lobes in the Fourier transform. Moreover, the loss in signal information due 

to under sampling was too low that we traded it off for the imaging speed. Therefore, no 

interpolation was performed for in vivo studies where real time imaging speed was critical.  
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Figure 13 shows the signal from the sample before calibrating to uniform k-space and after 

calibration. Chirping of the signal could be noticed in the signal before calibration that was 

corrected by recalibrating the signal to uniform k-space. So, the laser chirp frequencies are not 

reflected in the depth profile any more, thus removing the resolution degradation along z.  

 

Figure 13: The raw signal (a) before calibration (chirped) (b) after calibration (uniform 

frequencies). 

 

2.1.1.f  Galvanometer-mounted scanning mirror 

 

To obtain 2-D and 3-D images, a two-axis galvanometer scanning mirror is utilized. The 

galvanometer scanner has two mirrors mounted on a galvanometer-driven motor at 45
0
 to each 

other. Scanning these mirrors is controlled by the LabVIEW program described earlier, and a 

multi-function DAQ card (National Instruments, PCI 6731) is used to generate analog voltage 

signals to drive the galvanometer motors. The DAQ card has two output voltage channels, thus 

enabling control for both the mirrors.  

Each depth profile is obtained from the Fourier transform of the interference fringe signal as 

described above. The logarithm of the absolute value of this complex FFT is mapped to the gray 

scale intensity values to get an image of a single A-scan. By generating a transversal set of similar 
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1-D depth profiles with the scanning galvanometer-mounted mirrors, 2-D and 3D images are 

constructed. Thus, these images contain both axial and transverse information.  Data is acquired 

during 80% of the B-scan and saved in to a local buffer and the rest of the time is allowed for 

clearing the buffer. With this procedure, the system achieved a real time speed of 40 frames per 

second with a frame size of 1600X 500 pixels.  

2.2 Signal processing 

 

Signal processing includes several steps such as reference subtraction, windowing, and image 

construction. 

 2.2.1 Background subtraction 

 

The background signal is recorded at the beginning of every acquisition by blocking light in 

the sample arm. This signal contains the 10% residual light reflected from the reference arm and 

from the residual signal in the detectors due to imperfect symmetry of the BPD. Subtracting the 

reference from the interference signal helps to increase the contrast and remove the artifacts. 

Subtraction also removes the low-frequency components introduced by the reference or ambient 

light.  
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Figure 14: The calibrated signal from the sample (a) before subtraction of the reference power 

(background) (b) after reference subtraction (enhanced contrast). 

Figure 14(a) shows the raw signal from the sample and Figure 14(b) after subtracting the 

reference signal from the sample signal. The reference subtracted fringe signal shows many zero 

crossings which increase the contrast in the image. These signals are then passed through a 

Gaussian window after normalization to get a perfect Gaussian-like peak at that frequency/depth 

in the 1-D profile.  

2.2.2 Windowing  

 

Frequency response of the MZI-OC signal is shown in Figure 15 which helps to choose the 

frequency filter and the required interference time domain signal that effectively increase the 

SNR. By selecting the sample numbers corresponding to B1 and B2 in Figure 15, only the ON 

time of the laser is selected. A1 and A2 select the cut-off frequency and the highest frequency for 

windowing in the frequency response of the sample.  
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Figure 15: MZI-OC signal and its frequency response, A1, A2 are the lower and higher cut offs 

of frequency filter, B1, B2 are the time window that selects only ON time of the laser. 

However, this procedure is followed only when offline images are required to be generated as in 

the case of real time imaging, no MZI is utilized for k-space calibration.  

2.3 Characterization of the system 

The most important parameters of OCT are the depth and transverse resolution, signal to 

noise ratio (SNR), imaging depth, and speed of imaging. Each of these parameters were 

calculated theoretically and compared with the experimental values.  

The depth or axial resolution could be calculated as [38]  

   
       

   
  

Equation 5 

where λ is the central wavelength and ∆λ is the bandwidth. λ
2
 /Δλ give the coherence length of the 

laser source.  
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Figure 16: Resolution calculated by FWHM drop of the PSF. 

 

Equation 1.6 indicates that lower wavelengths and broader bandwidths will yield higher 

resolutions. The laser used in this dissertation has a wavelength of 1328 nm and a bandwidth of 

150 nm, the theoretical resolution obtained would be 5.9 µm. The resolution has been verified 

with two different methods. The first method was by calculating the distance corresponding to the 

FWHM drop in the point spread function (measured in linear scale) as shown in Figure 16.  
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Figure 17: Change in the PSF with a movement of 8 μm in the sample arm. 

 

The other method was by shifting the sample arm by 8 μm to see if there is a change in the 

peak position at 3 dB drop as shown in the Figure 17; there is a peak shift by 1 index for change 

of 8 μm in the sample distance. Therefore the measured resolution is 8 µm which is 2.1 µm 

higher than the theoretical resolution. The main reason for not achieving the theoretical resolution 

is mainly due to the roughness in the spectrum [39]. The roughness in the spectrum leads to the 

roughness in the fringes which in turn induces side lobes in the point spread function, therefore 

degrading the resolution. Similarly, the roughness in the spectrum is an attribute of spectral noise. 

Other factors that affect the resolution is dispersion. As the laser light passes through the optical 

fiber and other optics, the laser source is dispersed and leads to degradation of the resolution. In 

order to achieve resolution closer to the theoretical value, spectrum reshaping, noise reduction 

and dispersion compensation techniques can be implemented. Spectral reshaping techniques such 

as the apodization of spectrum and digital dispersion compensation techniques increase the real-

time imaging speed and therefore, they were not implemented in this dissertation. However, 



31 
 

dispersion due to the scanning lens was compensated by incorporating a dispersion compensation 

lens at the sample arm. 

Transverse resolution is the ability to resolve two points on the surface or the transverse 

direction. Thus, the transverse resolution depends upon the beam spot size falling onto the 

sample. The transverse resolution    is calculated using [38]  

        
 

        
  

Equation 6 

where N.A. is the Numerical Aperture at the lens that can be calculated as 

                
 

  
  

Equation 7 

where n is the refractive index of the medium where the sample is placed, w is the beam diameter, 

and f is the focal length of the lens. Thus, a high N.A. producing lens gives better transverse 

resolution, but from Equation 7, high N.A. can be obtained by having higher beam diameters. For 

most handheld devices, the galvanometer mounted mirror size limits the freedom of having very 

large beam diameters (~7 mm). For a 4 mm beam diameter with a wavelength of 1328 nm, and a 

lens with a focal length of 2.54 cm, obtained transverse resolution is 14.4 µm and the 

experimentally measured value is 15.6 μm as seen in the Figure 18. 
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Figure 18: 3D image of the Air Force resolution target showing the gap between the lines to be 

15.6 μm. 

 

The signal to noise ratio of the SS-OCT is given by 

          
  

 
  
 
   

   

Equation 8 

where,   – is the quantum efficiency of the detector, P is the input power, hc/λ is the photon 

energy and NEB is the noise equivalent bandwidth of the filter and is defined as a geometric 

measure of how much noise passes through the filter. For the detector, the quantum efficiency is 

given by [33] 

   
      

 
       

Equation 9 

Therefore,   = 93% and NEB = 75 MHz and substituting laser power P = 30 mW at 1328 nm 

central wavelength in the equation, the SNR obtained would be 107.31 dB for a perfect reflector. 

To test SNR experimentally we used a 0.22 mm micro slide that has a 60 dB reflectivity (the 
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measurements are taken in the inter-interference mode). The power spectrum function (PSF) at 

various depths for the micro slide were acquired and checked if the resolution was maintained 

over the distance. Figure 20 (a) and (b) shows that with the increase in the depth, there was 

neither peak broadening nor degradation in the resolution. The Figure 20 also shows that the 

maximum imaging depth obtained was around 6 mm. The signal to noise ratio (SNR) was 

calculated using the formula given in the equation, 

           
             

               
   

Equation 10 

The SD of the noise obtained was around 23728.56 in linear scale and the peak value = 

3306095.56. Plugging these values in the above equation, the SNR obtained was 45 dB. As we 

were utilizing a 60 dB attenuated glass slide, the actual SNR was 45 + 60 = 105 dB.  

 

Figure 19: SNR and Resolution. 
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One of the inherent drawbacks of using Fourier domain OCT is that the sensitivity drop-off 

with respect to the depth is very high. Figure 20 (b) clearly demonstrates this effect as signal 

amplitude decreased for about 20 dB over 6 mm depth. However, this drop is very less compared 

to the SDOCT systems (20 dB over 3 mm depth) which are one of the advantages of SSOCT over 

SDOCT. 

 

Figure 20: The PSF’s at different depths indicating the maximum depth and the SNR. 

To summarize, the developed system showed an axial resolution of 8 μm, transverse 

resolution of 16 μm, SNR of 105 dB, imaging depth of 6 mm, imaging speed of 40 fps with 1600 

X 500 pixels of frame size, and a phase stability of 0.01 radians [40, 41].  

 

  



35 
 

III. CHAPTER 3. IMAGING OF MICROBUBBLES 
 

This dissertation introduced a new phase-resolved system that allows comprehensive imaging 

of biological systems in vivo. In this chapter, the application of PhS-SSOCT for detecting 

microbubbles in clear media, scattering media, blood ex vivo and mice tails in vivo will be 

discussed. 

3.1 Motivation 

 

Formation of microbubbles in the human body has been extensively studied by many 

researchers since the discovery of Caisson disease by Paul Bert in 1878. In its classic and most 

severe form, gas emboli present catastrophically (~4% of victims) with collapse, loss of 

consciousness, apnea, and cardiac arrest. Formation of microbubbles inside the body could be 

attributed due to different physiological, physical, and intervention mechanisms. These bubbles 

can travel to any part of the body, accounting for many serious (and sometimes life-threatening) 

disorders [42]. Gas bubbles in the back or joints can cause localized pain (the bends). In the 

spinal cord or peripheral nerve tissues, bubbles may cause paresthesias, neurapraxia, or paralysis. 

A bubble forming in the circulatory system can lead to pulmonary or cerebral gas emboli. 

Formation and/or introduction of gas microbubbles in human blood and tissues remains a serious 

long-term sequel in patients undergoing cardiac valve replacement (with an annual risk of up to 

4%) [43-45]; high-intensity focused US therapy [46-48]; cesarean section and operative 

hysteroscopy [30, 49-60]; cardiopulmonary bypass and other open-heart surgeries [44, 45, 61-64]; 

orthopedic surgery [65, 66]; and various laser ablation and laparoscopic surgeries [67-70]. 

Additionally, gas embolism happens in endoscopy [71], tissue biopsy [72], neurosurgery [73], 

liver transplantation [74-76], during central venous line insertion and removal [77, 78], and even 

during intravenous antibiotic delivery at home [79]. The use of ultrasound bubble contrast media 

could also lead to the emboli [80, 81]. Thus, formation and introduction of gas microbubbles in 
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human blood and tissues is a significant everyday clinical problem affecting thousands of patients 

undergoing various surgical and therapeutic procedures. If detection of these bubbles at an early 

stage is possible, action can be taken to prevent the neurological or other complications. 

Moreover, FDA and Bristol Myers Squibb Imaging issued a new alert and important safety 

changes to the prescribing information for DEFINITY
®
 (Perflutren Lipid Microsphere, a 

diagnostic drug used as a contrast enhancement during echocardiographic procedures) in October 

2007 [80]. A new clinical study found serious cardiopulmonary problems including fatalities 

associated with the use of DEFINITY
®
 microbubbles likely attributed to venous gas emboli. The 

maximum diameter of these bubbles is 20 µm. Therefore, development of an imaging modality 

capable of imaging and quantification of the circulating microbubbles would have direct clinical 

benefit for the patients undergoing different echocardiographic procedures. 

Bubbles in tissues act as emboli and block circulation, as well as cause mechanical 

compression and stretching of the blood vessels and nerves [82-85]. Additionally, the blood-

bubble interface acts as a foreign surface, activating the early phases of blood coagulation and the 

release of vasoactive substances from the cells lining the blood vessels and may trigger activation 

of inflammatory response and, therefore, expression of different proteins and protein patterns [86-

94]. This can further worsen gas emboli symptoms. However, the underlying pathophysiology is 

still poorly understood [95]. Currently, there is no reliable method for prediction or diagnosis of 

bubble-associated diseases prior to commencement of apparent clinical symptoms (e.g., severe 

pain in joints, pulmonary problems, disorientation and mental dullness, vomiting, skin rush, and 

coma). It is widely recognized that prompt detection of microbubbles in tissues and blood is the 

key for successful management and treatment of persons with required for effective treatment and 

prediction of severity of emboli as well as for many therapeutic and research applications 

utilizing bubbles as contrast or drug delivery agents. 

 Depending on the clinical situation, the nature of the gas emboli and the number of 

embolic events can vary greatly. For example, Hills and Butler [96] measured intravascular 
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gaseous emboli ranging from 19 up to 700 µm following decompression in living dogs. Gersh 

detected bubble sizes between 60 and 300 µm in both intravascular and extravascular sites. 

However, several studies suggested that bubbles with diameter as small as 8 µm could cause 

blockage and result in the trauma and onset of the symptoms [80, 97, 98]. Therefore, in order to 

be effective, an imaging or sensing technique should accurately detect bubbles with a diameter 

lesser than 8µm. The number of embolic signals can also show wide variations. Georgiadis et al. 

recorded between 0 and 620 embolic events per 30 min period for patients with prosthetic heart 

valves [99]. Mullges et al. have observed between 0.53 and 59.05 embolic signals per minute 

during extracorporeal circulation in patients undergoing cardiac surgery [100]. However, these 

observations were limited by the resolution of utilized technique (that is 50 µm at the best) and 

actual number of “trouble” microbubbles (diameter ≥ 8 µm) is unknown. Accordingly, 

development of a device that allows detection of small microbubbles with sufficient accuracy and 

sensitivity would be a valuable tool. 

Previously, several imaging techniques have been proposed and applied to study 

microbubbles in blood and tissues including Doppler Sonography, MRI, Nuclear Imaging, and 

Computer Tomography. Doppler Sonography, the most popular technique since air-bubble 

interface produce a strong ultrasonic reflection in the region of 1 MHz to 20MHz, which is an 

ultrasound diagnostic imaging technique, enhanced with Doppler effect, capable of assessment 

moving bubbles by calculating frequency shift of a particular sample volume [101, 102]. 

However, Doppler Sonography can detect only moving intravascular bubbles with a diameter of 

approximately 50 μm [103-105]. Evidently, the resolution of this imaging method should be 

improved in order to achieve sensitive imaging and assessment of small µm-sized bubbles. Also, 

a new method has to be developed for the detection of stationary bubbles in tissue that could be 

used for prediction or diagnosis of gas emboli [106]. 
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 Optics-based techniques have great intrinsic potential to achieve the goal of noninvasive 

imaging of microbubbles in epithelial tissues and blood microvessels. Confocal laser scanning 

microscopy (CLSM) [107], two-photon fluorescence microscopy (2P-FM) [108-112], and higher 

harmonic generation (HHG) microscopy [113, 114] are some examples of optical methods that 

have been applied in different fields of biological research. CLSM have significant axial and 

lateral resolutions, but it is limited to ~100 µm penetration depth due to high attenuation of 

visible/ultraviolet excitation light. 2P-FM has a higher penetration depth due to near-infrared 

(NIR) excitation of fluorophores, but general needs of exogenous fluorophores make this 

technique not truly “noninvasive.” HHG microscopy does not require application of exogenous 

fluorophores, but is very costly (a commercial Ti:sapphire system with just the basics goes for 

over $100-150K) and bulky [115]. Optical interferometric techniques are extremely sensitive to 

local changes in scattering, absorption, and refractive index of the tissues and cells. Since the 

average refractive indexes of blood, skin, and air are quite different (1.4, 1.55 and 1.0, 

respectively in NIR), an optical-based sensor will be capable of assessing the formation of gas 

bubbles with ultra-high sensitivity and accuracy [116, 117]. Here we describe our progress in 

applying the developed functional biosensor for noninvasive, accurate, and sensitive imaging, 

monitoring, and assessment of microbubbles in skin and skin’s blood mirovessels by using both 

amplitude imaging and phase-resolved sensing methods.  

3.2 Imaging and quantification of microbubbles in clear and tissue 

simulating scattering media and blood in vitro 

 

First, the performance of the developed PhS-SSOCT system was evaluated in water and 

scattering media that simulates tissue optical properties containing gas microbubbles of different 

diameters. After the initial testing, the system was used to detect microbubbles in blood in vitro 

and mice tail in vivo.  
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Figure 21: (a) Orientation of the cuvette with respect of the laser beam (b) corresponding 1-D 

depth profile (A- glass thickness, B- optical path thickness, C=A+B). 

 

For evaluation of the system, the media was injected into a 500 μm flow cuvette and bubbles 

were generated by introducing different pressures using a peristaltic pump (Fisher Scientific). The 

cuvette was imaged in M-mode (where 2D OCT images were obtained over time without galvo 

scanning) before and after inducing bubbles as shown in Figure 21. The amplitude of the 

interference signals in the time-delay domain was recorded from the cuvette. Four characteristic 

interferometric peaks were observed corresponding to the interferences between the four surfaces 

of the cuvette as shown in the Figure 21 (b). 

In these experiments, the optical delay is calculated as a function of dynamic refractive index 

(modified by the presence/absence of microbubbles) from the interferometric peaks that are 

produced by the reflection from the inner walls of the cuvette in the time-delay domain (B in 
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Figure 21). The phase is extracted from the complex Fourier transform of the interference fringes 

and monitored at the interferometric peak that corresponds to the self- interference between the 

inner glass surfaces. Phase-sensitive measurements of water and scattering media are taken before 

and after injection of the microbubbles. Since the bubbles induced changes in the refractive index, 

the diameter of the bubble from the phase shift is calculated from the equation, 

   
 

 

 

   
    

Equation 11 

where dn is the refractive index change introduced by the bubble (equal to 0.33 for an air bubble 

in water), l is the diameter of the bubble, dφ is the bubble-induced phase shift.  

 

Figure 22: (a) Image of a cuvette of 500 µm thick containing a bubble of 224 µm (fast moving) (b) 

corresponding 1-D profile showing the shift in peak: red trace is with no bubble and black dashed 

trace is with the bubble. c) Temporal Phase response at 665 µm peak. 
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Phase difference between the A-line corresponding to the center of the bubble (determined as 

a maximal possible change in the phase) and the A-line outside the bubble are computed to 

quantify the diameters of the bubbles. Bubbles are generated by creating a pressure difference and 

are circulated using the pump. Bubbles of diameters greater than 8 μm, were imaged first to test 

the consistency of the PhSSSOCT imaging.  

The images were taken in the inter-interference mode, in which the reference arm was placed 

in such a way that all surfaces of the cuvette were captured in the image as shown in the Figure 

22 (a). Since the phase stability was higher in self-interference mode when compared with inter-

interference, the phase responses were obtained in self-interference mode whereas images were 

obtained in inter-interference mode.  

Figure 22 also shows the image of a 500 µm cuvette filled with water containing a bubble of 

diameter 224 μm (actual diameter).  The 1-D profile of the corresponding self-interference image 

and the temporal phase response are shown in Figure 22 (b) and (c).  It should be noted that the 

imaging and the phase response were taken one after the other in very quick succession, as the 

imaging was done in inter-interference mode and the phase response was studied in self-

interference mode. The reference arm is placed at a distance so that the whole cuvette can be 

imaged without any complex-conjugated images that arise due to the symmetry of FFT. 

Therefore, for Figure 22 (a), all four bright lines correspond to all four surfaces of the cuvette. In 

the clear aqueous media, the maximal phase variations were as low as 0.03 radians after a 5-point 

averaging, which implies that any microbubble that introduces a random phase greater than 0.03 

radians can be detected. 

Generally, for an optical path difference of one wavelength the phase shift would be 2π in a 

homogenous media.   For an air bubble in water, the change in the refractive index would be 0.33 

which translates to a minimum bubble size of 2 µm for the phase to be unwrapped by one 2π 
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jump. Since the system’s resolution is 8 µm, bubbles with diameters greater than 8 µm can be 

clearly seen in the structural image.  When there is no bubble, the optical path length between the 

inner surfaces of the cuvette is 665 µm (refractive index of water is 1.33, so 500 x 1.33 = 665 

µm), which is observed as a peak at 665 µm in corresponding 1-D depth profile as shown in 

Figure 22 (b). As the beam interacts with the bubble, the optical path length keeps decreasing 

until it reaches the center of the bubble and increases again to the original value. This change in 

the optical path length is reflected as a shift in the peak in the corresponding 1-D profile. The 

larger the bubble, the greater is the decrease in the optical path length and hence the greater is the 

shift. The number of 2π jumps by which the phase to be unwrapped is then calculated from the 

peak shifted in the 1-D profile. This unwrapped phase is then added to the PhS-SSOCT phase 

response to get the true phase response. For the clear media, each depth pixel corresponds to a 

path difference of 5.88 µm, which is equal to 2.94 “2π” jumps. Thus, for the bubble shown in 

Figure 22 (a), the number of 2π jumps would be 69/2*2.94 = 113 as the peak shifts by 69 depth 

pixels (Figure 22 (b)). By plugging this true phase in Equation 11, the size of the bubble obtained 

is 219 µm. The actual diameter of the bubble measured is 224 µm. The true phase and the PhS-

SSOCT phase (phase before adding required 2π jumps) is plotted in the same graph with two 

different scales on the right and left of the Y-axis.  

Figure 23 show an example of small bubbles which cannot be resolved from SSOCT 

structural imaging. These bubbles can, however, be detected by the phase analysis. The sizes of 

the bubbles were estimated to be 1.9 µm (but could be 3.9 µm, 5.9 µm, 7.9 µm or 9.9 µm due to 

the 2π ambiguity as discussed above) and calculated from the phase response shown in Figure 23. 

The phase response also depicts a small disturbance which can be postulated as another bubble of 

size less than 1 µm.  Therefore, PhS-SSOCT is an effective device for ultra-sensitive 

quantification of microbubbles with diameters significantly less than imaging capabilities of the 
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employed system. However, the error due to ambiguity can still be decreased by increasing the 

number of A-line scans within the same frame and by reducing the beam diameter at the focus. 

 

Figure 23: : Image of a cuvvette of 500 µm thick with very small bubbles (a) and (c); and 

corresponding  temporal phase response at 665 µm peak: (b) of (a) and (d) of (c). 

 

For instance, as the beam propagates across the bubble, it interacts more air volume in the 

bubble indicating the increase in diameter. If an 8 μm bubble is scanned in 4 steps of 2 μm, then 

the phase needed to be unwrapped only once. Hence, no 2 π ambiguities would be observed.  

In scattering media, the detection and quantification of microbubbles were performed on a 

similar note. 1.54 % polystyrene spheres (PS) were used to simulate the scattering media with a 

scattering coefficient of 100 cm
-1

 for the 1324 nm wavelength. Figure 24 (a) depicts the image of 

the cuvette when filled with scattering media. The phase is monitored at the peak corresponding 

to 705 μm pathlength, the phase variations obtained were 0.04 radians, indicating the minimum 
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size of the bubble that could be detected is 0.01 μm. Figure 24 (c) shows the image of a bubble 

with an actual diameter of 142 μm and the diameter obtained from the PhS-SSOCT 

measurements was 143 μm from Figure 24 (d). 

 

Figure 24: Image of the cuvette with scattering media (a) without any bubble and (c) with a 

bubble; and their corresponding temporal phase response (b) and (d). 

 

 

Figure 25: Cuvette with very small bubbles and their corresponding temporal phase response. 
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The bubbles in scattering tissue-simulating media that are beyond the imaging capabilities of 

SSOCT are shown in Figure 25. The portion circled in blue in the image is the place where the 

phase indicates that there could be three bubbles of diameters all around 0.8 μm (but that could be 

2.8 μm, 4.8 μm or 6.8 μm).  As the sizes of the bubbles are smaller than the focused beam spot 

(15 μm) they act as a hindrance to the beam passage and create a shadow on the other interface as 

shown in the Figure 25 (a) [40, 41]. 

After preliminary testing in clear and scattering media, the system was utilized to detect 

bubbles in the blood. Porcine blood was treated with anti-coagulant and then injected in a 

capillary tube. The injection of microbubbles and imaging were performed similar to the one 

described for clear and scattering media. Results show that the system could detect microbubbles 

of sizes as small as 6 μm (Figure 26). Microbubbles in flowing blood were also quantified in 

blood in vitro. In a blood flow of velocity ~ 3.2 m/s , microbubbles of sizes 264 μm, 228 μm, 208 

μm, 291 μm and 187 μm (numbers correspond from a to f respectively in Figure 27) were 

quantified using phase resolved OCT and were verified from the image [118].  

 

Figure 26: M-mode image of blood in capillary tube and its corresponding phase response. 
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Figure 27: Microbubbles in flowing blood and its corresponding phase response. 

 

3.3 Tissue phantom studies 

 

The results confirmed the ability of PhS-SSOCT to quantify microbubbles in testing media.  

To further evaluate the system for its performance in flowing blood in a vessel embedded inside a 

tissue, phantom studies were performed. 

A phantom that mimics a tissue with a blood vessel was prepared. The phantom had a layer 

of scattering media with optical properties similar to the skin, then a capillary containing porcine 

blood and a layer of another scattering media under the capillary. Figure 28 depicts the OCT 

image of the phantom in both across the vessel and along the vessel.  
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Figure 28: Phantom properties. 

 

 Air bubbles were generated in the blood vessel of the phantom by applying variable 

pressures. Numerous air bubbles of sizes up to 400 µm were generated and were passed through 

the capillary (blood vessel phantom). The real time imaging of the PhS-SSOCT is then utilized to 

obtain M-mode measurements before generating the bubbles and after generating the bubbles. 

Figure 29 (a) shows the M-mode image of the phantom before passing the bubbles.  

The phase response corresponding to the two layers of the phantom blood vessel is depicted 

in Figure 29 (b) which indicates a slow increase and then decrease in phase. This phase profile is 

attributed to the presence of only environmental noise and the noise due to the movement of the 

blood. When a bubble of the diameter ~ 260 µm is passed through the phantom vessel, the PhS-

SSOCT could detect it in both the structural image and the phase response as shown in Figure 29 

(c) and (d). The diameter was calculated from the structural image as well as the true phase as 

described earlier and the values obtained were 256 µm and 258 µm, respectively. We have also 

performed similar experiments with lipid based perfluteren microbubbles (DEFINITY ®, Bristol 

Meyers squib) instead of air microbubbles.  
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Figure 29: Bubble in the phantom (a) Phantom with no blood flow (b) corresponding phase (c) 

Phantom with bubble and (d) phase response showing the bubble. 

 

The phantom studies have confirmed the ability of PhS-SSOCT to image microbubbles in 

blood under a scattering media. Therefore, the PhS-SSOCT is now ready to be applied to detect 

stable and moving microbubbles in live animals. In the next section we demonstrate the 

application of PhS-SSOCT to detect stable and moving microbubbles in mice tail vein under in 

vivo conditions. 

3.4 In vivo studies 

 

For in vivo studies, the experiments were conducted in two phases: the first phase was to 

identify blood vessels under in vivo conditions and microbubbles were detected in the second 

phase. In the first phase, various sections of the mice body were imaged and a method was 

developed to identify the blood vessels from the structural images. In general, blood vessels could 

be easily identified from the Doppler images; however, a clear Doppler signal could be attained 

only by scanning a small region (0.5 – 1 mm). Moreover, strength of Doppler signal depends 

greatly on the angle made by the beam with the blood flow. In order to obtain a strong Doppler 
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signal, the angle between the beam and the flow direction has to be as minimal as possible. These 

limitations hinder the accuracy of detection of blood vessels.  

 

Figure 30: Schematic of PhS-SSOCT for in vivo experiments. 

 

Therefore, a method for identification of blood vessels without the aid of the Doppler signal 

is required which is developed in the first phase. In the second phase, microbubbles were injected 

into the mice tails and detected using PhS-SSOCT.  

To perform in vivo studies, the sample has to be prepared in order to keep the animal alive as 

well as maintain its physiology. This was achieved by the following procedure: the mice were 

obtained from the animal facility and were transferred to an anesthesia chamber (Summit, 

Veterinary Anesthesia Systems). The anesthesia chamber consists of two pathways, one for the 

transfer of oxygen and the other for the isoflurane. Oxygen and isoflurane were mixed at 50% 

concentration and supplied to the mouse. Isoflurane is responsible for inducing unconsciousness 

in the mouse whereas oxygen which powers up the whole anaesthesia system allows the diffusion 

of isoflurane. After the mouse got unconscious, it is removed from the chamber and placed under 

the imaging lens of the PhS-SSOCT. To keep the mouse continuously under anesthesia, the 
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airway from the anesthesia chamber is fixed to the mouse nose through a nose piece. The mouse 

was continuously monitored for any changes in its breathing. If any change was noticed, the 

concentration of anesthetic was varied accordingly to resume the mouse breathing. 

 

Figure 31: (a) Photographic image of mouse ear (b) 3D image obtained using PhS-SSOCT (c) 3D 

parallel view. 

 

The mouse was kept alive under anesthesia for less than two hours which was the total time 

taken for the experiments. All these procedures were approved by the animal committee of the 

University of Houston. 

The schematic of PhS-SSOCT that was utilized to obtain the images is shown in Figure 30. 

Mice ears and tails were used to locate and study the images containing blood vessels. The blood 

vessels in the ear are clearly visible with the naked eye as shown in Figure 31 (a). 2D, 3D and 

Doppler images were obtained at the location containing the vessels. The blood vessels were 

identified using the Doppler images and the corresponding 2D and 3D images were observed.  



51 
 

 

Figure 32: 2D image of the mouse ear and its corresponding Doppler. 

 

The mouse ear was imaged for 1.25 mm X 1 mm dimensions at the area shown in the Figure 

31 (a). The ear was taped to a rubber platform to avoid any movements. The corresponding 3D 

image obtained from the PhS-SSOCT is shown in Figure 31(b). It can be observed that the 

scattering signal is lower at the region corresponding to blood vessel. This is attributed to the fact 

that the IR light is absorbed more by the blood than the surrounding tissue or the vessel wall. 

Therefore, in the 3D figure, the region corresponding to a dark gap can be identified as a blood 

vessel (pointed in the Figure 31 (c). The presence of a blood vessel can be further verified by the 

corresponding Doppler image as shown in Figure 32. The Doppler signal corresponding to the 2D 

shows the blood flow at the region where the scattering is low. Therefore, from these 

observations, it can be assumed that the blood vessels can be identified from the structural image.  

Phase analysis was performed at that region to further manifest that the region corresponds to 

a blood vessel. This was achieved by observing the phase difference between the walls of the 

blood vessel in the M-mode image. The walls of the vessels that are identified in the Figure 33 (a) 

are shown in the M-mode image in Figure 33 (b). The vessel thickness is quantified to be ~ 450 

µm. The phase difference between the walls of the vessels are shown in the Figure 33(c). From 

the phase difference shows a periodic disturbance at every 1.85 s indicating the movement of the 

mouse at every end of a breath cycle. Within the breath cycle, the phase response shows a 

periodic sinusoidal signal with a period of 0.117 s.  This signal represents blood flow. Moreover, 
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the phase differences at a different location other than a vessel in the tissue do not contain the 

high frequency signal, indicating that there is no flow.   

 

 

Figure 33: (a) 2D image of the mouse ear (b) m-mode image of the ear containing blood vessel (c) 

phase difference between the walls of the vessels. 

 

From the phase signal, the pumping rate of the heart was quantified to be 500- 600 beats per 

second.  From all of the above results, we can confirm that we were observing at the blood 

vessels. 
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Figure 34: (a) cartoon image of a tail (b) 2D OCT image of the tail (c) corresponding Doppler 

image. 

 

The similar approach was followed to identify blood vessels in the mouse tail. The schematic 

of the mouse tail is shown in the Figure 34 (a). OCT imaging was performed at the ventral caudal 

artery from the ventral side across the mouse tail for 1.8 mm.  The 2D OCT image and its 

corresponding Doppler image are shown in Figure 34 (b) and (c). The vessel can be identified as 

a dark circular patch and the Doppler image corresponding to the 2D image shows that there is a 

blood flow in that region. The same portion of the mouse tail was also imaged in the longitudinal 

direction. In longitudinal direction, the blood vessel is again identified as a dark patch as shown 

in Figure 35 (a). The 3D Doppler image shows the presence of blood flow as shown in Figure 35 

(b).  All these above findings suggest that the blood vessels could be identified from the structural 

images even though there was a low Doppler signal. 
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Figure 35: (a) 2D image of the mouse tail in longitudinal direction (b) 3D image of the Doppler 

signals. 

 

Now that blood vessels could be identified in the mouse tail from the OCT image, 

microbubbles were induced and continuously monitored in the caudal artery of the mouse tail. 

 

Figure 36: Transversal image of mouse tail (a) before microbubbles injection and (b) after 

microbubbles injection. 

 

Definity microbubbles were induced in the up-stream blood flow of the mouse tail artery via 

direct injection. 2-D images were continuously acquired at a rate of 20 fps before injection, 

during injection and after injection of the microbubbles at 3 cm away from the injection site. 
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The images corresponding before injection and after injection are shown in Figure 36 (a) and 

(b) respectively. In the Figure 35 (a), the vessel can be seen as a dark patch with very low but 

uniform scattering signal similar to Figure 34 (a). When Definity bubbles were injected, the 

Definity bubbles travelled along the upstream flow of the blood. Few of the Definity bubbles 

formed clusters and flowed along the vessel. From continuous imaging of the blood vessel, one of 

the frames showed the cluster of Definity bubbles. As the light scattering by Definity bubbles is 

more than blood, the cluster was identified as a scattering ball. Figure 36 (b) shows one of the 

frames where a cluster of Definity bubbles were recorded. From the image, the cluster size was 

quantified to be 112 µm. Definity microbubbles entered the blood stream after injection that 

provided some scattering signal in the image. And when the injection was stopped and Definity 

bubbles went past the imaging region, the blood replaced the Definity microbubbles. Therefore, 

no more scattering was observed. This whole process was captured in a video and the successive 

images were shown in the Figure 37. 

After successful detection of Definity microbubbles, PhS-SSOCT was utilized to detect air 

microbubbles in the live mouse tail. After the injection of Definity microbubbles, air 

microbubbles were injected after two minutes which was greater than the half life of the Definity 

microbubbles. Again, continuous imaging was performed before, during and after the injection of 

air microbubbles. Figure 38 shows a 2D frame that captured microbubbles as small as 56 µm. 
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Figure 37: Continuous frames showing the process of microbubbles formation and replacement 

of blood. 
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Figure 38: (a) 2D cross section of the tail (b) 2D cross section of the tail showing cluster of 

bubbles (c) Doppler signal showing the blood flow (d) 2D cross section showing 56 µm microbubble. 

 

The frame also shows various bubbles such as stable and moving microbubbles. Stable air 

microbubbles were identified as a small dark circle that was not observed before the injection of 

the microbubbles. Similarly, circular scattering structures that were not observed before injection 

but were observed after injection were classified as clusters of Definity microbubbles. From all 

these findings, it can be concluded that PhS-SSOCT is an effective tool to detect and quantify gas 

microbubbles in live animals. These results also demonstrate that the PhS-SSOCT has the 

potential to diagnose diseases related to DCS. 
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IV. CHAPTER 4. ELASTOGRAPHY 

Elastography is a noninvasive technique that allows quantification of biomechanical 

properties of tissue from its response to an external stimulus [119, 120]. This modality has shown 

great promise for various medical applications primarily because of the fact that pathological 

changes are often correlated with changes in tissue stiffness [121, 122]. For instance, an 

intravascular ultrasound (IVUS) is used to measure strain maps that help detect coronary lesions 

[123], atherosclerotic plaques[124], and cardiac deformation[125]. Other elastography techniques 

are used to reveal the shape and size of tumors [126]. Therefore, elastography is emerging as an 

effective tool for diagnosis.   

Elastography could be implemented using several techniques. Magnetic Resonance (MRI) 

[126-131], Atomic Force Microscopy (AFM) [132-135], optical and microscopic imaging 

techniques and ultrasound-based techniques are used to define mechanical properties from the 

organ to the cellular level [136-144]. Outstandingly, optical elastography methods allow high 

sensitive measurements of ocular tissue mechanical properties [145]. Due to its high resolution, a 

very small external compression on the order of nanometers can be reliably measured using 

different optical methods [146-152]. OCT based elastography is termed as optical coherence 

elastography (OCE). OCE allows noninvasive measurement of elastic properties of the tissues at 

a higher resolution than compared to other elastography modalities such as US or MRI. Until 

now, OCE has been used to investigate microscopic deformation in human skin, porcine muscle, 

collagen organization in musculoskeletal tissue, strain maps in engineered tissues and provide 

material properties of the cornea. In this dissertation, a novel elastography system based on a 

phase stabilized swept source OCT and a method to quantify the wave parameters in mice 

corneas in vivo is introduced and evaluated. 

Most of the elastography systems consist of an excitation unit to introduce a stimulus and a 

sensing unit to detect the tissue response. Tissue response is then passed through post processing 
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algorithms to retrieve information that allows quantification of biomechanical properties. The 

similar procedure is followed in developing a Phase Stabilized Swept Source Optical Coherence 

Elastography (PhS-SSOCE). The first part of this section discusses the contribution of 

elastography for ophthalmic applications. The second part deals with the instrumentation, 

methodology and postprocessing techniques to quantify wave propagation parameters required to 

quantify biomechanical properties of tissues. Then the developed system was evaluated in 

phantoms,evaluated for in vitro and ex vivo mice eyes and finally, the system was applied to in 

vivo studies.  

4.1 Ophthalmic elastography 

 

The human eye is the organ that provides vision. It is a spheroid structure that rests on the 

frontal surface of the skull. It contains three layers: the sclera, the choroid and the retina. The 

sclera is the outermost layer of the eye. The center of the sclera is the cornea, a transparent 

connective tissue of thickness ~ 550 μm. This tissue provides approximately 2/3 of the optical 

refracting power of the eye and its shape and structure are critical for normal vision. Therefore, 

the disorders related to the cornea such as keratitis (ulcers in the cornea), keratoconus (change in 

corneal structure), astigmatism and different types of corneal dystrophy can lead to permanent 

blindness.  Keratoconus and other similar ectatic diseases of the cornea can cause severe visual 

disability that predominantly affects young adults. Keratoconus (prevalence 1:2000) is one of the 

leading causes of corneal transplant in the United States and in the developed world [153-155]. 

Advanced keratoconus is characterized by thinning of the corneal stroma and conical deformation 

of the tissue causing pronounced optical distortions and poor vision. Typically this condition is 

diagnosed and monitored using corneal topography to observe and quantify the gross 

morphological distortion of the cornea. In addition to topographic imaging, characterization of the 

biomechanical properties of the cornea could also provide useful diagnostic information for early 

detection of corneal pathologies such as keratoconus and other diseases [156-159]. Knowledge of 
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corneal structural properties would also be informative for surgical planning and the prediction of 

clinical outcomes from surgical treatments, e.g., responses to corneal refractive surgery [160, 

161]. Similarly, it can be used to evaluate the healing process of post surgeries such as corneal 

transplants [160], LASIK and corneal photo ablative procedures [160, 162, 163]. It also provides 

information for diagnosis and management of glaucoma by allowing accurate measurements of 

intraocular pressure (IOP) [163, 164]. Therefore, it is important to study both the physiology and 

pathologies associated with the cornea. 

The second layer of the tissue underneath the sclera is the choroid that contains blood vessels 

that nourish the tissues. The choroid consists of a ciliary body that contains the muscles used to 

accommodate the lens. The lens is a biconvex structure located between the pupil and the vitreous 

as shown in the Figure 39. It is responsible for focusing images at varying distances by becoming 

more convex for near vision and less convex for farther vision and this process is termed as 

accommodation.  

Loss of the lens ability to accommodate makes the vision blurred and can cause blindness. 

This disorder is called presbyopia. Presbyopia is one of the most common ocular disorders 

affecting humans over the age of 45 [165]. The exact cause of presbyopia is still a matter of 

debate [166]. However, it has been suggested that presbyopia is resulted by the stiffening of the 

lens and this loss of focus on near objects can be explained either through Herman von 

Helmholtz’s theory of accommodation of the lens [167], or by a controlled variation of lens 

thickness and curvature[168]. Thomas Young had proved, over 200 years ago, that in order for 

accommodation to occur the lens would need to change shape; the increase in the stiffness of the 

lens would inhibit the contractions of the ciliary muscles causing loss of accommodation. 

Therefore most surgical presbyopia correction techniques currently under development, including 

laser softening and lens refilling surgery rely on the assumption that presbyopia is due mainly to 

the stiffening of the lens [169]. A better understanding of how the lens biomechanical properties 

change with age and their relation with the loss of accommodation is a fundamental requirement 
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for the development of better models of accommodation and presbyopia and effective presbyopia 

correction techniques. 

 

 

 

Figure 39: Anatomy of eye (Courtesy:[170] master eye associates). 

 

The biomechanical characteristics of ocular tissues can have a profound influence on the 

health, structural integrity, and normal function of the eye [171, 172]. Over the past twenty years, 

there have been many attempts to estimate the biomechanical properties of the cornea. Most 

previous attempts to measure the biomechanical properties of the cornea induce a stimulus and 

measure the corneal response to that stimulus. The stimulus can be induced in many ways; e.g., 

exciting with external force [173], ultrasound [162] or by using a laser pulse [174]. While, these 

methods are considered minimally invasive techniques to induce elastic waves in other soft 

tissues, (e.g., the breast, liver, or muscle), FDA standards require lower vibrational intensities in 

the eye [157, 175]. Low intensities can only induce low amplitude vibrations; therefore, a device 

that can detect minute amplitude vibrations on the ocular tissue is required.  
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Most tissue imaging techniques such as MRI [126-128], B-mode ultrasound [137, 142, 144], 

acoustic radiation force imaging [176, 177] and supersonic shear imaging [157, 178, 179] require 

tissue stimulation on the order of millimeter amplitude. This limitation of resolution is one of the 

main reasons that none of the above techniques have been applied to the characterization of the 

biomechanical properties of the eye.  

Another way of inducing vibrations that was clinically accepted is by using a pulse of air. 

This type of excitation is used in ocular response analyzer (ORA) which is a commercially 

available clinical instrument used for clinical evaluation of corneal biomechanics [180]. The 

ORA utilizes an electro-optical system to record applanation (flattening) of the corneal surface 

during both inward and outward deflection in response to an air pulse. Biomechanical properties 

are then estimated from the time taken for the corneal applanations to occur [180, 181]. 

Therefore, ORA require a large displacement of the corneal surface for evaluating biomechanical 

properties. Moreover, the predictability of this system is still under investigation [157]. Currently, 

there is no ideal clinical system that allows a noninvasive estimation of biomechanical properties 

of the cornea. This dissertation introduces a noninvasive method of detecting vibrations on the 

corneal surface with high sensitivity. The method also measures the parameters required for 

estimating biomechanical properties of the cornea from a very low amplitude (~ a few microns) 

excitation. 

Lens mechanical properties have been measured directly or indirectly only in vitro, typically 

by applying a radial or axial forces. Radial forces mimicking zonular tension during 

disaccommodation have been produced by spinning the lens about its axis at various speeds [182, 

183] or by mechanical stretching [184-187]. Resulting changes in lens size and shape determine 

its resistance to deformation. Other techniques include axial compression using static and 

dynamic indentation methods to measure the properties of whole lenses [188-191] or of the cortex 

and nucleus after dissection [192-198]. Separate measurement of the cortex and nucleus are of 

particular interest because the results of ex vivo experiments [193, 195, 196, 199] and finite-
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element modeling [200] indicating that there is a stiffness gradient within the lens which changes 

with age and influences accommodative amplitude.  In vitro techniques suffer from large 

variability, in part because of the difficulty in preserving the hydration state of post-mortem 

lenses. Unfortunately, due to its location inside the eye, the in vivo lens is not accessible for direct 

mechanical probing. There is currently no technique which provides in vivo measurements of the 

mechanical properties of the lens, and ocular tissues within the eye in general [193]. 

Our method utilizes optical coherence tomography (OCT), a non-invasive in-depth imaging 

technology, to detect the vibrations on the corneal surface. OCT was first applied in 1998 by 

Schmitt to measure microscopic deformations due to compressive stress [201]. Since then, several 

groups have been utilizing OCT to obtain the biomechanical properties of tissues [174, 202-204]. 

Corneal biomechanics using OCT has been demonstrated by De la Torre et al. and Ford et al. in 

ex-vivo [205] and in-situ [206] conditions, respectively. Recently, Alonso-Caneiro et al., 

measured corneal dynamics in vivo by observing the corneal response to an air pulse from series 

of depth-wise images generated from swept source OCT [164]. However, they had to displace the 

cornea in the order of 1 mm in order to perform measurements. No work related to estimation of 

corneal biomechanics in vivo with minute corneal displacement has been reported yet mainly due 

to the difficulty in inducing vibrations and detect such small amplitudes simultaneously in live 

conditions. 

This dissertation is focused on the first systematic approach to combine expertise in OCT 

system development and tissue biomechanics in order to develop instrumentation and methods for 

the routine noninvasive in vivo assessment of ocular tissue pathology. The tool allowed a direct 

quantification of elastic wave propagation parameters of the lens and cornea in situ and in vivo.  

4.2 Instrumentation of PhS-SSOCE 

 

PhS-SSOCE consists of excitation unit, sensing unit and data acquisition unit. The excitation 

unit is responsible for inducing vibrations on the surface. The sensing unit measures the 
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amplitude of vibrations. Amplitude vibrations are achieved by obtaining M-mode images at 

spatially distributed points on the surface. Data is recorded using the data acquisition unit which 

is also responsible for providing synchronization between the sensing unit and the excitation unit. 

In this subsection, each unit is described in great details. 

4.2.1 Excitation unit 

 

Three different types of excitation were used in this dissertation: direct tapping with thin  

 

Figure 40: PhS-SSOCE with wire tapping. 

but stiff wire, using ultrasound pulses, and also using small puffs of air. In the first case, a thin 

wire was attached to a speaker diaphragm whose electric controls were connected to a wave 

generator. The vibrations of the speaker diaphragm correspond to the waveforms generated by the 

wave generator. For instance, the diaphragm vibrates in a sinusoidal pattern if a sinusoidal wave 

was generated by the wave generator. These vibrations were carried by a thin wire that was 

attached to the diaphragm to the sample surface as shown in the Figure 40. When a pulse was 

generated by the wave generator, the wire tip comes in contact with the sample surface only once 

and the sample vibrates with its natural frequency thereafter.   Therefore, dynamic response of the 

tissue can also be generated using this kind of excitation. 
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Figure 41: PhS-SSOCE with US excitation. 

 

In order to produce excitation without direct contact with the sample, the ultrasound (US) 

pulse and air puff were utilized in the excitation unit. US excitation consists of a signal generator 

that generates a 7.5 MHz sinusoidal wave which is fed to a 7.5 MHz ultrasound transducer 

focused at the surface of the phantom as shown in the Figure 41. Even though US excitation 

offers a noninvasive method of inducing waves, there are other challenges to incorporate this kind 

of excitation. Firstly, due to the heavy attenuation of US wave in air, a gel is required between the 

sample and the US transducer. The US gel would create irritation in the eye and hence cannot be 

utilized in a live eye. Moreover, the gel would also introduce phase noise which would reduce the 

sensitivity of the measurements. Secondly, the exact focal point of the US transducer is difficult 

to measure. The variability in the focal point would introduce errors while measuring the velocity 

of the wave. Lastly, as the US transducer and the imaging lens should lie on the same side of the 

sample, it requires complex instrumentation to maintain the same focal point for US and laser 

light. The same focal point could be achieved by giving inclination on one of them; however, the 

inclination modifies the wave propagation which causes errors in quantifying the wave 

parameters. Therefore, US excitation was not utilized for in vivo studies. However, since the main 

aim of this dissertation is to develop a method to quantify wave parameters, the method was 

validated in phantoms for US excitation as well.  
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Figure 42: PhS-SSOCE with air puff stimulation. 

 

The third type of excitation utilized to induce vibrations is a puff of air. A short duration 

focused air puff is delivered on to the sample using a syringe needle. The needle is connected to 

the output end of an electric solenoid via air passage tubes. The input end of the solenoid is 

connected to the air supply as shown in the Figure 42. A constant pressure was supplied to the 

solenoid and the opening of the valves and the amplitude of the air puff were controlled through 

an electric circuit (labeled local pressurized air stimulation (LPAS) control in the Figure 42). The 

LPAS circuit is operated by a switch that opens the solenoid valve whenever the switch is closed. 

The LPAS circuit also outputs a pulse with the closure of the switch, which served as the timing 

of the pulse. The timing of the pulse gave the moment when the solenoid valve opened which was 

the time of air puff delivery which gave the time when the wave was induced. Therefore, the time 

when the wave was introduced on the sample was recorded.  

4.2.2 Sensing and data acquisition unit 

 

The PhS-SSOCT is used to detect the tissue response to the induced stimulus. PhS-SSOCT 

records the phase of the interferometric signal and the tissue vibrations were extracted from the 

phase information. Since the tissue vibrations were measured relative to the induced wave, 

synchronization between the induced wave and the tissue response is required. To achieve 

synchronization, the excitation pulse was recorded simultaneously with OCT data using the 
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channel in the ADC card where MZI-OC data was acquired. As there was no other channel 

available to record MZI-OC data for k-space calibration, as done in the previous PhS-SSOCT 

system, calibration here is performed with pre generated data. The k –space calibration in the 

modified PhS-SSOCT is performed as follows: the sample was replaced with a mirror and the 

path difference between the sample mirror and the reference mirror is kept at a fixed optimal 

distance. The fringes from the reference and sample mirrors are converted to the complex domain 

using Hilbert transformation [207]. Unwrapped phases were extracted from these complex fringes 

which reveal the behavior of the propagation vector k provided that the path difference is kept 

constant (Equation 12). Since the path differences are kept constant, the unwrapped phase profile 

gives the nonlinearity in the wavelength scanning in k-space and was corrected by linearizing the 

unwrapped phases using the Equation, 

                                      

Equation 12                                           

The coefficients obtained by linearizing the unwrapped phases were saved and used to 

convert the raw OCT data to linear k-space. Although this procedure does not allow dynamic 

calibration, the calibration coefficients are obtained before every experiment, making the method 

quasi-dynamic. With this procedure, the system showed a depth resolution of ~ 8 µm, imaging 

depth of 9.0 mm, phase stability of 0.04 rad and time resolution of 33 µs.  

4.3 Quantifying methodology 

 

This section deals with the experimental and quantifying methods to obtain parameters of 

propagating wave from PhS-SSOCT phase data.  Wave parameters such as amplitude of 

vibrations, spatial damping of the wave amplitude and wave velocities was quantified.  Two types 

of excitation waveforms were used for this study; they were harmonic excitation and pulsed 
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excitation. The procedure of quantifying wave parameters in both type of excitation is detailed in 

this sub section. 

4.3.1 Harmonic Excitation 

Harmonic excitation vibrates the tissue continuously with a given frequency and known 

amplitude. The frequency and amplitude of excitation wave were chosen based on the limitations 

of the sensing unit. The sensing unit is capable of acquiring 1500 points in 50 ms. Therefore, the 

range of frequencies the system can measure is 20 Hz to 15 kHz. Within this range, there are 

other frequencies that correspond to other factors such as environmental noise, electronic noise 

and external vibrations. In order to choose the appropriate frequency of excitation which is free 

from noise, a preliminary study was performed on a speaker diaphragm. A speaker diaphragm 

was imaged by M-mode scanning (OCT A-scans at a fixed position over time) at 1 kHz sampling 

rate. The speaker was connected to a personal computer and a software (Audacity) was used to 

play a sinusoidal tone of various frequencies (80, 100, 250 and 500 Hz). The peak corresponding 

to the surface of the diaphragm was tracked using a MATLAB code and phase was monitored at 

that peak. FFT was performed on the phase information to observe the presence of all frequency 

components. Absolute displacement amplitudes were quantified from the phase measurements 

using the relation shown in Equation 13, 

   
 

   
    

Equation 13 

where  is a phase (radians), λ is a wavelength (nm), and V is a displacement amplitude (nm). 

Figure 43 shows the plots obtained for the vibrations induced on the surface of the speaker 

diaphragm. Figure 43 (a) corresponds to the peak position of the surface speaker diaphragm when 

there is no input vibration. The graph indicates that there was no displacement in the peak 

position which implies that the speaker surface is stable. The corresponding phase plot and the 
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calculated displacements are shown in the Figure 43 (b). The Figure 43 (b) indicates that there are 

some vibrations due to air or the optical table that amount to a maximum of 30 nm. The Figure 43  

also shows that, the phase has a 21 Hz modulation as in 100 A-lines there is a periodicity of 2.1, 

and the frame captures 1000 A-lines per sec. Ideally, with no induced vibrations, no modulation 

in the phase profile should be observed. However, the results show a modulation of 21 Hz which 

is attributed to the environmental noise. 

 

Figure 43: Vibrations of 100Hz induced on a speaker diaphragm. (a) Peak position when no 

vibration is applied. (b) Corresponding phase and displacement. (c) Vibrations of larger amplitude 

causing shift in peak position. (d) Corresponding phase and displacement. (e) Vibrations of smaller 

amplitude causing no shift in peak position. (f) Corresponding phase and displacement. 
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  Now, large vibrations are introduced on the speaker surface. Figure 43 (c) depicts that large 

vibration amplitude (~ 4.5 μm) is reflected as a shift in peak position of the A-scan. The 

corresponding phase changes are plotted in the left y-axis of the Figure 43 (d). Displacement of 

the surface has been estimated from the unwrapped phase values using the Equation 13 and the 

unwrapping of the phase was done using the changes in the peak position. These displacement 

values are plotted on the right y-axis in the Figure 43 (d).  

 

Figure 44: Vibration induced on a mouse eye lens. (a) No vibration (b) Corresponding phase and 

displacement. Phase showing 21 Hz noise. (c) Vibrations at 130 Hz of smaller amplitude causing no 

shift in peak position. (d) Corresponding phase and quantified displacement. 

 

The calculated displacements show amplitude of 10 µm thus validating that the phase could 

be utilized to measure the vibrations.  Figure 43 (e) shows the position of the diaphragm when 

vibrated with very small amplitude (~0.27 μm). As the pixel resolution of the system is 4µm, the 

vibrations cannot cause any shift in peak position, however, the corresponding phase response 
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shown in Figure 43 (f), shows changes due to displacement that was quantified with sub-micron 

precision. 

Similar analysis was performed on the crystalline eye lens of the mouse. Eye lenses were 

extracted from adult mice and were placed in a container containing saline to prevent 

dehydration. The lenses were secured firmly to the base of the container preventing their 

mobility. Surface vibrations on the eye lens were induced using a wire-tapping method. A 

sinusoidal tone of 130 Hz was identified as the least noise affected region and hence the eye lens 

was excited using that frequency. M-mode scanning was performed while the external stimulus 

was applied and surface vibrations were quantified from the phase information using a similar 

method as used with speaker diaphragm. Figure 44 depicts the plots obtained for the vibrations 

induced on the surface of the mouse eye lens. Figure 44 (a) shows peak positions representing the 

case when there is no input vibration to the eye lens. Figure 44 (b) shows the corresponding 

phase. This phase shows a 21 Hz phase noise component which was discussed earlier. Figure 44 

(c) represents the case when the vibration of very small amplitude is applied to the lens but it 

cannot be observed from peak positions. Figure 44 (d) shows that the phase is changing indicating 

that there is 130 Hz vibration of ~0.1 μm amplitude.  
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Figure 45: FFT of displacement of surface (a) Speaker diaphragm surface without vibration 

indicating noise at 23 Hz with amplitude of 0.012 µm. (b) Speaker diaphragm surface indicating 100 

Hz with amplitude of 0.27 µm and noise at 21 Hz with amplitude of 0.01 µm. (c) Mouse eye lens 

surface without vibration indicating noise at 21 Hz with amplitude of 0.012 μm. (d) Mouse lens 

surface indicating vibration at 130 Hz with amplitude of 0.1 μm and noise at 23 Hz with amplitude of 

0.007 μm. 

 

Figure 45 depicts the plots obtained from FFT of the phase information to obtain the 

amplitude of vibration. All figures depict positive half of FFT, N/2 point corresponds to 500 Hz. 

Figure 45 (a) and (c) are FFT plot of the speaker diaphragm and mouse eye lens surfaces 

respectively, when no tone is played. They still show presence of a minor 21 Hz component.  It 

can be inferred from Figure 45 (b) that, a frequency of 100 Hz tone was applied to the speaker 

diaphragm. Figure 45 (d) depicts FFT of the mouse eye lens surface when a 130 Hz tone was 

applied. 

From the frequency analysis, the frequency of vibrations that falls under the least noise region 

is identified. For example, 60 Hz frequency was not chosen for exciting the sample as noise at 
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that frequency is higher. The results from surface vibrations of the speaker diaphragm indicate 

that OCT is sensitive to minute displacement and serves as a good tool to detect small vibrations 

of frequencies greater than 21 Hz and amplitudes up to an order of 0.1 μm. Since the system 

relies on phase sensitive measurements, it can be subjected to external conditions which are a 

major disadvantage of the system. For example, the 21 Hz component occurs in all phase plots 

and it is expected to be caused by the external environment. Since the system measures phase, it 

is subjected to 2π jumps and hence careful unwrapping needs to be performed. Measurement of 

vibrations of large frequencies can also be limited by the acquisition speed of the system as the 

phase will be subjected to multiple phase jumps which are very difficult to resolve. However, all 

the in vivo experiments were performed with small amplitudes where the phase wrapping does 

not cause a problem [208]. 

So far, the method for amplitude measurements under harmonic excitation was discussed.  In 

order to calculate the surface wave velocities, two parameters are needed: the distance travelled 

and the phase delay. Distance travelled by the wave is the distance between the points where the 

wave is induced to the point where the measurements were made and the phase delay between the 

points gives the time taken for the wave to reach the points of measurements. Therefore, prior 

knowledge of location is required to measure the distance and time of excitation is required to 

measure the delays that allow velocity measurements. In case of harmonic excitation, the exact 

time of excitation can be measured only if the data is continuously recorded just before and right 

after excitation. This was not possible due to data saving limitation. PhS-SSOCE can record 

continuously only for 7 seconds before the internal buffer is filled. In addition to that, the wave 

excitation uses different software and the switching time from excitation software to the data 

acquisition software does not allow the saving of data continuously before and after excitation. 

Therefore, quantifying surface wave velocities was not feasible with harmonic excitation in our 

case. However, axial velocities could be quantified. 
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Axial velocities are measured from the time delay in the phase response between the two 

surfaces. However, in the continuous excitation case, both the top and bottom surfaces vibrate 

continuously. So, the optical path length between the surfaces keeps changing all the time. 

Therefore, the influence of path length change is reflected on the phase response on the second 

surface. For instance, if the top surface of the phantom is probed first, then the phase response at 

the bottom surface has the influence of both the actual physical dislocation of the bottom surface 

as well as the path length changes. Similarly, if the bottom surface is probed first, then the phase 

response on the top surface contains the actual dislocation of the top surface due to the wave 

propagation and the optical path length changes. However, the phase response due to the actual 

physical dislocation of the surface is only required. To remove the effect of path length changes, 

the following mathematical corrections were made.  

The probing beam and induction of waves were placed on opposite sides of the phantom as 

explained in the experimental procedure. In the inverted sample arm position, the beam is focused 

on the bottom surface of the phantom first and then the top surface while vibrations were induced 

only on the top surface of the phantom. 

 

Figure 46: a) Phase response at both surfaces with labeled parameters (b) delay in phase 

response with increasing distance. 
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In this way, the measurements at both the top and bottom surfaces can be taken right at the 

point where vibrations are introduced. In this configuration, the top surface in the image 

corresponds to the bottom surface of the phantom and vice versa. Let A and B represent the top 

surface and the bottom surfaces of the phantom. The phase responses at A and B are shown in the 

insert of Figure 46 (a) and can be represented as; 

                  

                  

Equation 14 

where A and B are the amplitudes of the phase responses observed at the top surface and the 

bottom surfaces respectively, k is the frequency observed, θa and θb are the observed phase 

delays. As the frequency does not change during propagation, k remains the same for both the 

surfaces (verified experimentally). As the 1
st
 measurement is at surface B, let us consider the 

phase wave at B as a reference. Then, θb = 0; the beam passes through surface B to reach surface 

A. Hence, the phase response at surface A includes the phase responses because of the physical 

translocation of the surface due to the mechanical wave and also because of the path difference 

introduced due to the physical translocation of the wave at the surface B. As the latter phase is not 

because of wave propagation, it would not introduce any delay. Hence, the phase response at A 

can be written as, 

                                 
          

Equation 15 

  

where A1 is the amplitude of the mechanical wave at the surface A, B’ is the amplitude of the 

phase response carried due to the path difference introduced at the surface B. θ1 is the required 

parameter which is the delay due to the propagation of the mechanical wave. Ideally, B’ should 
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be equal to B. However, due to the dependence of phase on depth index B’ is not equal to B. B’ 

can be obtained from B and the difference in depth index from the following equation, 

      
 

 
    

Equation 16 

where i, m are the depth indices corresponding to the surfaces B and A respectively.  

Solving Equation 15, we get 
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Equation 17 

where         
        

          
  .  Therefore,        

   
        

          
 . 

By knowing the parameters A, B’ and θa , as well as the thickness of the phantom, the 

velocity of the wave was calculated. Therefore, in this subsection, a method to quantify vibration 

amplitudes and axial velocities under harmonic excitation has been discussed. As it was noticed 

that, harmonic excitation does not provide the wave information during the dynamic response of 

the sample. Hence, this type of excitation is classified as static excitation.   

4.3.2 Pulsed Excitation 

 

The other type of excitation is to excite the sample with a single tap that lasts for a finite 

duration of time. For such kind of excitation, a pulse signal generated from a signal generator was 
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applied to the excitation unit rather than a sinusoidal signal. With the onset of the pulse, the 

sample surface is displaced and with the removal of the pulse, the sample starts to vibrate with its 

natural frequency. Therefore, in this type of excitation, the dynamic response of the tissue could 

be measured. Hence, this type of excitation falls under dynamic excitation mode.  

 

Figure 47: M-mode images (a,b) and corresponding temporal measurements of phase of OCT 

signal (c,d) acquired at the surface of (a,c) stationary phantom (i.e., phantom was not subjected to 

any external mechanical excitation) and (b.d) phantom before, during and after the application of 

localized mechanical excitation at the surface. 

 

Absolute amplitudes and axial velocities were measured in the similar manner as for the 

harmonic excitation. With pulsed excitation, quantification of shear wave velocities could also be 

performed. Shear wave velocities were quantified from the time delays observed in the phase 

response at various measuring points from the M-mode images (Figure 46 (b)). Figure 47 (a) and 

(b) show the M-mode images of the phantom within excitation and before, during and after the 

mechanical excitation, correspondingly. Both surfaces of the phantom could be seen in M-mode 
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images. The phases are nearly constants with insignificant variations when the sample is not 

excited as shown in Figure 47 (c). However, when mechanical excitation is applied externally, 

phases at the boundaries change as shown in Figure 47 (d). 

Amplitude of induced displacements is low and hardly noticeable in M-mode image (Figure 

47 (b)). To obtain the time delay, the pulse used to excite the sample was simultaneously recorded 

at the second channel of ADC. The delay between the generation of the excitation pulse and the 

wiretapping was recorded using the following procedure: the imaging objective in the sample arm 

was inverted such that the wire can be imaged directly through the phantom allowing direct 

monitoring of the wire from the image. The phase response at the point of tapping on the top 

surface of the phantom gives the exact time of excitation as shown in the Figure 47 (d). The blue 

trace in the Figure 47 (d) shows the time of occurrence of the pulse to excite the phantom. The 

red and black traces are the phase responses at the top and bottom surfaces of the phantom at the 

point where the wire touches the phantom surface. The time delay between the occurrence of the 

pulse and the phase response gives the total time taken for the pulse to excite the speaker 

diaphragm and the wire. All the delay measurements were performed relative to the pulse. 

4.4 Validation of the method: phantom studies  

 

To evaluate the system and the method of quantifying, the wave parameters were measured in 

phantoms of known stiffness behavior.  The methods were evaluated for all three types of 

excitations described in this dissertation and the validation was performed on phantoms, ex vivo 

and in vitro mice eyes. And after validation of the method, it was applied to in vivo studies.  

4.4.1 Harmonic Excitation 

 

Experimental evaluation of the method with harmonic excitation was performed in gelatin 

phantoms by constructing 2D maps of wave propagation. This was achieved in two phases: first 
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with a phantom to validate the capability of the PhS-SSOCE system to measure the propagation 

of waves and second is to measure the change in propagation of the waves with a metallic 

insertion.  

 

Figure 48: Cartoon of the phantom showing the points of measurements. 

 

A phantom of thickness of approximately 2 mm was prepared in a petri dish (base thickness 1 

mm) using 4% gelatin. The wiretapping method was used to induce mechanical waves on the 

surface of the phantom at the origin of the r-theta plane. Vibrations were measured at five radial 

distances from the location of tapping at angles 0, 30, 45, 60, and 90 degrees respectively with an 

increment of the radius by 1 mm as shown in the Figure 48.  

 

Figure 49: (a) m-mode image of the phantom (b) real time phase response at the surface of the 

phantom. 
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The M-mode image of the phantom is shown in the Figure 49 (a). The image shows three 

bright lines, where the top most trace is the top surface of the phantom, central bright line 

corresponds to the phantom-petri dish interface and the last one is the bottom surface of the petri 

dish. The real time phase response at the phantom surface is shown in the Figure 49 (b). The 

figure shows that the phase response is stable as there were no vibrations induced yet. However, 

the figure shows amplitude of less than 30 nm at a frequency of 60 Hz. This is attributed to 

electronic noise component. Phase stability of 0.09 radians is observed in this phantom as 

opposed to 0.01 radians on a glass slide. This reduction in the phase stability is due to the fact that 

there are many minute scattering particles (due to gelatin) which could not be seen in the image 

that are introducing phase noise. Due to the presence of phase noise, vibrations less than 30 nm at 

frequencies other than 60 Hz cannot be detected by the PhS-SSOCT. 

Low amplitude vibrations of 400 Hz were introduced using the same procedure discussed 

earlier and the phase response was observed at the both top and the bottom surfaces. The 

amplitude of vibrations was so low that they cannot be observed in the structural. Therefore, no 

phase wrapping is observed.  

 

Figure 50: Phase response of the Phantom with vibrations introduced (a) at the top surface (b) at 

the bottom surface. 

 

The phase response at both the top and the bottom surfaces were shown in the Figure 50 (a) 

and (b) respectively. The top surface shows the amplitude of vibrations around 0.35 µm whereas 
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the bottom surface shows around 0.22 µm. Since the frequency of the phase response in the 

bottom surface is the same as the top surface, it can be validated that the phase response observed 

is due to the wave rather than a superposition of many reflected waves. For instance, both the 

surfaces show a frequency of 400 Hz (for a 20 kHz laser sweeping speed, 500 A-lines are 

obtained in 25 ms) indicating the absence of multiple wave reflections from the walls of the petri 

dish at the time of measurement. If there is a superposition, then phase response should indicate 

the presence of multiple frequencies or at least the beat frequency which is not the case. Hence, 

the bottom surface phase response gives us the information of the influence of the wave on the 

top surface.  

To evaluate the wave propagation over the distance from tapping,  the amplitudes of 

vibrations were measured at different 2-D spatial points as described in the procedure and the 

contour plot has been utilized to show how the amplitude of these vibrations damp with respect to 

the distance. Figure 51 show the propagation of the wave along the 2-D space. 

 

Figure 51: Wave propagation at the (a) top surface (b) bottom surface. 
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Figure 52: Evaluation of amplitude with respect to the lateral distance from the point of tapping. 

The vibrations were induced at radius 1 mm. The figure clearly depicts the radial propagation 

of the wave as well as the drop in amplitude with the increase in distance from the tapping point 

(radius). The average damping of the wave along the distance for the same angle for the top 

surface of the phantom was measured as shown in the Figure 52. The graph clearly depicts that 

there is an exponential decay in the amplitude with the increase in the distance which is in 

accordance with the conventional theory of damping.  

 

Figure 53: Phase response after the metallic insertion at (a) top surface (b) bottom surface. 

To evaluate the system to see if the system can pick minute changes in the wave propagation, 

a metallic insertion was placed between the point of vibrations and the point at which the beam is 
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probed as shown in the Figure 48 (b). The insertion was placed parallel to the surface and was at a 

depth of 1 mm from the surface of the phantom. Now, the phase response at the top and the 

bottom surfaces were measured.  Figure 53 shows that the real time phase response at the top and 

bottom surface of the phantom. The Figure 53 shows that the phase responses become more 

prominent due to the metallic insertion.  

The contour plots, shown in the Figure 54 (a) and (b) indicate that, the insertion helps in 

increasing the amplitude initially but the wave damps more at farther distances, we see that, the 

amplitude has enhanced for all the values at 0 degrees as the insertion was lying there. Also, 

along 90 degrees, the wave is reflected and has got a 180 degree phase shift and hence the 

amplitude was reduced right from the 1 mm radius. With the insertion, the top and bottom 

surfaces of the phantom recorded vibrations of amplitude 0.5 µm and 0.36 µm.  The contour plots 

suggest that, the amplitude of the wave damped from 0.26 μm to 0.09 μm along the path that 

contains the metallic insertion when compared to 0.26 μm to 0.06 μm when there is no metallic 

insertion. This result clearly indicates that the metallic insertion is in fact enhancing the signal. 

The results also suggest that, PhS-SSOCE can measure very minute harmonic vibrations up to 

amplitudes 30 nm. 

 

Figure 54: Wave propagation on the (a) top surface (b) bottom surface of the phantom with 

insertion. 
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4.4.2 Pulsed Excitation 

In pulsed excitation mode, spatial amplitude damping as well as surface velocities was 

quantified as described in the previous section. The method to measure velocities is evaluated for 

all three different types of excitation discussed earlier. 

The PhS-SSOCE used for these studies is shown in the Figure 55. Mechanical waves were 

introduced on the phantom surface using the wire-based mechanical excitation unit described 

earlier. The excitation points and measuring points are shown in the insert in Figure 55 (red and 

blue dots respectively). Waves propagated in all directions creating internal and surface 

displacements in the phantom. The displacements were recorded at several points spaced 1 mm 

from each other shown in the insert in the Figure 55 (blue circles). Velocity was calculated by 

measuring the temporal characteristics of the induced mechanical waves as described in section 

4.2. 

 

 

Figure 55: Schematic of the experimental system based on phase-sensitive swept-source OCT. 

Insert (a) shows the top view of the phantom surface indicating the location of surface excitation (red 

dots) and wave propagation measurements (blue dots). Insert (b) shows the source of excitation. 
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In order to simulate soft tissue samples of controlled stiffness, gelatin phantoms with varying 

concentrations (8-16% w/V) were prepared. Gelatin (P8 Gummi gelatin 250 Bloom, RB Leiner) 

was mixed with water at 60°C until all granules were dissolved. Care has to be taken while 

stirring the mixture to avoid bubbles from forming in order to avoid changes in wave propagation 

due to bubbles in the phantom. The mixture was poured into a mold to create ~1 mm thick layer, 

and cooled in the refrigerator for 30 minutes (~ 10°C) [209]. The solidified gel formed a solid 

slab that served as a tissue mimicking sample.  It is known that the higher is the gelatin 

concentration, the greater is the stiffness of gel. We verified the elastic properties of the samples 

using the uniaxial stress-strain measurements performed using In-Spec 2200 (Instron, Inc., 

Norwood, MA).   

 

Figure 56: Phase responses recorded at various points located 0 mm to 3 mm away from the 

source of excitation in (a) 8% (b) 10% gelatin phantom. 

 

Figure 56 depicts typical phase responses collected at increasing distances from the point of 

excitation in 8% and 10% phantom. The results clearly demonstrate attenuation of the wave 

amplitude as it propagates on the surface of the phantom away from the excitation point. In 

addition to the wave atttenuation, the time delay for the wave reaching different locations could 
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be used to calculate wave velocity. For example, in Figure 56 (a), there is a time delay of ~0.28 

ms between the phase responses recorded at 1 mm and 0.5 mm that gives the velocity of 1.7 m/s.  

 

Figure 57: Amplitudes of the wave recorded at increasing distances from the source of excitation. 

 

The attenuation of the wave amplitude with the increasing distance from the point of wave 

excitation for 8-16% gelatin concentrations is shown in Figure 57. As expected, the wave 

amplitude decreases with the increasing distance from the point of tapping for all phantoms. The 

amplitude of the wire motion was not controlled in the experiments; therefore the initial 

amplitude at zero position was an arbitrary value. The combination of measurements of the 

wave’s amplitude attenuation together with its velocity could be used to attain viscoelastic 

properties of the sample. 
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Figure 58:Shear wave velocities measured at the surface of the 8% - 16% gelatin phantoms. The 

bars represent the standard deviation with N= 3. 

 

 

Figure 59:Young’s modulus vs gelatin concentration obtained using uniaxial tests. 
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The velocity of the propagating surface shear waves in phantoms with varying concentration 

of gelatin is shown in Figure 58. The values shown represent the velocities averaged over a 3 mm 

range. Clearly, as depicted in Figure 58, shear wave velocity increases with the increase in gelatin 

concentrations. Increase in gelatin concentrations correspond to the increase in the Young’s 

modulus of gelatin which was validated by direct stress-strain measurements using the In-Spec 

2200 portable system as shown in Figure 59. Figure 59 depicts that there is a linear increase in 

Young’s modulus with a linear increase in gelatin concentrations. Combining these results with 

the velocity measurements, it can be concluded that the velocity of the wave is higher in materials 

with higher Young’s modulus of elasticity. Thus, the results presented in this section demonstrate 

that the PhS-SSOCE elasticity imaging method is capable of quantifying shear wave velocity and, 

therefore, shear or Young’s modulus of the tissue.  

The accuracy of the described method for quantification of amplitude and speed of the 

mechanical wave depends on phase-stability of the system and signal acquisition speed, 

respectively. The results in this section clearly demonstrate the possibility of quantification of 

low-amplitude (micrometer-scale) mechanical waves with the possibility to go down to 

nanometer scale. However, the signal acquisition speed of the described SSOCT system is 30 kHz 

which limits detection of high frequency waves generated on the surfaces of the cornea. 

Therefore, incorporating higher speed swept laser sources would increase the accuracy of the 

wave characterization.  

Evaluation of the method for ultrasound excitation was performed in the similar manner as 

for the wiretapping excitation. However, the phantoms were prepared using silicone rubber rather 

than gelatin due to the fact that silicone is more responsive to US than compared to gelatin. 

Silicone rubber (Elastosil RT601, Wacker solutions) phantoms were prepared using 8:2 and 6:4 

mixing ratios of silicone and oil, the optimum concentrations as specified by the supplying 

company. The Young’s modulus of the two phantoms was measured using Instron stress strain 
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measurements which showed that the 8:2 phantoms are stiffer than the 6:4 phantoms (Figure 60 

(d)). As it is known that the velocities in stiffer phantoms is higher, by comparing velocities in 

these phantoms provides a proper evaluation of the method. 

 

Figure 60: (a) Synchronization between the pulse causing vibrations and the phase response at 

the surface of the phantom (b) Normalized amplitudes vs. distance from the point of tapping (c) 

Surface wave velocity distribution of rubber phantoms of 80% and 60% concentrations (black and 

red respectively) over the distance from the US focal point (d) Relationship between Young’s 

modulus and silicone concentration. 

 

The PhS-SSOCE utilized for the experiments is shown in the Figure 41. The ultrasound 

transducer was focused at the surface of the phantom from the top and the imaging was 

performed from the bottom. The inverted sample arm allowed us to perform wave excitation and 
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imaging simultaneously at the ultrasound focal point. At the US focal point, the maximum phase 

is registered and the measurements were performed at 1 mm- 3mm away from this point as shown 

in the insert (a) of Figure 55. The excitation unit as depicted in Figure 41 is responsible for 

generating low amplitude mechanical waves on the sample surface. It consists of a signal 

generator that generates a 7.5 MHz sinusoidal wave which is fed to a 7.5 MHz ultrasound 

transducer focused at the surface of the phantom. The ultrasound waves propagate all over the 

sample and are imaged by the sensing unit. 

The signal given to the ultrasound transducer and the phase responses at 1 mm, 2 mm and 3 

mm distances away from the US focal point are shown in the Figure 60. The Figure 60 (a) clearly 

shows the attenuation of wave amplitude and delay in the phase responses with the increase in the 

distance from the point of excitation. As described previously, this delay was utilized to measure 

the velocity. The amplitudes of the vibration induced by US over the surface were plotted in 

Figure 60 (b) as a function of distance from the point of wave induction. The figure clearly 

depicts the attenuation of wave amplitude with the increase in distance.  The surface wave 

velocities were calculated using the same method described for wiretapping method. Surface 

velocities for 8:2 and 6:4 phantoms were shown in Figure 60 (c) in black and red respectively. 

The x-axis shows the distance from the US focal point and the y-axis shows the surface wave 

velocities. The results depict that surface velocities are higher in phantoms with higher 

concentrations. Results from the Insron stress strain measurements showed that higher 

concentrations correspond to higher Young’s modulus (Figure 60 (d)) similar to the gelatin 

phantoms. Therefore, the wave velocity is higher in silicone phantoms with the higher Young’s 

modulus.  
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Figure 61: Phase responses to an airpuff stimulus (a) 12 % (b) 8% Gelatin. 

 

The method for quantifying velocities was also verified for excitation of the surface with an 

air puff on gelatin phantoms. The experiments and the quantifying method followed the same 

procedure as for the wiretapping. The phase responses at increasing distances from the focal point 

of the airpuff are shown in Figure 61 (a) and (b) for 12% and 8 % gelatin concentrations 

respectively. Figure 61 depicts both the attenuation of the wave as well as the delay with the 

increase in distance from the excitation point.  

The wave velocities were calculated from the delay and the distance between the measuring 

points similar to the air tapping and US excitation methods. The velocities were measured for 

gelatin concentrations from 8% to 16% and are shown in the Figure 62. The velocities increase 

with the increasing concentrations and also the absolute values are very close to the values 

obtained with wire tapping. The consistency in the result further advocates the capability of both 

PhS-SSOCE and the quantifying method.  
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Figure 62: Velocity Vs Gelatin Concentration. 

 

Figure 63: Amplitude vs distance for all Gelatin concentration. 

The amplitude damping was also computed to further clarify the validation of the system and 

the method. Figure 63 shows the damping of wave for each concentration. Results again depict 

that the amplitudes are dropping with the increase in the distance from the airpuff focal point. 

Therefore, PhS-SSOCE combined with the quantifying method becomes an effective tool to study 

the wave propagation in biological samples. 
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The above results suggest that PhS-SSOCE offers a perfect tool to measure the wave 

parameters. However, there is a limitation in the range of velocities that can be measured by the 

system. The temporal resolution of our system is ~ 33 µs and therefore the smallest delay the 

system can measure is 33 μs. Therefore, in a sample of 1 mm thickness, the maximum velocity 

our system can measure is 30 m/s. With the maximum imaging depth of 4.5 mm, the system can 

measure a maximum velocity of 136 m/s provided that the samples are 4.5 mm thick. The wave 

attenuation and velocity information could be potentially be utilized to construct 2D stiffness 

maps. Therefore, with our method soft materials with different hardness values can be identified. 

Moreover, with the implementation of a model that can quantify stiffness, mechanical properties 

of the phantoms could be calculated. 

4.5 Ex-vivo studies 

 

After validating the method in phantoms, the PhS-SSOCE was applied to study the wave 

propagation in mice crystalline lens ex-vivo. The main aim of this section of studies is to verify 

whether the PhS-SSOCE combined with the phase resolved method to estimate wave propagation 

could be utilized in weakly scattering samples such as crystalline lens immersed in saline 

solution. The refractive index of saline solution and crystalline lens are nearly the same and 

therefore the signal from the crystalline lens surface is very weak. Phase resolved methods are 

very sensitive to the signal strength as the phase noise depends on the intensity of the signal. 

Therefore, ex-vivo studies were conducted in the crystalline lens of the mouse eye and the results 

suggest that the method is very effective even in weakly scattering samples.  

This subsection of the dissertation describes the sample preparation, experimental procedure, 

results and discussion pertaining to the measurement of surface wave propagation in mice corneas 

in situ as a function of age. 
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4.5.1 Sample preparation 

 

Eye lenses were dissected from mouse eyes, placed on a substrate and immersed in saline to 

maintain the physiological hydration conditions. 

 

Figure 64: Substrate for imaging isolated crystalline lens. 

 

The substrate was made of four rubber pads with chipped edges to keep both surfaces of the 

lens (anterior and posterior) free from contact with the walls as shown in Figure 64. The substrate 

design also allows the flexibility in fitting the crystalline lens of any size. The base of the 

substrate was fixed to the optical table using a double sided tape to reduce the vibrations. The 

sample arm was adjusted for the best focus before imaging. 

4.5.2 Experimental procedure 

 

Vibrations were induced on the lens surface using the wiretapping method. The vibrations 

were measured at 21 different spatially distributed points beginning from the one end of the lens 

to the other as depicted in Figure 65.  Figure 65 depicts the 3-D cartoon representation of the 

crystalline lens and the dark dots indicate the points of measurements. Imaging was performed in 

all the modes namely, 3-D, 2-D and the m-mode. The thick arrow shown in the 3-D image 

indicates the point of introduction of vibrations.  
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Figure 65: Cartoon representation of the crystalline lens and the positions where the vibrations 

are introduced and measurements made. 

 

 

 

Figure 66: Crystalline lens: (a) 3-D reconstruction (b) 2-D structural image (c) M-mode image 

(d) phase response to vibrations. 
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M-mode images were obtained at three locations on each of the extreme sides and five 

measurements in each of the middle three scans consisting all together as 21 points. The m-mode 

image shows two lines each corresponding to the posterior and the anterior surface of the lens as 

shown in Figure 66. The distance between these lines in the image correspond to the distance 

between both the surfaces of the lens. The distance between the top and bottom surface of the eye 

lens is very small at extreme ends but it is maximum at the center. This distance was utilized to 

maintain the symmetry among all the measurements while conducting the experiments. 

Amplitude measurements were made from the phase extracted from these M-mode images as 

explained in the section 4.3.1 and the contour plots were plotted at both anterior and posterior 

surfaces of the lens. 

4.5.3 Results 

 

Figure 67: Vibrations recorded on the Crystalline Lens at (a) anterior surface (b) Posterior 

surface. 

 

The Figure 67 (a) and (b) show the phase response of the anterior and posterior surface of the 

lens. As the vibrating point is closer to the anterior surface, highest amplitude of 0.25 μm was 

recorded. The posterior surface phase was very noisy, however, the signal could still be extracted 

and the displacement of 0.15 µm was recorded. The drop in amplitude is due to the damping of 

the wave from the anterior surface to the posterior surface.  
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Figure 68: 2D distribution of wave amplitude on (b) anterior surface and (c) posterior surface of 

the eye lens. 

2D contour plots were constructed from the amplitude distribution of the wave. In the 2-D 

contour plots, the point of vibration was at 1.6 mm in the lateral direction is depicted in Figure 

68. It can be noted that the amplitude completely attenuated within 0.15 mm distance in the 

lateral direction whereas longitudinally, it sustained for 0.25 mm. This asymmetric attenuation of 

the wave along the lateral direction and longitudinal direction suggest that the lens stiffness is not 

uniformly distributed.  Vibrations were observed at 1.6 mm lateral distance on the posterior 

surface of the lens suggest that the wave did not attenuate completely even after travelling the 

distance equal to the diameter of the lens which was ~ 0.5 mm. Therefore, the wave sustained for 

a longer distance inside the lens when compared to the surface. This result shows that the 

propagation of the waves was faster inside the lens than on the outer surface of the lens. 

Moreover, the Figure 68 (b) shows a little higher amplitude at (1.25, 2.0) co-ordinates in the 

contour plot. These co-ordinates correspond to the longer areal distance (and hence inside the 

lens) compared to other co-ordinates on the periphery of the lens.  

Results show that the wave propagation was constructed from amplitude values as small as 

0.03 µm. By quantifying the wave attenuation and velocity, stiffness measurements could be  

potentially quantified using the models described in [210]. Also, researchers have demonstrated 

the quantification of elasticity properties using a single excitation pulse (non-periodic for a long 
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time) [211]. In this dissertation, we have shown the method to quantify wave attenuation and 

velocity could be applied for a single excitation pulse as well. Therefore, these results 

demonstrate the capability of the PhS-SSOCE system to assess the propagation of the waves in 

the crystalline lens with high sensitivity and hence the system could be potentially utilized to 

obtain the biomechanical properties of the lens.  

4.6 In-situ studies 

 

After validating PhS-SSOCE and the quantifying methodology in phantoms and ex-vivo 

studies, the method was applied to study the surface wave propagation in mice corneas as a 

function of age under in-situ conditions. In-situ studies are the studies performed when the 

biological sample is exactly in place. This subsection of the thesis describes the sample 

preparation, experimental procedure, results and discussion pertaining to the measurement of the 

surface wave propagation in mice corneas in situ as a function of age. 

4.6.1 Sample preparation 

 

Twelve CD1 mice consisting of six of one month in age and six of nine months in age, with a 

typical lifespan approximately of two years, [212] are utilized for this study. The mice were 

sacrificed before performing the experiment and fixed firmly below the imaging lens of the PhS-

SSOCT. The mice were placed on a styrofoam base carved in the shape of the mice so that any 

inherent motion of the mouse head could be avoided. Before fixing the mice to the base, the eye 

lids and fur around the eye were shaved to avoid obstruction of the beam. The eye was hydrated 

periodically (every minute) to avoid dehydration and was imaged under the PhS-SSOCT. 

 

 



99 
 

4.6.2 Experimental procedure 

 

The surface wave propagation on the cornea in situ was studied by exciting the cornea with 

80 Hz sinusoidal oscillations with a maximum amplitude of 1 μm. The wave excitation is 

performed in the same manner as described in the phantom section.  

 

 

Figure 69: 3D image of the Eye indicating point of excitation and points of measurements. 

Mechanical waves of 80 Hz sinusoidal frequency were introduced near the circumference of 

the cornea as denoted by white dots in Figure 69. Figure 69 shows the 3-D reconstruction of the 

mice eyes in-situ imaged using PhS-SSOCT before conducting the experiments. The bold pointer 

indicates the position where the wave is induced and all the other points indicate the measuring 

locations. The amplitudes are measured from the phase response of the M-mode image at the 

measuring points as described in the methodology section. As from the M-mode image it is 
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difficult to validate whether the image corresponds to the cornea or other ocular tissue nearby, at 

every measuring location, a 2D image is also acquired.  

 

 

Figure 70: 2D image of the mouse eye. 

 

 

Figure 71: M-mode image at the apex of mouse eye. 
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If the 2D image and the M-mode image are acquired with the same data acquisition 

parameters, i.e., the B scan width of 1500 pixels, a delay of 50 ms with no phase and offsets to 

the galvo scanners, then the M-mode image corresponds to the center of the 2D image. The 2D 

image confirms the imaging location. For example, in the Figure 70, the center of the image 

corresponds to the corneal apex. The cornea and the lens anterior surfaces could be identified in 

the corresponding M-mode image as shown in Figure 71.  In this way, it can be validated that the 

M-mode image corresponds to the cornea surface. The amplitudes were converted to absolute 

amplitudes as described in section 4.3.1, and a contour map of the amplitudes were plotted for the 

one month and the nine month old mice.  

4.6.3 Results 

 

 

Figure 72: Phase response at the surface of the cornea to 80 Hz oscillations (a) 9 month old (b) 

one month old. 

Figure 72 (a) and (b) show the phase responses at the cornea surface to an 80 Hz sinusoidal 

excitation of one month and nine months old respectively. Green, black and red are the phase 

values at the points away from the point of tapping. Figure 72 (a) and (b) clearly depict the 

decrease in the amplitudes with the increase in the distance from the point of tapping.  
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Figure 73: Amplitude distribution of propagating wave in (a) one months old mice (b) nine 

month old mice with point of tapping at (0, 0) 

 

The contour plots of wave amplitudes across the cornea for the one month old and the nine 

months old mice are shown in Figure 73 (a) and (b) respectively. In the graphs, the X-direction is 

the direction where the wave amplitudes are measured parallel to the eye lid and the Y-direction 

is perpendicular to the eye lid. The point of tapping is taken as the origin and the amplitudes of 

vibrations at every point of measurement are normalized to the amplitude at the point of tapping. 

It can be clearly depicted from the figure that the cornea from the older eye is larger than the 

younger and the wave amplitudes are decreasing from the point of vibrations. It can also be seen 

that the wave amplitude decreases from the point of origin due to wave damping. From the data 

shown in Figure 73 we can assess the direction of the propagating wave and spatial damping of 

the wave. The amplitude distribution covered a smaller area in the one month old mouse 

compared to the nine month old which shows that the cornea of older mice was significantly 

larger than the one of the younger mice. The younger mice showed a damping of 93% per mm 

whereas the older mice showed a damping of 43% per mm. Moreover, the normalized amplitude 

drop along the X-direction is 0.714 /mm where as it is 0.35 /mm along  the Y-axis in the case of 

the one month old mice, whereas for the older mice, it is 0.5 /mm along the X-direction and 

0.28/mm along the Y-direction. This indicates that the wave attenuation is not the same across the 
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cornea attributing to it anisotropy. This lateral spatial anisotropy is to be expected based upon the 

nonuniform orientation and distribution of collagen fibrils that has been shown in mice and other 

animals [213]. This anisotropy is also a product of the interwoven anterior lamellar stromal 

architecture of the cornea at the microscopic level [214].  

 

Figure 74: (a) Damping of normalized amplitude damping over the distance from the tapping 

point and (b) Mean attenuation vs mice age. 

 

From these 2D distributions, the attenuation in amplitude with the increase in distance from 

the point of tapping in both younger and older mice is evaluated and shown in Figure 74 (a). The 

spatial damping of the surface wave depends on both the elasticity and the viscosity of the 

material; hence no quantitative conclusion about the stiffness of the cornea can be derived from 

these measurements. However, from Figure 74 (a) which shows the spatial damping of unit 

amplitude that is evaluated from the 2D maps, the ability of the cornea to absorb or transmit the 

vibrations can be evaluated.  From the above two results, it is clear that the attenuation of the 

wave is not uniform across the cornea attributing to different stiffness values. Therefore, 

evaluation of maximum attenuation of the wave within the cornea provided the maximum 

possible variation in stiffness spatially. This value is calculated for all the mice corneal tissues 
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and we found that this value can clearly differentiate between younger and older mice. However, 

to obtain the stiffness distribution all over the cornea, quantification of velocity is necessary. 

 

Figure 75: Phase response measured at the anterior and posterior surface of the cornea 

simultaneously. 

Similarly, the maximum drop in amplitude per unit distance (averaged over 6 mice) is 

evaluated for each eye and is plotted with respect to the age of the mouse in Figure 74 (b). It 

clearly demonstrates that older mice have a higher maximum drop in amplitude than in younger 

mice. All of the above results correspond to the phase response on the top surface of the cornea. 

The evaluation of phase response on the bottom layer of the cornea revealed the phase shift in 

the wave. The phase shift in the wave amplitude from the top surface to the bottom surface is 

clearly depicted in Figure 75. Preliminary analysis of the phase response on both surfaces of the 

cornea revealed that the phase response on the bottom surface of the cornea is shifted by 0.2 ms 

from the top surfaces. Therefore, the PhS-SSOCE method allows the measurement of amplitude 

distribution and time delay in the wave from both surfaces of the mouse cornea in situ. 
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4.7 In-vivo studies 

 

Finally, the PhS-SSOCE is utilized to study the wave propagation in live mice in vivo. Wave 

parameters were quantified in the mouse cornea as a function of age. To the best of our 

knowledge, no group has so far quantified wave velocities in animal cornea under in vivo 

conditions. Therefore, PhS-SSOCE is one of the first non-invasive tools that allow in vivo 

quantification of biomechanical properties of animal cornea.  

 

 

Figure 76: Experimental set up for quantification of wave parameters in live mice in vivo. 

 

This section deals with the detailed description of the results and the inferences that could be 

drawn out from the results. This section is again organized as follows: it first describes the sample 
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preparation for in vivo studies, then the experimental procedure, results and analysis of the 

results. 

4.7.1 Sample preparation 

 

Three mice comprising of ages one month, six months and thirteen months were utilized for 

this study. The mice were anesthetized in the same manner as described in section 3.3. The mice 

were laid on their semi dorsal side as shown in the insert of Figure 76 so that the eyeball aligns as 

perpendicular as possible with the probing beam. Two rubber rings were placed around its neck 

which act as shock absorbers and avoid sudden artifacts in phase due to its movements. They also 

avoid the movement of the head due to the breathing of the mice. Before fixing the mice, the eye 

lids and fur around the eye were shaved to avoid obstruction of the beam. The eye was hydrated 

periodically (every minute) to avoid dehydration and was imaged under the PhS-SSOCT. 

 

4.7.2 Experimental procedure 

 

The surface wave propagation on the mice corneas in vivo was studied by exciting the cornea 

in pulsed excitation mode as described for the phantom studies. A 1 ms pulse with maximum 

amplitude of 1 μm was used to excite the cornea. Mechanical waves were introduced near the 

circumference of the cornea as denoted by white dots in Figure 77. It shows the 3-D 

reconstruction of the mouse eye in-vivo imaged using PhS-SSOCT before conducting the 

experiments. The bold pointer indicates the position where the wave is induced and all the other 

points indicate the measuring locations. The amplitudes are measured from the phase response of 

the M-mode image at the measuring points as described in the methodology section. The similar 

procedure explained under in situ section was adopted to make sure that the cornea was imaged. 

All the imaging parameters were kept the same as for the in situ measurements. 
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Figure 77: 3D construction of live mouse eye. 

 

 

Figure 78: (a) M-mode image of the cornea (b) realtime phase response (black), excitation pulse 

(red) (c) Filtered phase response. 
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The M-mode image of the cornea when the excitation pulse is given is shown in Figure 78 

(a).  The image shows a wave like pattern after the induction of the wave. The corresponding 

phase response is shown in the Figure 78 (b). The red trace indicates the pulse when the 

excitation is provided and the black trace shows the real time phase response. The black trace 

shows an irregular pattern until the wave was induced. With the induction of the wave, the 

dynamic response of the cornea could be observed as shown in the insert of Figure 78 (b).  The 

amplitudes and delays were calculated from the black trace. In case of very noisy signals, it is 

difficult to quantify amplitudes and delay from the real time phase. In such cases, the dynamic 

response could be clearly identified by filtering out the low frequency noise as shown in Figure 78 

(c).  

 

Figure 79: Signal showing quantifiable parameters. 
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Figure 80: (a) Amplitude damping with increasing distance from tapping of six month old mice. 

(b) Damping per 1 mm with respect to age. 

 

From Figure 78, the amplitudes of vibrations, delay as well as the time taken for the 

amplitudes to completely attenuate could be measured. The latest parameter gives the time 

damping of the wave. All these parameters were quantified for all the three different aged mice.  

The quantification of each parameter was clearly shown in Figure 79. 

Amplitudes of vibrations were plotted with the increasing distance from the point of tapping. 

As expected, the amplitudes dropped in an exponential pattern as shown in Figure 80 (a). The 

maximum attenuation of amplitude per mm was plotted in Figure 80 (b). Figure 80 (b) shows that 

the damping per unit distance is higher for older mice. However, if we consider that the older 

mice corneas are more elastic than the younger ones, then damping per unit distance must be 

higher for younger mice as shown for in situ measurements. This inconsistency could be 

explained by analyzing the in situ results with more details. From the in situ results, it was known 

that the amplitude damping of the wave is not uniform over the eyeball which was attributed to 

the anisotropy of the eye. Moreover, from the graph showing the maximum stiffness change 

within the eye, it was inferred that the younger mice corneas have lower stiffness change within 
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the eye, whereas the older mice corneas have higher stiffness change. With this background and 

the fact that the amplitude propagation depends on both elasticity and viscocity of the medium, 

the graph shown in the Figure 80 (b) depicts the maximum stiffness change within the eye. 

 

Figure 81 (a) 2D wave propagation on mice cornea (b) corresponding wave propagation on the 

anterior surface of the lens (c) corresponding wave propagation on posterior surface of the lens. 

 

2D contour maps of the wave propagation on the cornea, anterior and posterior surfaces of 

the lens were plotted in Figure 81 (a), (b) and (c) respectively. The 2D contour plots generated in 

this case do not have sufficient sampling as the bottom layer of the lens is not captured at many 

locations. However, the result still depicts the decrease in amplitude away from the point of 

tapping. 

 

Figure 82: Phase response of one month old mice showing the delay and drop in amplitude. 

 

Wave velocities were measured following the same procedure as described in the phantoms 

section. The phase response at an increasing distance from the point of tapping to all mice is 
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shown in Figure 82. As expected, the amplitude dropped with the increase in distance from the 

point of tapping and a delay was observed. The wave velocities were quantified from these 

delays.  

 

Figure 83: Surface wave velocity Vs age in mice cornea. 

 

Figure 84: Time damping of mice corneas to pulsed excitation. 
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The wave velocities for all the three ages are plotted in Figure 83. The figure depicts that the 

velocities increased with the increase in age. Comparing these results with the phantoms, it can be 

clearly stated that older mice corneas are stiffer than the younger mice.  

Time damping or the amount of time for which the cornea vibrated is calculated for each 

mouse. This value is measured by obtaining the exponential fit to the filtered phase response. 

These exponential fits corresponding to the region where the wave velocity was maximum is 

plotted and shown in Figure 84. It can be clearly depicted from the figure that, older mice cornea 

damps faster than the younger mice. Moreover, there is not much of a difference in time constants 

between one month and six month old, however, the difference is higher in 13 months compared 

to the younger mice. The results suggest that, time damping can also be a quantifying parameter 

that can distinguish stiffness. 

From all of the above results, it can be stated that PhS-SSOCE is the first tool to measure 

wave parameters in the cornea and lens in vivo. By developing a proper model, biomechanical 

properties could be quantified. However, the scope of this dissertation is to develop 

instrumentation and a method to quantify wave parameters in live animals which was achieved. 
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V. CHAPTER 5. CONCLUSION 

 

5.1 Summary 

 

This dissertation described the design and development of a novel imaging device that was 

capable of high speed, 2D and 3D non-invasive imaging of tissue samples under in vivo 

conditions. Applications of the developed system for in vivo detection of microbubbles in mice 

tail vein and in vivo quantification of wave parameters in mice eyes were presented. Results 

suggest that PhS-SSOCT is an effective biosensor that can be easily translated for early clinical 

diagnosis. 

The results of characterization of the system (Chapter II) demonstrated the high speed real 

time imaging capabilities of the developed system.  Real time speed of 40 fps with a frame size of 

1600X 500, an axial resolution of 8 μm, a SNR > 100 dB allows for an easy translation of the 

system for clinical applications. A phase stability of 0.016 radians which translates to a 

displacement sensitivity of ~ 2 nm shows that the major advantage of the developed system is the 

high sensitivity of detection.  

The results of studies performed for the detection of microbubbles in clear and scattering 

media (Chapter III) demonstrated that the developed phase resolved method for quantifying air 

bubbles is capable of detecting bubbles smaller than 8 μm. The in vivo results show that the 

system is capable of detecting and monitoring microbubbles of sizes as small as 60 μm inside a 

mouse tail vein. Results also suggest the possibility of 3D monitoring of microbubbles in live 

animals. 3-D monitoring of microbubbles in tissues and blood by PhS-SSOCT offers a glimpse 

into the future of second generation OCT systems that might reside in the diagnostics wing of 

space stations and underwater machines. With its demonstrated performance and potential, PhS-
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SSOCT is a promising technology for early diagnostics of diseases related to decompression 

sickness. 

The results for the elastography applications (Chapter IV) demonstrate that the system in 

combination with the imaging and quantifying method is capable of very high sensitive 

displacement measurements (~ 30 nm) in phantoms. They also suggest that the wave velocities 

within 150 m/s can be measured. The in vitro and ex vivo results allowed a detailed analysis of 

wave propagation in mice corneas and lens as a function of age. Results showed that the 

velocities increased with the increase in age and also wave attenuation is not uniform within the 

eye attributing to anisotropy of the eye. The similar analysis was extended to the in vivo 

quantification of wave parameters suggesting that the system along with the quantifying method 

is capable of obtaining parameters of the waves propagating in the ocular tissues. These results 

could be utilized for various studies. For example, the results could be used to obtain 

biomechanical properties such as Young’s modulus of ocular tissues under live conditions which 

has not been achieved so far. 

 

Figure 85: 2D image of human fat tissue showing the boundary between cancer and normal 

tissue. 
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Apart from the major applications described in this dissertation, the system was also used in 

various other biomedical applications such as imaging cancerous and normal tissues, whole zebra 

fish and mutant mice. For example, Figure 85 shows the 2D image of human tissue dissected for 

biopsy for cancer diagnosis. The figure depicts both cancerous and normal fat tissue showing 

capability of PhS-SSOCT to distinguish leiomyosarcoma and fat tissue. The boundary between 

the cancerous and normal tissue can be clearly identified. Therefore, PhS-SSOCT could also be 

applied for cancer diagnosis.  

 

 

Figure 86: (a) Enface image of a Zebra fish (b) Longitudinal 2D depth wise image. 

Similarly, a whole Zebrafish was imaged as shown in the Figure 86. Figure 86 (a) depicts the 

wide field of view (10 mm X 10 mm) and Figure 86 (b) shows the capability of PhS-SSOCT for 

imaging whole depth.  

Applications of PhS-SSOCT in developmental biology were demonstrated by comparing 

mutant and normal mice embryos of the same stage. 3D images of mice embryo limbs were taken 

and observed for their differences with mutant samples. In Figure 87 (a), the mutant’s fingers on 

its left forelimb look conjoined or webbed, while the normal embryo’s fingers in Figure 87 (b) are 

more distinct. These embryos are at the same stage of development, and yet the normal mouse’s 

fingers seem more mature.  
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Figure 87: 3D image of limb of mice embryo (a) Mutant fore limb (b) Normal forelimb (c) 

mutant hind limb (d) normal hind limb. 

 

Like its left one, the mutant’s right forelimb also has webbed fingers as shown in Figure 87 

(c). The normal mouse’s fingers are more defined and even bent a little which demonstrates 

increasing dexterity (Figure 87 (d)). These images suggest that the bone growth in the mutant’s 

forelimbs is stunted relative to that of the normal embryo.  

All of the above results suggest the capability of OCT for studying pathologies of various 

kinds. In particular, PhS-SSOCT is an effective tool that has the potential to be an early 
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diagnostic tool as well as a tool to study biomedical processes non-invasively and under live 

conditions. 

5.2 Discussions and future work 

 

The uniqueness of these phase-resolved measurements presents challenges as well as 

opportunities for the future. Stabilizing the phase from the reference arm can drive the system for 

its use in inter-interference mode that would allow the detection of bubbles in tissues and blood. 

Stabilizing the phase from the reference arm would be a challenging task when MZI is used for 

the recalibration process. Although there have been many studies published on phase stabilization 

of up to 3 mrad, they either use offline calibration or software techniques like Kasai 

autocorrelation[215]. With offline calibration, the calibration is done only once, which does not 

allow calibrating every time the laser starts. So, any drift in the laser output spectrum with time 

would result in a faulty calibration, thus leading to resolution degradation. For clinically viable 

systems, it is not desirable to have to calibrate regularly. Thus, achieving a phase stability of 0.03 

radians in inter-interference mode with real time calibration using MZI that would not yield 

images with resolution degradation with time, would allow the system to be clinically viable.  

Addressing to the above challenges, a slightly modified design and calibration algorithms 

were developed that offered better phase stability. This new design was developed as a proof of 

concept only and was not utilized in this dissertation. With the implementation of this concept, 

the phase stability could be further enhanced to improve the sensitivity of measurements.  The 

new design is shown in Figure 88.  90% of the light from the laser is given to the imaging 

interferometer that contains two arms; the reference and the sample arm. Fringes are formed from 

the interference of the light returned from each of the arms which is then detected by a balanced 

photodiode.  The computer acquires the data by digitizing the photodiode output using a 16-bit 

(ADC).  
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Figure 88: The Schematic of PhS-SSOCT. 

The calibration interferometer is another Mach-Zehnder based interferometer in which one of 

the arms is placed on a 1-D stage to attain variable path differences. The fringes from the 

calibration interferometer are utilized to correct the non-linearity in wavelength scanning of the 

swept laser and remapping the time delay domain to frequency k-space. The procedure is adapted 

as follows: The real fringes are converted to the complex domain using Hilbert transformation. 

The unwrapped phase differences extracted from these complex fringes gave us the behavior of 

the propagation vector k for one laser sweep provided the path length is kept constant (Equation 

19). Hence, the non-linearity in the wavelength scanning is obtained directly in k-space and was 

corrected by linearizing the unwrapped phases using Equation 12. 

 The phase calibration is performed similar to the phase resolved OCT technique 

described in Ref [216]. In this method, the phase variations at the end of every sweep and the 

beginning of the next sweep are obtained from the k-space calibration interferometer itself, thus 
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maintaining dynamic calibration. These phase variations are then utilized to correct the original 

phase using the Equation 18,  

                
 

 
         

Equation 18                                                       

In the Equation 18,        is the corrected phase difference at the depth index i,         is the 

original phase difference and       is the phase difference of the calibrating signal at the depth 

index m. Our study showed that the measurement of these phase variations depend on the k-space 

calibration and it is a well-known fact that the resolutions also depend on the calibration. Thus, 

the resolutions and the phase stabilities are evaluated for different calibrating signals generated at 

various path lengths of the calibrating interferometer and finally correction coefficients are 

generated from the sectional depths called sectional linear k (slk) coefficients for the optimal 

performance of the PhS-SSOCT.  

The preliminary results depicted in Figure 89 (a) and (b) show the improvement of the 

resolution and the phase stability after utilizing the sectional k-space calibration and phase 

correction respectively. The x-axis in the Figure 89 (a) is the path differences between the two 

arms in the calibration interferometer. The y-axis is the phase stability obtained from the self-

interference peak from a glass slide of thickness 0.12 mm. From the Figure 89(a), the phase 

stability is improved by 0.03 radians for most of the calibration frequencies. Only these 

frequencies are utilized for generating the slk mapping, thus maintaining the phase stabilities. In 

Figure 89 (b), resolutions are plotted at each depth after calibrating the raw signal with the 

conventional k-space calibration and with the slk calibration. The result clearly depicts the 

improvement of the resolution.  
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Figure 89: (a) Phase stability with and without correction vs Calibration frequency (b) 

Resolution vs Depth. 

 

5.3 Conclusion 

 

Our studies demonstrated: 

1. the design and instrumentation of a phase stabilized swept source OCT with an axial 

resolution of 8 μm, real time imaging speed of 40 fps and a phase stability of 0.016 radians 

that translates to ~2 nm displacements, 

2. an effective quantification method that allowed quantification of very small microbubbles, 

3. the wave velocities in the mice corneas increased with the increase in age, 

4. the wave attenuation is different across the eye as well as with the change in age. 

The obtained results suggest that the PhS-SSOCT in combination with the quantification 

method has the potential to monitor microbubbles in arteries and veins. In addition, it enables the 

quantification of wave parameters in the ocular tissue with very small excitation amplitude. 
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Successful development of the system allows clinical diagnosis of diseases related to DCS and 

also ophthalmic pathologies. 
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