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Abstract

Numerical simulation of flow inside a horizontal wellbore with multiple completion

stages is presented. The aim was to study the blocking effect on the toe-end stages

observed in long horizontal wells. An axisymmetric pipe geometry was used to model

the wellbore, with circumferential inlets representing perforation stages. Firstly, using

a simplified five-stage case with steady state flow conditions, the existence of three

basic flow regimes - trickle flow, partially blocked flow and fully blocked flow - was

established. Using these results, the phenomenon of blocking of upstream inlets near

the toe by the downstream ones near the heel is explained. The existence of these

flow regimes is consistent with well-log data obtained from a horizontal shale gas well

with 31 completion stages at two different times during production.

To study the dynamic behavior of the completion stages when reservoir fluid

flows into the wellbore, a basic reservoir depletion model was created using a pres-

sure boundary condition at the circumferential inlets, varying in time. A lumped-

parameter model was used to account for the pressure drop between two inlets sep-

arated by large axial distance. Different characteristic time scales, related to the

depletion of the reservoirs, were identified. By varying initial conditions, the dy-

namic behavior of the system with multiple inlets was observed and analyzed. The

transition of flow regimes with depletion of reservoirs is consistent with the observed

behavior of the horizontal shale gas well.

A simple nozzle design was used to modify the entry of flow from the inlets into

the wellbore. The interaction between wellbore stages in presence of nozzles is studied

using a two-dimensional mesh with the reservoir depletion and inter-stage pressure

drop model. The nozzle opening size was varied to achieve production enhancement

over simulated time period. This provides an alternate method of inflow control that

could be used to homogenize production from different well stages. This would make
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use of the already perforated pipe wall without having to use a screen around the

production pipe.

In addition, three-dimensional geometry of a combustor was used to simulate flow

from discrete perforations into the pipe crossflow. An initial analysis of flow through

the nozzle design on a single inlet was conducted using a three-dimensional mesh.

Mean flow analysis of these simulations and comparison of pressure drop between the

nozzle and combustor cases is presented.
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1. Introduction

1.1. Background

Hydraulic fracturing is a common practice in completion and production of oil and

natural gas from hydrocarbon reservoirs, mainly consisting of shale rock formations.

When used in conjunction with horizontal drilling for production of natural gas or oil,

it enables extraction of hydrocarbons from reservoirs with low permeability (in nano

Darcy) which is difficult to produce otherwise. This involves injection of water, sand

and chemicals under high pressure into the rock formation containing hydrocarbons,

using the drilled well. This increases the size of existing fractures in the rocks and

creates new ones for oil or gas to enter the well due to pressure gradient.

Figure 1.1: Horizontal drilling and hydraulic fracturing (Source: EPA)

Figure 1.1 shows the basic layout of these wells and the fracture system. The

horizontal section of the well can have hundreds of feet between each fracture zone

(known as a stage). The fractured zone includes a set of perforations through which

water with chemicals and sand can be injected into the reservoir to create a path for

the hydrocarbons to enter the well. American-Petroleum-Institute (2014) and King

(2012) give an overview of the process and industry in general.
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The pressure drop in the wellbore for various flow rates and fluid types, including

multiphase systems, is potentially of great interest to the scientific community. The

initial production after completing the fracturing process generates high flow rates.

This high level of production usually exists only for a short time interval (on the order

of few days) after which the system may evolve into a different flow regime depending

on factors like the well length, number of stages, pressure draw-down, etc.
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Figure 1.2: Cumulative production curves for a horizontal shale gas well at two different
times from start of production, from well log data.

Figure 1.2 shows cumulative flow rate, starting with the first stage near the heel,

for a horizontal natural gas well at two different time intervals from start of produc-

tion. The points on the curves indicate the gas production at well logging sites along

the wellbore against well length that spans about 1800 meters. From the first log

(red curve) taken 30 days after beginning of production, it is observed that five or

six stages near the toe end do not contribute substantially to the total production - a

near-zero slope. The blue curve in the same figure, representing a log taken 155 days

after start of production, shows lower cumulative production but the stages towards

the toe-end are now producing. A similar behavior has been observed in liquid pro-

ducing wells. Moreover, the density and viscosity of the gas phase at high pressure
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and temperature is much different than at standard temperature and pressure (STP)

conditions.

The energy industry estimates that less than 20% of the reserves in a reservoir are

extracted using primary recovery technology that depends mainly on natural pressure

of the reservoir (Zitha et al. (2008), Hiller (2014), DOE/EIA (2014)). The decrease in

pressure below a certain threshold renders production from a well unfeasible without a

pressure boosting mechanism such as gas lift which is still considered a part of primary

recovery. The scope for improvement in total recovery has lead to innovation in the

way drilling is done and wells are designed or completed for production. Enhanced Oil

Recovery (EOR) techniques have been developed to get the maximum output possible

from horizontal wells. Managing the reservoir pressure is an important aspect of the

entire process and equipment like Inflow Control Devices (ICD) are increasingly being

employed.

1.2. Objective
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Figure 1.3: Variation of Re and Ma along the wellbore at 30 and 155 days, from well log
data.

Figure 1.3 presents the well data set in terms of the relevant non-dimensional

numbers. It shows the change in Reynolds number (Re = ρUD/µ) and Mach number
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(Ma = v/c) along the well length. With inflow from the perforation stages, the flow

rate increased from the toe towards the heel resulting in increase of Re and Ma at

corresponding locations. Here, ρ is fluid density, U is average velocity, D is pipe

diameter, µ is fluid viscosity and c is speed of sound in the fluid. Table 1.1 lists the

approximated fluid properties used for computing Re and Ma. High Re along the

wellbore suggests that flow is turbulent at both logged instances along the wellbore.

It can be observed from the 30-day curves that the Ma remained below 0.3 for a large

fraction of the wellbore length, except for six stages near the heel. As the reservoir

pressure decreased over time, flow rates also decreased. The 155-day curve suggests

increase in Re and Ma towards the toe, but decrease near the heel. In a small section

of the wellbore near the heel compressible effects may start to become important

(Ma > 0.3). However, an incompressible flow model may be used to analyze the

described behavior in remainder of the wellbore.

Table 1.1: Gas properties for computing Ma

P (kPa) T (K) ρ (kg/m3) µ (Pa-s) D (m) c (m/s)
6300 408 30 1.5E-5 0.127 528

In general for most wells the stages near the heel produce significantly more than

the toe-end stages. This ‘heel-toe’ effect is ubiquitous in wellbores and is independent

of the reservoir properties. The main objective of this work is to study this effect and

possibly model it.

As observed from Figure 1.3, the toe stages that were not producing initially at

the 30-day mark had started producing at the 150-day mark. This implied a change

in the state of the well. One key objective is to study this change in the system

comprising of the wellbore and multiple inlet stages distributed over length of the

wellbore. How does this change in the system affect the total production of fluids

from a well? Can total production be improved by modifying the geometry of the

flow inlets? A major portion of the presented work will deal with the above issue

4



using computational fluid dynamics as a tool to simulate flow from these stages into

the wellbore.

The flow into the wellbore from perforations is very similar to jets issuing in a

cross flow, which has been studied extensively in the past. But the distribution of

these perforations adds to the complexity and can affect the inflow and mixing near

a perforation stage. This is an interesting phenomenon that needs further analysis.

Chapter 2 provides an overview of the published literature pertaining to various

aspects of the problem discussed above including a review of jets in a confined cross-

flow and annular jet-pumps. The numerical methods used to model the problem,

including the geometry, boundary conditions and solution procedure are detailed in

Chapter 3. Chapter 4 presents the results and discussion of numerical simulations

that were conducted. This includes flow in horizontal wellbores with inflow points

and also explores the possibility of using a jet-pump type configuration near the in-

flow zones to increase production. The conclusions from this study are presented in

Chapter 5 and possible future directions in Chapter 6.
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2. Literature Review

Many publications can be found describing flow in porous media (reservoir), frac-

ture zones, skin effects and other related issues. Reservoir modeling is a problem

well documented in the literature. Ouyang et al. (1998), Furui et al. (2005), Pen-

matcha and Aziz (1999), Karimi-Fard and Durlofsky (2011) and several others have

studied reservoir dynamics and its effect on production from the wellbore. Most

of these studies deal with one-dimensional models for flow in the wellbore. On the

other hand, there is a scarcity of open literature on wellbore hydraulics analyzing

flow in long horizontal wells with multiple stages, especially using accurate numerical

simulations. Following is a summary of the key studies in this area.

Some of the earliest studies on pressure losses in a wellbore were carried out by

Dikken (1990) and Su and Gudmundsson (1998). Dikken (1990) presented an analyt-

ical method to relate flow rate in a wellbore to the draw-down pressure and concluded

that total production leveled off as a function of well length. As a simplification, he

assumed single-phase flow in which the whole horizontal section was open for produc-

tion. Laminar flow was not considered in this study. But as discussed earlier (and in

following chapters), laminar flow can exist in a majority of the wellbore, specifically

at later stages of production.

Some studies have considered modeling the pressure drop across a perforation

zone using experimental data. Figure 2.1 shows a general schematic of the setup used

in most of such experiments. This is geometrically similar to perforated liners com-

monly used in horizontal wells. The effects of perforation flow rate, geometry, density,

etc. were usually studied. Su and Gudmundsson (1998) conducted experiments to

determine pressure drop resulting from inflow through a perforated pipe. The total

pressure drop across the perforated section increased with Reynolds number. The

total pressure drop was divided into wall friction, flow acceleration, pipe roughness

6



Figure 2.1: Schematic of a general setup of perforation flow mixing with cross flow, used in
various studies in literature.

and fluid mixing contributions. They concluded that beyond a certain perforation-

to-pipe flow rate limit the perforation inflow reduced the frictional pressure loss in

a horizontal wellbore. This was attributed to lubrication effect by the perforation

inflow and a modified pressure loss coefficient was used to model the pressure drop

across the perforated section.

Similar experiments were carried out by Yuan et al. (1997) who investigated ex-

perimentally and theoretically, the frictional losses for flow across a single-perforation

horizontal pipe, and made comparisons of their model with earlier published results

of Asheim et al. (1992). Yalniz and Ozkan (2001) tried to relate the friction factor

to a combination of Reynolds number, ratio of influx to wellbore flow rate and perfo-

ration to wellbore diameters. Jiang et al. (2001) studied experimentally the effect of

completion geometry on liquid flow behavior in horizontal wells. They changed the

perforation density and phasing and calculated the friction pressure losses for multiple

cases. Generally, the friction factor is calculated as a function of the ratio of inflow to

the main flow rate and the Reynolds number. Their experimental results provide a

one-dimensional model to calculate pressure-drop for a given flow rate, geometry, etc.

Some of these patterns will be used for comparison with numerical results presented

in the current work. More recently, Zhang et al. (2014) have tried to come up with

empirical and theoretical models for pressure profile in a horizontal well with inflow

from perforation zones.

Ramamurthy and Zhu (1997) studied the pressure and energy losses in two di-

7



mensional flows past 90◦ junctions of rectangular closed conduits. They carried out

experiments for different area ratios and made velocity and wall-pressure measure-

ments. This experimental data set provided more details of the mixing process in the

vicinity of the inflow, but used a simplified channel geometry. Also, only one inflow

point was used, hence pressure drop between multiple zones cannot be established.

A computational study, that is relevant to the problem at hand, was performed by

Vicente et al. (2002, 2004). They solved 1-D single-phase flow equations in the hori-

zontal wellbore coupled with 3-D reservoir equations using a finite difference scheme.

They considered radial influx of fluid into the wellbore at all discretized sections, and

a constant mass flow rate at the outlet (heel). The 1-D nature of the flow equation

did not give enough details of the wellbore flow. But the model showed that the flux

along the wellbore length varied as a function of pressure and time. They compared

their results with that from commercial code ECLIPSE. Similar results have been

obtained using slightly different boundary conditions in the present study, that show

the effect of a time-varying pressure at wellbore inflow points.

Hill and Zhu (2008) proposed analytic expressions that can be used to determine

the relative effects of wellbore pressure drop and formation damage on horizontal well

inflow, including skin effect. They showed that the wellbore pressure drop could be as

high as 40% of the drawdown pressure under certain conditions like high-permeability

in reservoirs. This might put an unwanted limitation on the productivity of wells in

such reservoirs.

Experimental and numerical results of multiphase flow in horizontal pipes are

widely available, both with and without radial inflow. Ouyang et al. (1998) presented

a single phase flow model for wellbore flow completions in various configurations,

including horizontal wells. Ouyang and Aziz (2000) addressed the problem of ra-

dial influx and outflux in a horizontal well by considering a homogeneous mixture

model for gas-liquid flow. The pressure drop due to fluid expansion and due to wall
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influx/outflux were considered in addition to the frictional and gravitational compo-

nents in the calculation of the total pressure drop in the wellbore. There was, however,

no effort made to relate the pressure at the inlet/outlet with the total outflow at the

heel. Also, the time-dependence of wall-inlet pressure has not been looked at. In the

present work, this aspect of inlet interaction has been studied.

The heel-toe effect is a common occurrence in horizontal wells in which the heel

end produces at a higher flow rate than the toe end due to pressure losses associ-

ated with length of the pipe. Goswick and LaRue (2014) presented field data from

experiments carried out on three wells using chemical tracers. The objective was to

study contribution of individual stages of a horizontal well using a particular type of

tracers. They found communication between some offset wells. Their results, both

from oil and water soluble tracers, indicated the presence of significant heel-toe effect

in these wells initially. The increased production from toe-end stages over time, with

decrease in production from the heel-end stages was also evident.

Dore Fernandes et al. (2006) suggested a new improved oil recovery technology

for obtaining equal production from all stages of a horizontal well. The objective was

to homogenize the inflow profile along the well. This was achieved by increasing the

density of perforations on the wellbore along the well length. The toe-end of the well

had the maximum perforations and the heel-end had minimum.

Related research was found in other engineering applications that dealt with sim-

ilar geometries and flow conditions to those in a horizontal wellbore. The design

of storm water or sewer junctions in pressurized flows related to civil and hydraulic

engineering has been studied extensively. Zhao et al. (2006) conducted experiments

that categorized various flow regimes in sewer junctions with a steep outgoing pipe,

based on the surcharge in the inlet and outlet pipes. They studied the variation of

water depth in the junction chamber and presented results of energy losses and ve-

locity measurements in surcharged flow. Marsalek (1984) studied experimentally the
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head losses in a straight-flow-through junction with identical inflow and outflow pipe

diameters. These flows are generally driven by gravity, rather than pressure, but have

multiple entry points for flow merging into a main line which makes them similar to

the current geometrical setup.

The presence of water and liquid hydrocarbons generates multiphase flow inside a

horizontal natural gas well. Agrawal et al. (1973) performed experiments to calculate

pressure drop and volume fraction data for horizontal stratified flow with air-oil two-

phase mixtures. They also proposed a mechanistic model to calculate the pressure

drop in two-phase flows. Taitel and Dukler (1976) analyzed the mechanisms for

transition between different flow regimes. They developed a theoretical model that

predicts the relationship between different flow variables. These relationships were

used to develop a model for transition between the various flow regimes of two-phase

flow in horizontal as well as inclined pipes. Multiphase flow is an important part of

the production process with flow of solid, liquid and gas phases observed at different

times. But in the present work the focus will be to study well behavior under single

phase and isothermal conditions.

Kamotani and Greber (1972) studied the interaction among multiple jets aligned

in a row entering normal to the cross-flow. Ali (2003) conducted experiments to study

multiple jet interaction in a cross-flow in the absence of strong boundary effects. The

experimental setup of Yu et al. (2006) also involved similar buoyant jets discharging

into a perpendicular cross-flow. They found that the effective cross-flow that influ-

enced the behavior of the downstream jets was significantly reduced due to the wake

shadow as well as the entrainment demand in the momentum-dominated near-field

of the leading edge jet. This was referred as the sheltering effect. Lai and Lee (2010)

formulated a general semi-analytical model for multiple tandem jets in a cross-flow

using a sink-doublet model for the jet entrainment to predict the sheltered veloc-

ity near the downstream jets. Such a setup resembles a wellbore flow with multiple
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normal inflow points along a axial flow path.

The review paper by Mahesh (2013) provides a detailed description of the physical

behavior and a survey of related literature on jets in a crossflow. Cambonie et al.

(2013) conducted experiments in a water-tunnel using Particle Image Velocimetry

(PIV). Their study focused on low velocity ratio (jet to cross-flow velocity) ranging

from 0.5 to 3. They introduced a scaling law for the jet trajectory and a scaling

quality factor to determine how well a given scaling collapses the trajectories.

Coletti et al. (2013) performed experimental work in a water tunnel investigating a

turbulent jet, inclined at 30o issuing in a cross-flow. This setup is commonly found in

film cooling applications, where mixing of the jet fluid with the crossflow fluid is very

important. Magnetic Resonance Velocimetry, Magnetic Resonance Concentration

measurements, and Particle Image Velocimetry were used for visualization of scalar

and vector fields. They compared the jet entrainment with that of an axisymmetric

jet with and without any crossflow. Jet entrainment was slightly enhanced compared

with jet issuing in a quiescent fluid. Eddy viscosity was found to be very anisotropic

and non-homogeneous. Numerical simulation of the configuration was also performed

using the k− ε turbulence model available in Ansys-Fluent. The simulation predicted

a higher eddy-viscosity leading to a lower strength of the Counter Rotating Vortex

Pair (CRVP). Jet entrainment was also under-predicted by the turbulence model,

downstream of the injection.

The geometric configuration in a wellbore stage consisting of multiple perfora-

tions also resembles closely a gas combustor. This geometry can be found in gas

turbine burners and preburners in liquid rocket engines. Prière et al. (2005) con-

ducted numerical and experimental investigation of a combustor design consisting

of eight isothermal jets injecting into a round pipe. They performed Large Eddy

Simulations of the flow using a single jet in a 45o section of the pipe and symmetry

boundary conditions to account for the periodicity of the domain. The Reynolds
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(a) Combustor (b) Inflow Control Device

Figure 2.2: Schematic of Combustor and Inflow Control Device. (a) Combustor, source:
Prière et al. (2005) (b) ICD, source: Aadnoy and Hareland (2009)

number of the flow in their work was about 1.68 × 105 and the flow was very close

to being compressible. The speed of flow in oil wells is not close to the compressible

limit but might well be for gas wells, as was discussed in the analysis of Fig. 1.3. A

schematic of the domain used by Prière et al. (2005) is shown in Fig. 2.2a.

Davoudzadeh et al. (2012) also investigated simultaneous confined transverse jets

issuing radially in an axisymmetric confined crossflow, geometrically similar to ex-

periments of Prière et al. (2005). Their objective was to compare the performance

of standard and realizable k − ε models using commercially available CFD software

Ansys-Fluent, Star-CCM+ and CFD++. They used wall treatment options like stan-

dard, enhanced or low Re available in these codes. They compared velocity and scalar

distribution with experimental data and concluded that standard k − ε using Fluent

performed better than other models. This provides a basis of further investigation of

flow through such geometry using two-equation models.

Controlling the flow from the inlets (jets) entering the pipe is very important.

Recent field applications of Inflow Control Devices (ICD) have allowed engineers to

design the wellbore such that unwanted gas or water does not have easy access into

the well. Mathiesen et al. (2011), Halvorsen et al. (2013) and others have documented

improvement in production from wells that have ICD installed on them. The appli-
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cation of ICD helped in restricting the passage of flow into the wellbore near the heel

due to an increased pressure drop. This allows more flow initially from the toe-end

stages.

An example of the theory and design of an ICD can be obtained from published

literature such as Fripp et al. (2013), Oyeka et al. (2014) and Birchenko et al. (2010).

Figure 2.2b shows one variant of the many designs that are used in the industry.

Aadnoy and Hareland (2009) give a detailed analysis of the flow and related pressure

drop for their version of ICD.

Another way to control, and possibly enhance, production from the well can be

by employing an annular jet pump configuration. In principle, this can be applied to

entrain fluid using a high speed primary jet flow. The suitability of this application

shall be explored in this thesis.

A jet pump is a device that is used to transfer momentum from a primary jet

flow moving at a high velocity to a secondary flow. There are two basic types of jet

pumps in use. The canonical center-type jet pump (CJP) has a high-speed flow in the

center with low speed fluid entering from an annular opening. The annular jet pump

(AJP), less commonly used, has an annular high-speed jet that entrains a secondary

(suction) flow issuing at the center.

Figure 2.3: Main parts of an annular jet pump

Among the earliest experimental work on jet pumps was that carried out by
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Gosline and O’Brien (1934). They looked at the efficiency of CJP with water as the

working fluid. The main parts of an AJP are shown in Figure 2.3 (source: Shimizu

et al. (1987).

Winoto et al. (2000) presented a theoretical and experimental analysis of the

efficiency of CJP. They studied the effect of area ratio of nozzle to mixing throat and

different nozzle cross sections. They found the circular cross-section and area ratio of

about 0.3 to be most efficient. The theoretical maximum efficiency of CJP is 100%,

but that does not take the energy losses in various parts of the CJP into consideration.

Shimizu et al. (1987) conducted experiments to study the performance of an AJP and

its relation to the design. The maximum efficiency they obtained was 36%. Even with

a minimal design modification to the pump - a straight mixing chamber entrance and

area ratio of 0.27 - efficiency of upto 30% could be obtained. Our design consideration

for the jet pump in the wellbore is based on a basic design from this work and the

details will be presented in subsequent chapters. Elger et al. (1994) conducted an

experimental investigation of the recirculation zone in the mixing chamber of an

AJP. They presented a discussion of the design parameters and design space to avoid

recirculation. Momentum ratio was identified as the key parameter for the onset

(and avoidance) of recirculation. Long et al. (2012) carried out CFD simulation

of incompressible steady flow in an AJP using different designs. They used a two-

dimensional axisymmetric domain to simplify the geometry and computational costs.

The turbulence modeling was done using a realizable k − ε model. They obtained a

maximum efficiency of 35.8% and concluded that the flow ratio and mixing length

had the most influence on the AJP.

Sadr and Klewicki (2003) presented results of an experimental study of coaxial

jets. This configuration resembles closely that of a jet pump. The Reynolds number

based on the core flow (suction) was Re = 4.1 × 104. But the tested velocity ratios

(outer to core velocity) ranged from rv = 0.18 to 1.1. This made the outer flow as the
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suction and inner flow as main jet. This assembly is closer to the CJP. They provided

details of the flow field using molecular tagging velocimetry (MTV) method, including

mean velocity, turbulence intensities and higher order moments. This makes the data

set a very good source for comparison and testing of numerical codes.

As mentioned earlier, limited effort has been made to study wellbore flow of either

single or multi-phase nature and such works are found wanting in accuracy. Ragab

et al. (2008a,b) have simulated two-phase flow in a long horizontal pipe without

radial influx, including intermittent flow regimes. They used a very coarse mesh with

the volume of fluid (VOF) model proposed by Hirt and Nichols (1981). The mesh

uses a very large aspect ratio which exceeds a reasonable value for accurate interface

tracking.

The time-dependence of such flows in horizontal wells has not been explored. It

is understood that with decrease in reservoir drawdown pressure, the inflow in the

wellbore will also decrease which will change the productivity (ratio of production

rate to drawdown pressure) along the well.

15



3. Computational Details

3.1. Geometry and Mesh

This section describes the various geometries and meshes used for the simulations.

Both two-dimensional (2D) and three-dimensional (3D) geometries were used and

details are presented here. The mesh was generated for each geometry using Ansys

Meshing program and solution obtained using Ansys Fluent package.

3.1.1. Two dimensional axisymmetric pipe domain with five crossflow in-

lets

A cylindrical pipe domain was chosen for modeling long horizontal wells. An

axisymmetric domain was used for 2D simulations. The perforation stages were mod-

eled using annular inlets on the pipes. One such inlet represents a cumulative flow

from all perforations in one zone and flow from each perforation was not simulated

individually for the 2D simulations.

Figure 3.1a shows a schematic of the axisymmetric pipe domain used for 2D

simulations. An axisymmetric pipe domain was chosen for simulations that constitute

a part of this thesis. The domain is similar to the one used by Jha (2011) with some

modifications. The diameter was chosen as D = 0.127m which is a commonly used

pipe size in the industry for wellbore applications. At the right end of the domain a

wall boundary condition was imposed which represents the toe end of the well from

which no flow was expected. The top boundary was modeled as the pipe wall with

no flow. Five cross-flow inlets were modeled on the pipe wall as shown in Fig.3.1a

and indicated by I1 through I5. Here a total pressure boundary condition was used.

For time-dependent simulations the pressure is varied as a linear function of de-

pleting reservoir volume, Vinit, that is modeled. With flow rate from the inlets, the
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(a) 2D axisymmetric geometry

(b) Close up of a crossflow inlet

Figure 3.1: Schematic of 2D geometry with five crossflow inlets and relevant dimensions.

reservoir volume decreases resulting in decrease of pressure, given by

P (t = 0) = Vinit, P (t) = f(V ), (3.1)

where V is the volume remaining in the reservoir at time t. Appendix D gives a

user defined function describing how this function was applied in FLUENT using a

subroutine.

The distance between each inlet was chosen to be 40D. The last inlet near the toe,

I5 was at a distance of 0.5D from the toe. The left side of the domain was modeled

as a pressure outlet boundary, chosen to be atmospheric. The bottom boundary of

the domain is an axis, which gives the advantage of simulating flow in a pipe using

rotational symmetry. Using a 2D domain, however, does not allow modeling the

discrete perforation geometry. The inflow boundaries can be considered as a set of
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such perforations issuing flow into the horizontal well.

The domain was discretized into 2D elements using the Ansys meshing program.

Figure 3.1b shows a close up view of the mesh near a cross-flow inlet. The inlet width

is indicated by a reference value w = 0.0125m. A finer mesh near the pipe wall was

used to resolve high spatial gradients near the no-slip boundary. Also, finer mesh

was used near the inflow points with 30 times larger mesh separation in the axial

direction away from the mixing area than near the inflow zone. The mesh density

downstream of the inlet 1 and 2 was kept double than downstream for the other three

inlets to resolve the turbulent flow that was expected in these regions. The results

for the three different mesh resolutions are presented in the next chapter, to obtain

mesh independence.

3.1.2. Two dimensional axisymmetric pipe domain with nozzles at inlets

To more accurately control flow from the inlets and avoid mixing losses at the

same time, a nozzle configuration was employed at the inlets as shown in Figure

3.2. The inlet width on the main pipe remained the same. Only the geometry and

corresponding mesh near the nozzle and in the nozzle cavity was changed.

The nozzle consisted of a converging section upstream of it that allowed laminar

flow before injection and no recirculation to occur. The nozzle has a small opening

h through which the flow entered the domain. The upstream flow enters the mixing

region through a converging section that lead to a decreased diameter Ds = 55mm.

The mixing throat region had a diameter Dt = Ds + h. This was followed by a

gradually diverging section for pressure recovery and finally the straight pipe section.

The converging angle was α ≈ 37.5 deg while the diverging section angle β ≈ 5.5 deg.

The throat length was Lt = D and diffuser length Ld = D. This design was derived

from the annular jet pump configuration discussed in detail in the work of Shimizu

et al. (1987) and Long et al. (2012). The present design might be improved further

to reduce the losses due to flow through the nozzle. The throat and diffuser help to
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(a) 2D axisymmetric geometry

(b) Close up of a crossflow inlet

Figure 3.2: Schematic of 2D axisymmetric configuration with nozzle geometry on an inlet
for modifying flow entry.

minimize flow reversal and enhance momentum transfer between the two streams.

The mesh resolution away from the nozzle entry area was similar to that used for

the 2D axisymmetric geometry. Near the nozzle, a slightly finer mesh was required

to get a converged solution for the simulated Re. Hence the mesh used for this

geometry had 230,000 mesh elements. The nozzle opening h had 25 points across it

with spatial variation having finer mesh towards the two wall boundaries. The mixing

zone immediately downstream of the nozzle exit had the finest resolution. Also, the

mesh density downstream of the inlets 1 and 2 was kept about 50% higher than near

inlets 3, 4 and 5.
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(a) Computational domain with boundaries

(b) Dimensions

Figure 3.3: Schematic of 3D geometry of a pipe with a nozzle.

3.1.3. Three dimensional combustor geometry

Figure 3.3 gives a schematic of the three dimensional geometry of a pipe with an

inlet injecting flow perpendicular to the pipe axis. This geometry resembled closely

the combustor geometry used by Prière et al. (2005), with minor modifications. The

diameter of the pipe was chosen to be D = 100mm, the same as their experimental

setup and the jet diameter was chosen as dj = 6.1mm. Figure 3.3a shows the bound-

ary conditions used for the simulation conducted using this domain and Fig.3.3b

shows the other relevant dimensions. As with Prière et al. (2005), the domain that
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was used was a 45◦ cross section of the pipe and used symmetry boundary conditions

on two sides as shown in the figure. A velocity inlet boundary condition was specified

at the cross-flow and injection inlets. The outlet was modeled as a convective (out-

flow) boundary. Two different meshes were tested against the experimental results of

Prière et al. (2005). A hybrid structured-unstructured mesh was used here to allow

mesh generation near the injection inlet. Mesh 1 had 0.4 million elements while mesh

2 consisted of 1 million elements. The mesh density was highest near the injection

point where the two streams mix with each other. The mesh resolution near the

wall was the finest, getting coarser towards the axis. Similarly the mesh resolution

decreased going from the injection point towards the outlet and inlet. For mesh 1, at

a Re = 5.45× 105 at the outlet, the y+ value was 5.5 while at Re = 5700, y+ ≈ 0.3.

Similarly, for mesh 2, for Re = 5.45× 105, y+ ≈ 2.8 and for Re = 5700, y+ ≈ 0.14 at

the outlet, using the bulk average velocity at the outlet and the pipe diameter as the

velocity and length scales.

3.1.4. Three dimensional nozzle geometry

Figure 3.4a shows a schematic of the three dimensional nozzle geometry used for

simulating flow near a single inlet zone. As indicated in the figure, the main inlet

remained the same as in previous cases, having diameter D of the pipe. The injection

inlet is a circumferential inlet on the pipe wall. This geometry is a 3D revolution of

the planar domain used in section 3.1.2. The flow enters the domain from the main

cross-flow inlet and also the annular injection inlet. Unlike the previous section 3.1.3

where the inlets were discrete 90◦ jets with flow into the main crossflow, this geometry

allows fluid from the annular inlet to have much more axial momentum than radial

for the inflow. As with the 2D nozzle geometry, a mixing throat area and a diffuser

section was considered.
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(a) Isometric view of annular nozzle

(b) Close up of the annular inlet

Figure 3.4: Schematic of 3D domain with nozzle geometry installed on a single inlet.

3.2. Governing equations

The mass and momentum equations in differential form (together known as the

Navier-Stokes equations) are

∂ui
∂xi

= 0 and

∂ui
∂t

+ uj
∂ui
∂xj

= −1

ρ

∂p

∂xi
+ ν

∂2ui
∂xj∂xj

+ fi.

(3.2)

In the above equations, u = u(x, y, z, t) is the velocity field, ρ is the density
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(constant for incompressible flows), p is the static pressure and fi is any body force

or momentum source terms. The subscripts i and j take on the values 1, 2 and 3 for

the three spatial dimensions.

For tracking the transport of a passive scalar quantity, one extra equation per

scalar is solved. This equation is

∂ρφn
∂t

+
∂

∂xi
(ρuiφn − κn

∂φn
∂xi

) = 0, n = 1, ..., N, (3.3)

where κn is the diffusion coefficient of the kth scalar. The scalar is used to track and

visualize a certain stream of fluid if mixing takes place between multiple streams.

3.2.1. Turbulence Modeling

At high Reynolds numbers (typically ≥ 2200 for pipe flows) the flow becomes

turbulent. The mesh resolution required to resolve all the important scales in space

and time for such flow can become computationally expensive. As an alternative

turbulence modeling is generally adopted.

Turbulence modeling requires decomposition of instantaneous flow variables in

the Navier-Stokes equations (Equation 3.2). For example, the ith velocity component

ui = Ui+u
′
i. Here, Ui is the mean (time-averaged) and u′i is the fluctuating part of the

instantaneous velocity ui. Using this Reynolds decomposition, the Reynolds-averaged

Navier Stokes (RANS) equations for turbulent flows can be written as

∂Ui
∂xi

= 0

Uj
∂Ui
∂xj

=
1

ρ

∂

∂xj

[
−Pδij + 2νSij − u′iu′j

]
+ Fi,

(3.4)

where Sij = 1
2

(
∂Ui

∂xj
+

∂Uj

∂xi

)
is the mean rate of strain tensor. ρ is the fluid density,

P is the mean pressure, δij is the Kronecker delta, ν is the fluid kinematic viscosity

and Fi is the body force. Closure is achieved by modeling the Reynolds stress u′iu
′
j,
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generally using the eddy viscosity concept and Boussinesq hypothesis:

−ρu′iu′j = τij = 2µt

(
Sij −

1

3

∂uk
∂xk

δij

)
− 2

3
ρkδij, (3.5)

where k = 1
2
u′iu
′
i is the turbulent kinetic energy and µt is the turbulent viscosity. For

more details the reader is referred to Tennekes and Lumley (1972).

3.2.2. k − ε model

The k − ε turbulence model was used for all turbulent flow situations presented

in this work. This model was chosen based on the validation tests for the case of flow

from a jet issuing in a pipe for a range of Re. The results were compared against

the experimental data of Yuan et al. (1997). Details of this validation process are

available in Appendix C.

The transport equations for turbulent kinetic energy k and its rate of dissipation,

ε, are given as

∂(ρk)

∂t
+
∂(ρkui)

∂xi
=

∂

∂xj

[(
µ+

µt
σk

)
∂k

∂xj

]
+ 2µtSijSij − ρε and (3.6)

∂(ρε)

∂t
+
∂(ρεui)

∂xi
=

∂

∂xj

[(
µ+

µt
σε

)
∂ε

∂xj

]
+ C1ε

ε

k
2µtSijSij − C2ερ

ε2

k
. (3.7)

Here µt represents eddy viscosity,

µt = ρCµ
k2

ε
. (3.8)

The default model constants in Fluent were used for all simulations as listed below.

Cµ = 0.09; σk = 1.00; σε = 1.30; C1ε = 1.44; C2ε = 1.92.

The enhanced wall treatment option in Fluent was used to resolve the velocity

gradients in the wall boundary layer. This allowed the near-wall mesh spacing to be

larger than otherwise would have been required to get an accurate converged solution.
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3.3. One dimensional friction factor model

For flow in a straight pipe with smooth wall friction factor is a function of Reynolds

number (Re = ρUD
µ

), given as

f = 64/Re (laminar,Re < 2200) and (3.9)

f = (100Re)−0.25 (turbulent, Re ≥ 2200). (3.10)

Here U is the average velocity at any cross section. This relation was used to prescribe

a pressure drop between two inlets in the horizontal pipe to account for long axial

separations seen in actual wells. The pressure drop can be obtained as

∆p = f
1

2
ρU2 L

D
, (3.11)

where L is the separation distance. This model was applied at a sufficient distance

downstream of the inlets so that a spatially steady axial-velocity profile was obtained.

This was done to ensure that the pressure drop did not have any effect on the turbulent

mixing process near the inlet or the velocity profile.

3.4. Numerical Method

Equation 3.2 were solved using the Semi-Implicit Method for Pressure Linked

Equations (SIMPLE) algorithm (ref. Ferziger and Perić (1996)). For pressure inter-

polation, a second order central differencing scheme in FLUENT was used to get the

face pressure on the volume elements from the cell-center values. The second order

upwind scheme was used for discretization of momentum. A second order upwind

scheme was also used for discretization of k and ε or ω equations as well. For un-

steady cases the second-order implicit method was used. Details of each method can

be found in (ref. ANSYS (2014)). ANSYS-Fluent uses a collocated scheme in which
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pressure and velocity are both stored at cell centers. For calculation of the gradients

from the cell-centered values, the Least squares method was used.
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4. Results and Discussion

Results of simulations performed using the two-dimensional axisymmetric pipe

domain with five cross-flow inlets will be discussed first. Using the pressure drop

model discussed in Chapter 3 the long axial distances between two inlet zones can be

taken into consideration. For unsteady cases, a time-dependent boundary condition

is prescribed in the form of total pressure at the inlets. This initial pressure is a linear

function of arbitrary volume, and the same BC is prescribed on all inlets. With flow

into the wellbore the reservoir volume is reduced, thus, decreasing the pressure on the

boundary. The BC is applied in Fluent using a User Defined Function (ref. Appendix

D).

Properties relevant to those for crude oil were used for these simulations. A density

of 850 kg/m3 and viscosity of 0.003 kg/m · s was chosen to approximate crude oil

properties. The initial pressure in the reservoir was fixed at 500 Pa. The k− ε model

was used to model the expected turbulent pipe flow with high Re (> 2200), starting

with an initially quiescent fluid.

4.1. Mesh resolution

Three different mesh resolutions were tested for accuracy for the two-dimensional

axisymmetric geometry. M1 corresponds to a mesh with 70,000 elements, M2 had

175,000 elements and M3 had 200,000 elements. Across the radius of the pipe M1

had 50 mesh points, M2 had 75 points and M3 had 90 points. Between M2 and M3

the axial direction resolution near inlet zones 1 and 2 was also increased. For these

cases the Reynolds number based on bulk average velocity at the outlet and pipe

diameter was 15000. Wall y+ values near the outlet for mesh M1, M2 and M3 were

1.2, 0.6 and 0.5 respectively.

Figure 4.1 shows the velocity profile on a radial surface at a distance x = 2w
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Figure 4.1: Comparison between three different mesh resolutions for 2D axisymmetric do-
main.

downstream of the first inlet. This location was chosen because the maximum flow

rate occurs after the first inlet and closer to the heel. The Reynolds number was

maximum here and hence the mesh should be fine enough to resolve the flow features

in this region. Also, the location was close to the inlet and the mixing process occurs

here. This is evident from the velocity profile which shows a negative value of the axial

velocity very close to the pipe wall. It was found that there was not much difference

between the three mesh results for the axial velocity profile. On closer observation,

there was found to be slight difference between the three meshes near r/(D/2) = 0.6.
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Based on the observation that mesh 2 and 3 do not show much difference, mesh 2 was

chosen for all further cases. Similar observations can be made from Figure 4.1b that

shows the pressure profile on the axis near the first inlet. The location x = 0 in this

case corresponds to the leading edge of the inlet. All three mesh give similar results.

Thus the axial direction mesh spacing was considered sufficient for the simulated

Reynolds number. Also, it should be kept in mind that the κ − ε turbulence model

was used for the test. The results could not be compared against experimental or

DNS results due to unavailability of any such database for the geometry considered

here.

4.2. System in steady state

In this section we present results from simulations performed with different bound-

ary conditions. Table 4.1 lists the different cases. The inlet size for each inlet is spec-

ified as a multiple of axial width w of the circumferential inlet, where w = 0.0125m.

The initial reservoir volume Vinit for each case is specified as a multiple of an arbitrary

value V but corresponds to the same initial pressure for all cases. The draining of this

volume into the well was simulated to study time-dependent behavior of the system

with changing pressure and results are presented in section 4.3. Cases 1, 4 & 7 and

cases 2 & 5 had the same inlet sizes on all inlets but the initial volumes were changed.

Cases 1, 2 & 3 and cases 4, 5 & 6 had the same initial volume V but the inlet sizes

were changed. Case 3 & 6 had inlet sizes increasing with distance from the heel to

allow for the extra frictional pressure loss.

4.2.1. Relative pressure drop

Authors such as Ouyang et al. (1998) and many others have looked at perforated

pipes and inflow from such wall perforations mixing with crossflow in a pipe. Frictional

pressure losses have been studied for such setup. The frictional losses for the setup

used in the current case is compared with that of Ouyang et al. (1998), who proposed
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Table 4.1: Transient simulation cases using 2D axisymmetric geometry.

Case Inlet size Vinit
I1 I2 I3 I4 I5

1 w w w w w V
2 0.2w 0.2w 0.2w 0.2w 0.2w V
3 0.1w 0.15w 0.25w 0.40w w V
4 w w w w w 0.2V
5 0.2w 0.2w 0.2w 0.2w 0.2w 0.2V
6 0.1w 0.15w 0.25w 0.40w w 0.2V
7 w w w w w 10V

the analytic expression

f = f0
(
1 + 0.0153Re0.3978w

)
, (4.1)

where f0 is the friction factor with no inflow from the wall and Rew is the Reynolds

number for the wall inflow based on pipe diameter and inflow average velocity.

For the purpose of comparison case-2 from Table 4.1 was chosen as a reference.

The inlets were given a prescribed velocity inflow condition. The inflow based Rew

along with friction factor f is plotted against the total flow (downstream) Re for inlets

1 through 4 in Figure 4.2. Two cases v1 and v2 were chosen. The cross-flow specified

for the two cases was different, as observed from the plots for low and high Re ranges.

There is some difference between the simulation results and the Ouyang model. The

analytical model was proposed for lower Rew range. Hence, better agreement with

the model is observed for the lower Rew case. The basic trend was similar between the

model and simulation. It is interesting to notice that the Blasius friction factor, shown

for reference here, decreases with increase in Re. But with inflow from the wall, the

velocity profile changes near the inlet zones and turbulence mixing takes place which

results in a higher pressure loss. The geometry used for the simulation is different

than the experimental results that were the basis for the model. The difference in
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friction factors can be attributed to this. Also, the simulated cases have higher inflow

to main flow rate ratio whereas the experiments were conducted for Re/Rew < 0.01.

This influenced the results too. Nevertheless, the trends of friction factor and also

relatively accurate values at lower Rew justifies the use of the simulation setup.

4.2.2. Modeling inter-zone distance

The effect of distance between any two inlets is discussed here. The change in

this inter-zonal distance was modeled using the principle of one-dimensional friction

factor by changing L in Eqn. 3.10. The pressure at the inlets was fixed at 500 Pa

and steady state simulations were performed using the setup of case 1 from Table 4.1.

Figure 4.3a compares the flow rate from each inlet for three different axial separation
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Figure 4.2: Friction factor comparison for wellbore flow with Ouyang et al. (1998) model.
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cases between inlets. Figure 4.3b shows the total pressure on the axis of the pipe as

a function of distance. The x/D = 0 axis represents the trailing edge (in the flow

direction) of the first inlet.

It can be observed that by increasing the axial separation, the flow rate from each

inlet decreased. This was due to added pressure loss prescribed by the model. For a

separation distance of 15m the system was in partially blocked state where the inlets 4

and 5 near the toe were contributing small amounts to the total flow rate. With 55m
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and 105m separations the toe inlets were completely blocked. The gradual removal

of blocking effect can be observed with decreasing distance. But the shape of the

flow-rate curve remained similar for all three cases. The total pressure along the pipe

axis presented in Figure 4.3b shows the pressure drop before the first inlet where the

1D model is applied. Only a partial axial limits of the domain is shown here. For each

case the pressure drop upstream of the first inlet was different. This resulted from

the difference in cumulative flow rates upstream of the inlet. The variation in total

pressure downstream of the first inlet was also observed that signified the variation

due to mixing process between the cross-flow and Q1. After flow interaction between

the two streams the pressure once again normalized and started decreasing linearly.

It can be noted that the pressure drop model was applied at a location where there

was a linear decrease in pressure. The flow had fully developed and the pressure

gradient was constant downstream of the second inlet (not shown).

4.2.3. Effect of inlet size

The effect of inlet size on the production profile was studied by Jha (2011) for

laminar flow in pipes. The results presented here extend that study into turbulent

flow regime. Turbulence modeling was carried out using k − ε model and a distance

of 105m was modeled between each inlet as discussed in the previous chapter.

Figure 4.4 shows the flow rate from individual inlets for cases 1, 2 and 3 with

different inlet sizes. As observed from the red dotted curve, case 1 with large inlets

shows blocking effect where only the first two inlets were producing nearly all the flow

and the contribution from last three inlets was minimal. Hence, the red solid curve is

flat from inlets 3 to 5. The blue curves for case 2 show nearly equal production from

all the inlets, decreasing only slightly towards the toe due to added pressure drop

from the model. The green color curves representing case 3 also behave similarly but

the total production is lower than case 2. Trickle flow is evident here also but the

inlets could be producing more. The inlet sizes increased from the heel towards the
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toe. The variation in the inlet sizes was such that the flow from each was restricted

for the given pressure drop. Inlet 5 showed partial blocking where there is flow from

the inlet zone, but it is restricted by the total flow from the downstream inlets.

The above analysis can be applied to the well log data shown in Fig. 1.2. The

30 day cumulative flow rate curve suggested a significant blocking effect, as in the

large inlet-size Case − 1, for the inlets towards the toe end of the well, while the

inlets towards the heel produce most of the total flow. The 155-day curve in Figure

1.2 corresponds to decreased inlet pressures near the heel as these reservoirs had

drained, allowing the toe inlets which had higher pressure to overcome the decreased

blocking effect of the heel inlets. Note that the total production level of the well had

also dropped over this time period. This is similar to the small inlet-size Case − 2

discussed above, where the system approaches a trickle flow regime, in which each

inlet then produced independent of other inlets corresponding to the pressure gradient

available to it.

4.3. Time dependent cases

As shown in Figure 1.2, the nature of the wellbore flow regime can change sig-

nificantly over the production cycle of the well. The inlet size and pressure combine
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to change the flow rate from each inlet and its corresponding flow regime. To inves-

tigate these effects related to reservoir depletion, several five-inlet simulations were

performed using time dependent boundary conditions.

The following time-scales are relevant to this problem. The ‘equilibration’ time

scale Te is the time from initialization to establishment of a steady flow in the domain,

with constant boundary conditions. The ‘flow’ or ‘draining’ time scale Td is the time

after equilibration during which significant reservoir depletion occurs. The separation

of these two time scales is important (Ref. Jha (2011)), and was achieved by first

establishing an equilibrated state. After a sufficient Te, the time-dependent reservoir

drainage was initiated. Once a steady production state is reached the system enters

Td. Teq is not shown for any of the cases indicating that a steady state flow solution

had been reached at the beginning of the time-dependent solution. Only Td is the

scale of interest in the present simulations and is shown for all cases. The initial

reservoir volume Vinit corresponds to the boundary condition used for steady state

simulations.

Vicente et al. (2002) provide insight into time dependent change in flow regime,

relating it to the pressure draw down and reservoir properties. Their research showed

the presence of a blocking mechanism and its removal in time, albeit with a longer

well length and porous inflow boundary conditions along the total length. In the

present study, discrete inlet points, each corresponding to a completed perforation

stage, along the wellbore have been used. The pressure at the inlet boundary varies

with time as described below. Mass flow at the outlet is not prescribed, as in Vicente

et al. (2002) and other studies in literature, but is determined by the simulation itself.

Linear pressure model : An inlet pressure boundary condition decreasing linearly

in time was used to simulate the effects of reservoir depletion from flow entering

into the wellbore through the cross-flow inlet. The inlet pressure, prescribed from a

user defined subroutine, was assumed to be linear function of the remaining reservoir
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volume (after inflow into the pipe) at any given time. This simple linear model was

used to study how the flow rate from each inlet depends on all the inlet pressures

as well as downstream pressure gradient. Many different and more sophisticated

reservoir models (e.g., Penmatcha and Aziz (1999), Vicente et al. (2002), etc.) are

available and can be prescribed in place of the given model here. The coupling of

such wellbore models with the CFD simulation and its subsequent analysis is not the

objective of this work.

4.3.1. Effect of inlet size

Case-1: Figure 4.5a shows change in flow rate for each inlet over time. Initially

at t = 0s, Q1 and Q2 dominate the total flow with Q3 also producing some flow,

but Q4 and Q5 are blocked. This is evident from Fig. 4.5b which shows flow rates

for individual inlets normalized by total flow rate for the system at the heel. Q1

contributed nearly 70% of the total flow, with Q2 nearly 25%. Over time the pressure

at inlets near the heel decreased and the blocking effect weakened, thus allowing inlets

3, 4, and 5 to produce more flow. The removal of blocking effect is evident from Fig.

4.5c which shows the regime change of the system over time. At t = 15 blocking

effect was evident, with first inlet producing most of the flow. At t = 45, all inlets

were producing at approximately same rate.

Pressure on each inlet decreased with decrease in reservoir volume. Figure 4.6a

shows the decreasing pressure (normalized by initial total pressure) on each inlet over

time. The removal of blocking effect was attributed to the decrease in pressure on

the first inlet which allowed other inlets to start producing. The time change of the

drained volume for a reservoir section associated with each inlet is shown in Fig.

4.6b. At 70s flow time, nearly 70% of the initial volume in first reservoir section had

drained, whereas that from the fifth inlet only reached little over 20%.

Cases 2 and 3: Inlet sizes were changed on all the inlets to 0.2w in case 2 and

changed incrementally in case 3, as listed in Table 4.1. The simulations were repeated
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Figure 4.5: Flow rate, normalized flow rate and flow-regime change over time for case 1
(Table 4.1)
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Figure 4.6: Normalized static pressure and drained volume for case 1 (Table 4.1)

with same initial volume on each inlet. Figure 4.7 presents the regime change for the

two cases with depletion of volume in time. Steady state analysis from Figure 4.4

showed that at t = 0 Case 2 was already in a trickle flow regime. The overall flow

regime does not change much over the course of the simulated time. Case 3 also

undergoes a similar change seen in Fig. 4.7b. Depending on the inlet size, the initial

production from each inlet varied. But as the reservoirs depleted, the flow rates

normalized. The system was in partial blocking initially, as will be explained from

analysis of Fig. 4.8.
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Figure 4.7: Regime change of system over time for cases 2 and 3.

The total flow rate for cases 1,2 and 3 are compared in Fig. 4.8. Case 1 with

the largest inlets produced most flow at the start of the simulation. But the rapid

decrease in pressure on the inlets near the heel lead to decreased production there.

By t=15, case 2 was producing more flow than case 1. This shows that initially a well

with large inflow zones produces more flow than another well with smaller inlets. But

over the course of production time, the smaller inlet well could produce more flow.

Some horizontal wells produce high flow rates initially and this could result from the

initial domination by the heel inlets. But with reservoir depletion and the system

moving toward trickle flow regime the advantage is lost. In such cases, smaller or
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Figure 4.8: Total flow rate at the heel over time compared for cases 1, 2 and 3.

incremental inlets might be of interest.

For case 1, 2 and 3 the volume drained over time from the first and fifth inlets are

shown in Figure 4.9. Over the course of simulation nearly 70% of the initial volume

was drained out in case 1, while only about 50% was drained for case 2 and 30% for

case 3. But due to initial blocking, the recovery from fifth inlet was better for cases

2 and 3 compared to case 1, as indicated by Fig. 4.9b. Case 1 could produce only

about 25% of the initial volume from the fifth inlet, whereas case 2 produced about

45% and case 3 about 35%.

Initially, it can be argued that case-1 showed the maximum production of the

three cases, but over time, the advantage was lost due to decrease in pressure. This

behavior is significant and needs to be taken into account when designing a well.

A higher initial flow rate might not necessarily give higher total production over an

extended time period. Also, as discussed by Asheim et al. (1992), Oyeka et al. (2014),

Halvorsen et al. (2013) and others, rapid decrease in pressure near the heel compared

to the toe have a greater risk of premature water breakthrough which is undesirable.

From our simulations such a situation is possible in case of large inlets exhibiting high

flow rates from the heel region.
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Figure 4.9: Volume drained over time from inlet 1 and 5 compared for case 1, 2 and 3.

The dependence of total production over time on inlet size was found to be very

important. So, for completeness, this dependence is compared for various inlet sizes in

Figure 4.10. At t = 10 the system with size w had drained more fluid than the other

systems. But at t = 30 cases with both 0.2w and w inlet sizes had produced about

same and at t = 80 the total volume drained from the 0.2w-case was higher than the

large (w) inlet size. This reconfirmed that the inlet size that produced maximum flow

rate initially was not suitable over the simulated time for maximum drainage. Also,

41



0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

size ( w)

V
/V

in
it

 

 

t=10
t=30
t=80

Figure 4.10: Total volume drained for systems with different inlet sizes.

at very low inlet size of 0.05w the total production was least of the sizes considered.

4.3.2. Smaller volume: Initial transients

Cases 4, 5 and 6 have smaller initial volume used for the time-dependent calcu-

lation. At t = 0, the boundary conditions are same as cases 1, 2 and 3 respectively.

But starting with initially smaller volumes resulted in faster decrease in pressure on

each inlet. The relative increase in flow rate was quicker than observed in cases 1, 2

and 3 and presented a transient effect that was not ideal for studying draining and

its isolated effect on the system.

The volume drainage over time from the fifth inlet is shown in figure 4.11b. For

the time period shown (0 < t < 40) volume drainage was considerable compared with

the larger Vinit cases. Over the same time period shown, case 2 setup (size = 0.2w)

was able to drain more volume from inlet 5 than the other two cases. Case 1 with

large inlet setup and case 3 with incremental inlets were able to drain about the same

volume but initially, case 3 produced more flow, as was shown in Fig. 4.9b. So if

the time scale for production was kept short, case 3 would have produced more flow

from the toe inlet. Although the initial pressure was the same as other cases the total

42



0.00

0.25

0.50

0.75

1.00

 5  10  15  20  25  30  35  40

V
/V
in
it

t (s)

case-4
case-5
case-6

(a) Inlet 1

0.00

0.25

0.50

0.75

1.00

 5  10  15  20  25  30  35  40

V
/V
in
it

t (s)

case-4
case-5
case-6

(b) Inlet 5

Figure 4.11: Comparison of drainage from inlet 1 and 5 for cases 4, 5 and 6.

drainage was less efficient due to the low flow rates from all inlets.

Figure 4.11b compares volume drained from the fifth inlet near the toe for cases

4, 5 and 6. The initial volume in these cases being lower than cases 1, 2 and 3

respectively, the drainage is quicker as can be observed by comparing with Fig. 4.9b.

All three cases showed drainage more than 75% for a simulated time of 40s than for

80s in the previous set of cases. Again, case 2 was more effective in draining the fifth

volume than the other two cases, suggesting that the inflow area or the perforation
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Figure 4.12: Fraction of initial volume drained from each inlet at t=80s for Case 1, 2 & 3
and at t=40s for Case 4, 5 & 6. Total drainage takes into account all individual
volumes.

sizes would effect the total production from the toe-end stages.

Figure 4.12 shows the total volume drained from each inlet for the different cases

as indicated. If cases 1, 2 and 3 are compared, inlet 1 is dominant for case 1. But

with the fifth inlet being blocked for some duration, the reservoir volume at that inlet

could not be drained effectively. The drained volume fraction decreased from heel

towards the toe. Case 2 showed a very balanced production from all inlets and about

45% recovery from fifth. Case 3 also showed about same level of production from each
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inlet, but less than case 2 suggesting that the inlet sizes were a limiting factor for the

given pressure drop. The total volume recovered from each case suggests that among

the three cases discussed, case 2 was the best configuration for maximum recovery of

fluid from the reservoirs. Similar inferences can be made for cases 4, 5 and 6. Case 5

with smaller inlet sizes at all inlet points provided the best recovery of initial volume,

compared with case 4 having larger (w) inlet size and case 6 having incremental inlet

sizes, as described in Table 4.1. The blocking effect played an important part, as in

case 4, where the due to initial high flow rate from inlet 1 near the heel, the other

inlets had reduced contributions but were still losing pressure due to flow. On gradual

removal of blocking, the inlets near the toe started to increase in contribution to the

total flow rate, but already had reduced pressure. Case 2 (and 5) showed trickle flow

regime initially which does not ensure the maximum flow rate from any inlet but the

toe-inlets were not blocked and hence produced more flow over time.

4.3.3. Effect of Reservoir Volume
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Figure 4.13: Total flow rate comparison for different initial volumes.

Flow rate at the heel is compared for cases 1, 4 and 7 in Fig. 4.13. These cases

have the same inlet size (w) on all inlets with different initial volumes as listed in

Table 4.1. Due to a high initial volume (10V ) the decline of total flow for case 7
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Table 4.2: Simulation cases with nozzles at inlets

Case Nozzle size Vinit
h1 h2 h3 h4 h5

JP-eq1 0.1w 0.1w 0.1w 0.1w (w) V
JP-eq2 0.2w 0.2w 0.2w 0.2w (w) V
JP-incr 0.1w 0.15w 0.25w 0.4w (w) V

is slower compared to the other two cases. For case 4, the decline was rapid as the

volume was least of the three cases and, hence, the decrease in pressure on the inlets

was also rapid. The slope of decline curve changed with time suggesting transient

effects that occurred over the time period shown. This is likely due to the small

reservoir size and relatively faster removal of blocking effect. Like case 7, case 1 also

showed minimal transient effects for this time period but the decline from the initial

reservoir volumes was significant. As this time period could be simulated, given the

computational resources, this initial volume was chosen as the base case for detailed

analysis described earlier.

4.4. Nozzles on inlets

This section describes the use of nozzles on the inlet zones to study their impact

on decreasing the blocking effect. The objective was to increase production from

the upstream inlets near the toe by homogenizing production from all inlets without

having to change the inlet sizes on the pipe itself. This was achieved by modifying

the entry of the flow from the circumferential inlet through a nozzle. The design of

this nozzle was based on annular jet pumps as described in Shimizu et al. (1987).

The design of the nozzle has been detailed in Chapter 3.

Table 4.2 lists the cases that were simulated. The first case JP-eq1 has equal

nozzle size of 0.1w, Jp-eq2 has nozzle size of 0.2w and JP-incr has progressively

larger nozzle size from heel to the toe. Both cases had the same initial volume at

t = 0s. For the three cases the fifth inlet that was closest to the toe did not have a
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jet pump configuration on it and issued flow freely into the well like a regular inlet

as in previous cases. In the absence of a cross-flow for the fifth inlet (the toe end

was prescribed a no-flow boundary condition), the jet pump did not provide any

advantage over a regular inlet. Hence, by not using a jet pump on the fifth inlet, the

losses associated with flow through the jet pump itself could be avoided.

(a) Nozzle 1

(b) Nozzle 3

Figure 4.14: Velocity vectors overlayed on pressure contours near the jet pump nozzle for
inlets 1 and 3 for JP-eq1 case. The vectors are scaled (5x) and sampled (x/5).
The colormap corresponds to normalized pressure contour.

Figure 4.14 shows the static pressure contours for JP-eq1 case with velocity vectors

overlayed, near inlets 1 and 3 at t = 0. The contour shows how most of the static

pressure is trapped in the jet pump cavity due to the nozzle size being very small

compared with the main inlet size. The pressure near the nozzle starts to decrease

as it gets converted to dynamic pressure indicated by the vectors. Near nozzle 1 the

upstream pressure is higher than for the upstream flow near nozzle 3 which is due to

lower upstream flow rate from the toe stages. The velocity through the nozzle 1 is
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higher than nozzle 3.

4.4.1. Steady state analysis - Flow regime
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Figure 4.15: Steady state flow regimes for jet pump cases. Solid lines - relative contribution
to total flow rate; dotted lines - cumulative production.

Figure 4.15 gives individual flow rate contributions and the cumulative flow rate

from the heel to the toe, for steady state simulation of the three jet pumps cases.

Here, a constant pressure boundary condition was prescribed on all inlets. It can be

observed that JP-eq1, which had smaller nozzle size 0.1w on inlets 1 to 4 produced

from all inlets close to trickle flow regime. The fifth inlet produced much higher flow

than the other four inlets due to its relatively large size w. Similarly, for case JP-

eq2 the first four inlets produced in trickle flow but the fifth inlet produced nearly

the same as second inlet. The first four inlets produced higher than JP-eq1 case

due to their 0.2w opening. This had an effect on relative blocking of the fifth inlet.

Case JP-incr showed same relative contributions from all inlets. This was due to the

increasing size of the nozzle opening towards the toe. The cumulative flow rate for

the three cases are shown in dotted lines. Although the fifth inlet contribution for

JP-eq1 was the highest, it had the lowest cumulative flow rate due to the small nozzle

sizes. JP-eq2 produces the highest total flow rate whereas JP-incr case had slightly
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lower total flow rate.

It is interesting to note here that the reservoir-wellbore coupled model of Vicente

et al. (2002) predicted a similar flow rate distribution as JP-eq1 and JP-eq2. JP-eq1

presented an exaggerated situation where the toe inlet was relatively larger than the

other inlets than JP-eq2. Vicente et al. (2002) attributed an increased flow rate from

the toe at initial times to the larger reservoir volume available to the toe. Also, in

their case, the toe inlet was not blocked and was assumed to produce flow. Based on

the current simulation and its analysis, it is suggested that the higher flow rate from

the toe was due to the increased inflow and the pressure drop available to it. The

absence of blocking effect allowed for a higher pressure differential between the toe

and the heel. Hence the instantaneous flow rate was not determined directly by the

reservoir volume but by the pressure.

It would be appropriate to compare the performance of these jet pump type con-

figuration against that of circumferential inlets. This is done in Figure 4.16 that

compares the individual flow rate contribution and cumulative flow rate between the

cases. It was observed that between case-2 and JP-eq2 the flow was more equalized

from all inlets in the former. But higher contribution from inlet 1 and 5 was ob-

served. The cumulative flow rate was higher for case-2. Cases JP-incr and case-3

are also compared. Both had similar cumulative production profiles but there was

slight advantage that was observed from the toe-inlet for JP-incr.

This analysis showed that initially at high equal pressures on the inlets at the start

of production a high flow rate could be achieved from the toe-end stages by having

larger inlets on them. The relative sizes can be selected as per the inlet pressure and

pressure drop between the inlets. JP-eq1 produced the most flow from the toe and

JP-eq2 produced the highest total flow rate. But in many situations, this might not

be the requirement, as indicated by Dore Fernandes et al. (2006). For the purposes of

mitigating water breakthrough into the well, flow rate equalization is desired and this
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Figure 4.16: Comparison of jet pump cases (dotted lines) with circumferential inlet cases
(solid lines) from Table 4.1.

can be accomplished by using an inflow control device (ICD) as shown by Birchenko

et al. (2010), Oyeka et al. (2014) and others.

The initial flow regime of the system can be quite different from the regime at

a later production time when the inlet pressures are not all equal. All the studies

mentioned above and in Chapter 2 show the flow rate result of ICD application at

a certain time in the production life of a well. Although most publications showed
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increase in total production over a certain time period, knowing the inevitability of

decrease in reservoir pressure the suitability of the same ICD setup or perforation dis-

tribution might not be optimum. This decreasing pressure translated to a boundary

condition for our simulations. This requires a time-dependent study of flow through

the jet-pump configuration to access the suitability of the present design. This study

was undertaken and results presented in the next section.

4.4.2. Time-dependence of flow regimes

Figure 4.17 shows flow regimes and drained volume at different times for the

annular jet pump cases. For case JP-eq1 the flow regime was initially near trickle

flow at t = 20s, with the fifth inlet dominating the total flow rate. This inlet also

produced the most flow (Fig.4.17b) for the entire duration of the simulated time

period with a total drainage of about 50% of the initial volume. The fifth inlet did

not have any jet-pump configuration on it and there was no blocking effect on it from

the downstream ones. Only the fifth inlet produced more than 50% of the initial

volume. The other four inlets contributed to the total production as per the pressure

gradient available to them.

For JP-eq2 case the slightly larger inlet size 0.2w resulted in some blocking effect,

observed from Figure 4.17c and 4.17d. The first inlet dominated for the simulated

time period. The third and the fourth inlet produced less than the fifth inlet for the

entire time. Again, the relatively large size of the fifth inlet allowed it to contribute

more to the total flow rate and the other inlets were limited by their inlet sizes. At

t = 80s inlet 1 had drained the most (≈60%) among all inlets while the fourth inlet

had only drained ≈ 30% of its initial volume.

Figure 4.17f corresponds to the incremental inlet size case JP-incr. For this case,

the relative contribution to the total flow rate from all the inlets was about the same

throughout the simulated time period. This suggests trickle flow regime for the entire

duration. The shape of the regime curves remained similar at all times. This resulted

51



1 2 3 4 5
0

2

4

6

8
x 10

−4

Inlets

Q
 (

m
3 /s

)

 

 
t=20
t=40
t=60
t=80

(a) JP-eq1 regimes

10 20 30 40 50 60 70 80
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

t (s)

V
/ V

in
it

 

 
V

1

V
2

V
3

V
4

V
5

(b) JP-eq1 drainage

1 2 3 4 5
2

2.5

3

3.5

4

4.5

5

5.5
x 10

−4

Inlets

Q
 (

m
3 /s

)

 

 
t=20
t=40
t=60
t=80

(c) JP-eq2 regimes

10 20 30 40 50 60 70 80
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

t (s)
V

/ V
in

it

 

 
V

1

V
2

V
3

V
4

V
5

(d) JP-eq2 drainage

1 2 3 4 5
2.4

2.6

2.8

3

3.2

3.4
x 10

−4

Inlets

Q
 (

m
3 /s

)

 

 
t=20
t=40
t=60
t=80

(e) JP-incr. regimes

10 20 30 40 50 60 70 80
0

0.1

0.2

0.3

0.4

t (s)

V
/ V

in
it

 

 
V

1

V
2

V
3

V
4

V
5

(f) JP-incr. drainage

Figure 4.17: Flow regimes and volume drained over time for cases with annular jet pump
inlets.

in nearly equal drainage from all inlets. This case suggests a desirable configuration

where the segments of the reservoir associated with each inlet produce equal flow

throughout the production period.

Figure 4.18 shows the volume drained from each inlet as a fraction of the initial

volume Vinit and also the total volume at the end of simulated time period, t = 80s.

As discussed earlier, for JP-eq1 the fifth inlet was the most drained due to very little
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blocking effect on it. The four downstream inlets had small sizes and hence lower flow

rates associated with them for the simulated period. For JP-eq2 the first volume was

drained the most. That contributed to this case having maximum total production at

the end. The third and fourth inlet produced less than the fifth inlet and were partially

blocked. JP-incr was able to achieve a near homogeneous production profile. This

case showed little sign of blocking at the beginning. The nozzle sizes on the jet-pump

configurations were such that the inter-zone pressure drop was overcome by the inlet

pressure and each inlet could contribute equal flow rate. Hence, the drainage from

each inlet at the end was nearly equal. Such an arrangement of nozzle sizes would

potentially benefit in draining more even volumes from the reservoirs associated with

each perforation stage while maintaining a homogeneous flow regime from the well.

4.5. Annular inlet with discrete holes

4.5.1. Code Validation

As mentioned in Chapter 2 the geometry of a perforated inlet zone in a wellbore

resembles a pre-burner (combustor) of staged combustion rocket engines. The main
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Figure 4.19: Comparison of axial velocity for combustor geometry crossflow at different
axial locations.

pipe of the combustor is like the wellbore and the jet inlets resembles the perforations

on the pipe wall. The density of these perforations differs for every well. In the

combustor case considered here there were eight jets in cross flow (JICF) spaced

evenly around the circumference of the main pipe.

This configuration was studied using a three-dimensional domain and the details of

the domain were presented in Chapter 3. Prière et al. (2005) conducted experimental

and numerical studies (LES) on the combustor. The present simulation setup was

first validated using those experimental results. As in the simulations, a 45o section
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of the main pipe was considered as the domain with symmetry boundary conditions

as described in Chapter 3. Two mesh resolutions were tested for obtaining a mesh

independent solution. Mesh 1 had ≈ 4 × 105 elements while Mesh 2 had ≈ 1 × 106

elements. The flow Reynolds number based on the crossflow bulk velocity Vcf and

the main pipe diameter D was 1.68 × 105. The jet Re based on the jet diameter dj

and the jet average velocity Vj was 41× 103. The jet to crossflow momentum ratio J

was 16. This is given as

J =
ρjetU

2
j

ρcfU2
cf

. (4.2)

As the densities of the two streams were equal, the jet to crossflow velocity ratio

r = Uj/Ucf = 4. The mean field of the mixing region can be described by the velocity

distribution. Figure 4.19 shows mean streamwise velocity profiles at two downstream

locations, 2dj and 5dj, from the injection point for steady state simulations. The

shapes of the experimental and simulated velocity profiles are in reasonable agree-

ment. The main flow features are captured by the k − ε turbulence model that was

used in the present simulations, although slightly better prediction was obtained from

LES simulations carried out by Prière et al. (2005). Also, no significant differences

were observed between the two mesh resolutions tested here. This proved that the

code turbulence model could be used at such high value of Re and, hence, also at

lower values.

Friction factor for flow across the inlet zone is compared with experimental results

of Jiang et al. (2001) in Figure 4.20. They conducted experiments using different

perforation distributions on a pipe resembling a wellbore completion stage. They

showed that pressure drop across a stage is dependent on parameters such as density

of perforations(φ, holes per foot), azimuthal phasing (α), Reynolds number (Re) and

ratio of perforation to main flow rate(qin Q̄). Based on these parameters they gave

55



0.01

0.1

1

20000 22000 24000 26000 28000 30000

fr
ic

ti
on

 f
ac

to
r, 

f

Reout

Re=21,500

Jiang et al

Blasius
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ments.

correlations of the form

f = aReb + Cn2dφ
qin
Q̄
, (4.3)

where a, b and Cn are constants obtained from analysis of the experimental data

set. For the present simulations, the total inflow rate from the jets was taken to be

eight times the inflow from one jet. For the purpose of comparison, one data set of

Jiang et al. (2001) was chosen, with the parameters as follows: α = 90o, φ = 5, a =

0.873, b = −0.341, Cn = 2.344.

The crossflow was kept constant at Recf = 21, 500 and the jet velocity was varied

for every simulation. This trend of increase in f was observed from the data sets

presented by Jiang et al. (2001) but was not discussed. With increase in the jet

velocity, the total flow rate at the outlet increased resulting in increased Reout. The

f values are in good agreement with the experimental results and the trend is also

matched.
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Figure 4.21: Comparison of jet trajectories for two different velocity ratios with published
data. Here r is velocity ratio. Experimental data from Keffer and Baines
(1963) & Kamotani and Greber (1972).

This gives confidence in the ability of the k − ε turbulence models in such a flow

configuration and simulated Re. Further validation of the code was carried out using

a single inlet in a crossflow and compared with results of Yuan et al. (1997). This

study is presented in Appendix B for reference.

For the purpose of wellbore flow a lower Re flow was simulated. The crossflow

Reynolds number Recf value was chosen as 5800 and the jet Reynolds number Rej

was varied for different steady state simulations. A velocity profile obtained from

1/7th power law for pipe flow was used as the inlet boundary condition so that when

the crossflow interacts with the jet flow, the velocity profile is close to fully-developed.

For the jet, a constant velocity across the inlet boundary was used.

Figure 4.21 shows comparison between simulated cases for r = 2.0 & 4.0 and

published experimental data. It should be noted that the experimental data is for

the canonical JICF experiments with the jet issuing in a two dimensional boundary

layer. No such data was available for the Re that was simulated here. The commonly

used ‘rd’ scaling has been employed (Mahesh (2013)). It can be observed that near
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the jet injection point the trajectories matched with experimental data. Away from

the jet injection, there was reasonable agreement but the penetration of the jet into

the crossflow is not as high as the free crossflow cases of the experimental works.

The jet penetration is lower than that for free crossflow case due to the geometry

in consideration here. This is a major difference between the jet in the present case

and the canonical JICF setting. Until now, only a handful of published works are

available on the study of jets issuing in pipe flow and their interaction. More work is

required to understand the mixing characteristics of the jet in a pipe cross flow.

0 1 2 3 4 5
0.6

0.8

1

1.2

1.4

Trajectory - Scalar Diffusivity

x/rd

r'/
rd

 

 

 = 
 = /100

Figure 4.22: Comparison of jet trajectories for two different values of scalar diffusivity.

For the present simulations a passive scalar was introduced from the jet inlet. This

scalar was tracked by solving equation 3.3. The scalar diffusivity κ was set equal to

the fluid viscosity. The sensitivity of scalar diffusivity on the flow was studied by

changing the value of κ. The result is shown in Figure 4.22 which compares the jet

trajectory for κ = µ and κ = 0.01µ. The two curves are identical very close to the jet

exit. Away from the exit, some differences can be noticed, but not significant enough.

Hence for all the simulations in this section κ = µ was used.

Using the above mentioned setup simulations were carried out for four different
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velocity ratios. Mesh 2 was used for all the results presented here. Jet trajectories

for these simulations are compared in Fig. 4.23. Once again, the rd scaling has been

used. The trajectories were based on the maximum scalar concentration of the jet

flow at downstream locations of the jet. It can be observed that the trajectories do

not collapse using the rd scaling, especially as the distance from the jet injection point

increases. This suggests that rd scaling might not be appropriate for jets injected

into a confined crossflow (JICC) as in this case.

4.5.2. Mean flow

The various simulated velocity ratios presented an interesting study. With in-

crease in velocity ratio, the flow from the jet had more momentum to penetrate the

crossflow. This is observed from Figure 4.24 which presents non-dimensional mean

axial velocity. The crossflow velocity profile changed downstream of the injection

point with increasing velocity ratio. For low velocity ratios r = 0.5 and 1.0, the

cross-flow velocity profile did not change significantly. The velocity profiles became

more parabolic shaped at further downstream locations, deviating away from the tur-

bulent pipe flow profile of the crossflow. The penetration can be seen near the pipe
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wall (y/D = 0.5) for the profiles. For r = 2.0 and 4.0 the velocity profile showed

penetration of the jet at x/dj = 2. Moving away from the injection point the sharp

gradients in velocity diffused.

Figure 4.25 shows the mean velocity field near the jet exit. Figure 4.25a shows

the stream-wise velocity normalized using the crossflow velocity Vcf . One can observe

the regions of low and high velocities on the windward and leeward sides of the jet.

These sides correspond to the two humps in the stream-wise velocity profiles shown

in Figure 4.24, the leeward side near the pipe wall and the windward hump towards

the center of the pipe. There is a region of recirculation very close to the jet exit,

which effects the pressure drop characteristics of the crossflow.

Figure 4.25b shows the scalar field near the jet exit. The scalar showed the jet

trajectory very clearly as it moved with the jet fluid; the crossflow had zero scalar

concentration. The diffusion of the scalar can also be observed as a result of the scalar

diffusivity being non-zero in Equation 3.3. Figures 4.25c and 4.25d show contours of

normalized stream-wise velocity and stream-wise vorticity in a plane that is normal

to the stream-wise direction located at x = 2dj downstream of the jet inlet. Using

the symmetry planes of the domain all eight jets issuing into the crossflow present

a pattern, similar to those obtained by Prière et al. (2005). The vorticity contours

show the counter-rotating vortex pair that was formed downstream of the jet.

4.6. Annular jet pump - three-dimensional simulations

A three-dimensional nozzle geometry was used for the simulations described in

this section. The overall picture of the jet pump nozzle on a inlet zone was obtained

from 2D simulations described in section 4.4. Symmetry boundary conditions were

used as described in Chapter 3.

The main objective of an Inflow Control Device (ICD) is to control and homogenize

the flow rate from all stages in a well to, ultimately, improve productivity and prevent
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Figure 4.24: Comparison of axial velocity for combustor geometry crossflow at different
axial locations.
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(a) Normalized x-velocity (b) Scalar concentration

(c) Normalized x-velocity (d) Normalized x-vorticity

Figure 4.25: Contours of various quantities of the flow in the mixing region

early water breakthrough (Halvorsen et al. (2013), Birchenko et al. (2010), etc.). The

present nozzle configuration can serve as an ICD by controlling the flow rate. This

was shown using two-dimensional simulations in section 4.4. For incompressible flow

considered in this work, the nozzle opening size determines the flow rate along with

pressure at the inlet. The ICD could be designed to minimize the energy losses in

the flow. The converging section, diverging section and the throat design depend on

the operating flow rate (Re). Various studies like Shimizu et al. (1987), Elger et al.

(1994), Xiao et al. (2013), etc. present designs of annular jet-pumps that could be

modified to fit the present application in horizontal wellbores.

A mesh resolution test was carried out for the 3D domain of nozzle on the circum-

ferential inlet as described Chapter 3. Mesh 1 contained 1.5 × 105 volume elements

and Mesh 2 contained 1.0 × 106 elements. Structured grid was used for both mesh
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Figure 4.26: Axial velocity profile comparison for mesh resolution test of 3D simulation at
x=2h downstream of the nozzle. k-ε model was used for turbulence modeling

resolutions. Mesh 1 contained 15 mesh points across the nozzle exit and Mesh 2 con-

tained 25 points. The k − ε model was used for turbulence modeling. Total pressure

boundary conditions were imposed on the crossflow inlet and the circumferential in-

let and a static pressure on the outlet boundary. Figure 4.26 shows velocity profiles

for the two mesh resolutions at x = 2h, where h is the nozzle width. The crossflow

Reynolds number Recf was 13,300. For Mesh 1, y+ = 0.7 near the outlet and for Mesh

2, y+ = 0.2. The maximum velocity from the nozzle differs for the two mesh resolu-

tions, as does the velocity near the nozzle wall separation at r/h = 0. Here, r is the

radial distance from the nozzle separator, positive values indicate position towards

pipe wall and negative values toward pipe axis. For these simulations, a pressure

boundary condition was used for the crossflow inlet as well as the circumferential

inlet.

Figures 4.27a and 4.27b show pressure and stream-wise velocity contours near

the nozzle on center plane with z-direction normal. This illustrates the utility of the

nozzle injector where the inlet pressure is converted to dynamic pressure only near the
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(a) Static pressure

(b) Stream-wise velocity

Figure 4.27: Pressure and x-velocity contours on center plane for 3D simulation of inlet
with nozzle.

nozzle. This depends on the opening size and design of the nozzle. To reduce losses

and avoid any recirculation, the nozzle was provided with a circular shaped entrance

leading upto the separator wall. The nozzle opening is such that flow from it enters

the main flow pipe almost parallel to the crossflow. This is evident from Figure 4.28a

which shows the velocity profile at a distance of 1h downstream of the nozzle location,

where h is the nozzle opening width. The zero line corresponds to location of the

separation wall between nozzle and main flow stream. Two turbulence models were

used in these simulations - the k− ε and k−ω-Shear Stress Transport model (Menter
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(1994))- to observe any major differences in the flow features predicted by the two

models. Both models predicted similar trends in velocity distribution. There was

some difference between the two in prediction of velocity profile near r/h = −0.5.

This is the zone where the two streams with different velocities (shear layer) mix

together and momentum transfer takes place.
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Figure 4.28: Axial velocity profiles downstream of the jet injection plane, from 3D simula-
tion of a jet pump.

The flow from the nozzle presents an advantage over flow directly from a circum-

ferential inlet or discrete perforations into the crossflow. The pressure drop due to

mixing of the two fluid streams would be higher for the perforations than the nozzle.

This is due to the direction of the jet flow being normal to the crossflow and the losses

65



0.00

0.10

0.20

0.30

5400 5500 5600 5700 5800 5900 6000

fr
ic

ti
on

 f
ac

to
r, 

f
Re

Nozzle

Discrete holes

Figure 4.29: Friction factor comparison between discrete holes and nozzle

associated with the turbulent mixing of the two streams. Figure 4.29 compares the

frictional pressure drop across the nozzle and the combustor geometry with discrete

holes. In these steady state simulations, the crossflow Reynolds number Recf was

held constant at 5430 for the nozzle case and 5540 for the combustor case. An inflow

velocity profile was prescribed using the one-seventh power law to aid the develop-

ment of a fully developed flow before mixing of the injection. The injection stream

in case of combustor or the annular inlet in case of nozzle were specified a constant

velocity inlet condition. Hence, each point on the plot represents a different injec-

tion velocity for the same crossflow conditions. It can be observed that the friction

factor is slightly lower for the nozzle cases than the combustor cases (discrete holes).

This suggests a greater loss due to mixing of two streams with the injection stream

perpendicular to the crossflow when compared with nozzle cases. The nozzle design

also has losses associated with it. A better design will potentially further decrease

the energy losses and help to enhance production.

The three-dimensional simulations give details of the flow field that could not

be obtained from 2D simulations. The design of the nozzle and other parts of the

jet-pump configuration can be studied numerically using 3D flow simulations and im-

proved further to suit different Re and applications such as wells with predominantly

gas flow. The circumferential inlet can also be replaced by discrete perforation holes
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to study flow interaction among them and its effect on the overall crossflow. Although

RANS turbulence models have found to be unable to predict JICF in great detail (Co-

letti et al. (2013), Jessen et al. (2007)), the basic flow features can still be observed.

Their use in engineering flow problems due to lower computational requirements and

complex flow geometries is common.
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5. Conclusions

CFD simulation of a wellbore with multiple stages was performed using an ax-

isymmetric pipe geometry with five annular inlets. This was a simplified inlet used in

place of perforation zones that are created in an actual wells. Flow near these inlet

zones was simulated while flow away from the zone was modeled using a pressure

drop model. Thus with a relatively small computational domain, a wellbore with as

much as 105m between each of the five inlet zone was modeled and simulations were

carried out.

In a system with multiple stages, for a given pressure and inlet size, three different

flow regimes were observed - trickle, partially blocked and blocked flow regime. In

trickle flow, the inlets functioned independently of each other. There was minimal

limiting effect on the upstream inlets due to the downstream ones. In a partially

blocked flow regime, the inlets near the heel dominated while the fully blocked regime

was characterized by near maximum flow rate from the first inlet near the heel (outlet).

The inlets downstream of the first inlet were blocked. The well known heel-toe effect

would fall under this classification.

It was observed that with increase in inlet size, the total flow rate for the wellbore

also increased and the flow regime changed. Increasing the inlet size shifted the regime

from trickle flow towards fully blocked flow. Within the limits studied here, increase

in pressure for constant inlet size increased total and individual production, but the

flow regime did not change. It is clear that regime change can occur over a wider

range of pressure variation.

A simple reservoir model was used to study the effect of dynamic change in pres-

sure on the behavior of individual inlets in a multi-inlet setting. The equilibration

time scale Te and reservoir depletion time scale Td were identified. A lumped pa-

rameter type pressure drop model was used to account for pressure loss between the
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inlets along the pipe axis. Coupling this with the CFD simulation of flow near the

inlets showed how the individual inlets interacted dynamically. The change in regime

with depleting reservoirs was compared to the actual field data from Fig. 1.2 which

has 31 stages. The results also indicated the existence of a blocking type effect that

was observed in the work of Vicente et al. (2002, 2004), which changes with pressure

draw-down and time. It was concluded that the actual well shifted from a partially

flow limited regime at the 30-day mark towards a trickle flow regime at the 155-day

mark. The effect of inlet size on initial production and over time was investigated

and compared.

Large, small and variable inlet sizes were used on the inflow zones. For the variable

case, the inlet sizes increased starting from the heel and increasing towards the toe to

achieve homogeneous production profile. The total flow rate over time and fraction

of initial volume drained was compared for the three cases. The small inlet case

performed better than the other two cases in draining the maximum volume. The

initial production profile would change over time and this effect needs to be included

in designing any well.

Simulations were also carried out on a three-dimensional grid for flow in a com-

bustor geometry, resembling a perforation zone in horizontal wells. The flow features

were reasonably duplicated for high Re from Prière et al. (2005). Simulations were

conducted for lower Re flows applicable to wells with significant liquid production.

General friction factor trend agreement was achieved for such flows on comparison

with experimental work of Jiang et al. (2001).

Taking this analysis further, a nozzle was designed based on available designs of

annular jet pumps in the literature and this was constructed around a perforation

zone. Two-dimensional simulations were carried out with nozzles located near four

inlets; the fifth inlet near the toe was allowed to flow freely into the wellbore. The

proposed design could be used as an inflow control device to modify the production
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profile of the well. Three dimensional simulations of the design were also carried out

using symmetry planes and comparisons were made with a combustor geometry with

discrete holes.

In conclusion, the present study is a novel attempt at understanding flow dynam-

ics in a multiple stage horizontal wellbore. The specific flow regimes that apply to any

given well will depend on the well diameter, inlet sizes and spacing, production flow

rates, reservoir and well bore pressures, and the fluids involved. Coupling such sim-

ulations with reservoir models can provide more information about time-scales and

dynamics of a specific well. But important aspects of the fluid dynamical interaction

between stages can be investigated independently of specific reservoir model cou-

pling. The present study makes a case for management of completions in a horizontal

wellbore, based on more accurate determination of the flow states in the well.
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6. Future work

CFD simulations can be used to assess various new designs of inflow control de-

vices, including jet-pump-like configurations, in the oil production process. To better

understand flow in these devices and come up with efficient designs more accurate

simulations are required.

The effect of the design of nozzle / jet-pump was not considered in the present

work. That will be explored further for predicting the efficiency of the jet pump under

time varying conditions.

The presence of discrete inlets on flow thorough the jet-pump / nozzle configura-

tion is also to be studied in future. The pressure loss in the nozzle due to flow from

these inlets is important and further simulations need to be carried out to analyze

this issue.

Multiphase flow is a common occurrence in oil and gas wells. Further studies

need to be undertaken to determine the suitability of an enhanced version of present

hybrid method in such cases.

Under high pressure and flow rates, compressible flow is predicted to occur in

these wells. The flow behavior can potentially be very different under varying density

and/or high velocities such as in wells primarily producing natural gas.
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Appendix

A. Governing equations for axisymmetric flow solution

Cylindrical coordinates are chosen to take advantage of symmetry and in axisym-

metric flows the tangential velocity component vanishes (uφ = 0). The remaining

quantities are independent of φ. For two-dimensional axisymmetric geometries hav-

ing incompressible flow, the Navier-Stokes equation is given by

ρ

(
∂ur
∂t

+ ur
∂ur
∂r

+ uz
∂ur
∂z

)
= −∂p

∂r
+ µ

[
1

r

∂

∂r

(
r
∂ur
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)
+
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− ur
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+ fr, (1)

ρ

(
∂uz
∂t

+ ur
∂uz
∂r

+ uz
∂uz
∂z

)
= −∂p

∂z
+ µ

[
1

r

∂

∂r

(
r
∂uz
∂r

)
+
∂2uz
∂z2

]
+ fz, and (2)

1

r

∂

∂r
(rur) +

∂uz
∂z

= 0, (3)

where z and r are the axial and radial directions respectively and f stands for body

forces applicable on the fluid.

B. Turbulence Model and Development length

Figure A.1a shows comparison of two turbulence models for flow through the

domain. Only I5 was active and a flow rate was prescribed to this boundary such

that the Re based on the average outflow velocity at the heel and pipe diameter

was 43,845. Such a Re was chosen for comparison purposes. The figure gives a

classic semi-log plot of non-dimensional velocity as a function of distance from the

wall and results from k-ε (with enhanced wall treatment, k − ε) and kω-SST (SST)

models are compared with experimental results of Zagarola and Smits (1997) that

were obtained the Princeton Super-pipe database. The experimental result (PS-exp.)

corresponds to Re = 41, 727. The velocity profile compared here is at a location 35D

downstream of the inlet when the velocity profile had developed. Both turbulence
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models were in agreement with the experimental results. Hence, for the present

computation, the k − ε model was chosen without loss of accuracy or physics of

the flow features. The mesh was constant for all these cases. More details about

the turbulence models can be found in ANSYS (2014). Here y+(= yuτ/ν), is the

wall co-ordinate, made dimensionless with the friction velocity uτ (=
√
τw/ρ), and

u+(= u/uτ ) is the dimensionless velocity.

(a)

(b)

Figure A.1: (a) Comparison of turbulence models for a channel flow. (b) Determination of
development length for turbulent cross-flow using Case-1. One side inlet (I5)
flowed into the domain, locations correspond to downstream from I5.

To ensure that the distance between two inlets was sufficient for fully developed
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flow, simulations were performed with a single side inlet (I5) with flow conditions

chosen to give a Reynolds number of 43,845 at the outlet. Figure A.1b shows the

velocity profiles at different locations downstream of the side-inlet.

There is convergence at a distance of 35D from the inlet, for the velocity profiles.

To be conservative, the distance between two side-inlets was 40D in the channel

simulations presented in this paper, which adequately allowed for flow development

even at slightly higher Reynolds numbers. It should be noted that the Re goes to

a high value near the heel of the pipe as it increases with cumulative flow rate from

each inlet, starting from the toe. Hence, this inter-zone axial spacing of 40D was

judged sufficient for fully developed flow.

C. Code Validation

Using a 3D intersecting pipe domain the authors performed a test study to validate

the κ − ε model (Chapter 3) that was used to compute turbulent flow in a channel.

The domain was similar to the test section used in the experimental work by Yalniz

and Ozkan (2001) and also closely matching with Yuan et al. (1997). Water was

used as the fluid with density of 1000 kg/m3 and viscosity 0.001 Pa − s at STP.

Velocity boundary conditions were specified at inlets of the main and injection pipe,

while the outlet was modeled as a convective (outflow) boundary. A combination of

unstructured mesh near the junction and structured mesh away from it was used.

The total mesh count was about 458,000 for the 3D domain. The entry length was

chosen using the method described in the preceding section.

Comparison was made between the friction factor obtained from CFD results

and that from the experiments of Yuan et al. (1997) and presented in Fig. A.2.

The friction factor is defined as ft =
4p/4x
ρū22/2D

. The ratio of injection to the axial

pipe flow rate for this study was qin/Q1 = 0.1. The Reynolds number is defined as

Re = ρū2D/µ, based on average outlet velocity. There is a slight deviation from
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Figure A.2: (a) Friction factor comparison between k−ε model and experimental data from
Yuan et al. (1997);(b) Contours of velocity magnitude near pipe junction at the
center z=0 plane, Recf = 9190

the experimental results at lower Re, but fair agreement is obtained at higher Re.

The above figure presents details of flow near the junction obtained from CFD. It

shows the velocity magnitude contours near the junction. The dynamics of this flow

interaction is being studied in greater detail, as this mixing process greatly affects

the pressure drop, and hence the friction factor, across the junction.
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D. User Defined Function for pressure boundary condition

/* UDF for hydrostatic head at pressure-inlet BC */

/* Pressure to be prescribed in Pascals*/

#include "udf.h"

/* Defining constants */

# define RHO 850.0

# define G 10.0

# define P_INIT 500

# define VOL_FAC 5.0

# define EQTIME 1.0

/* Change Zone IDs for each inlet, available from Fluent */

# define ZONEID_1 44

# define SIZERATIO 1

DEFINE_PROFILE(fill1,thread,index)

{

Thread *t1;

face_t f;

real last_vol=0, new_vol=0, P=0;

real height;

real mass_flow1=0.0;

Domain *domain;

real time = CURRENT_TIMESTEP;

int time_step = N_TIME;

real current_time = CURRENT_TIME;

real LB = VOL_FAC;
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t1 = Lookup_Thread(domain,ZONEID_1); /*inlet*/

if(current_time<= EQTIME){

begin_f_loop(f,t1)

{

F_PROFILE(f,t1,index) = P_INIT; /* initial pressure */

F_UDMI(f,t1,0) = LB * P_INIT/(RHO*G); /* initial volume */

}end_f_loop(f,t1)

}

else{

begin_f_loop(f,t1){

mass_flow1 += F_FLUX(f,t1);

}end_f_loop(f,t1)

/*printf("Mass flow rate from the nozzle = \%f\n", mass_flow1);*/

begin_f_loop(f,t1){last_vol = F_UDMI(f,t1,0);}end_f_loop(f,t1)

new_vol = last_vol + (mass_flow1 * time / RHO);

/*as mass flux is negative at inlet */

height = new_vol/(LB);

P = RHO * G * height; /*initial volume */

begin_f_loop(f,t1){

F_PROFILE(f,t1,index) = P;

F_UDMI(f,t1,0) = new_vol; /*assign new volume to memory */

}end_f_loop(f,t1)

}}
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