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ABSTRACT

The Ritz method is presented for minimizing a cost 

functional of the special form J(u) = /q u(x)dx subject 

to differential constraints which are non-linear in the 

control u(x), and which have the form q* (x) = A(u,x)q(x). 

Through the use of a suitable space of cubic splines on a 

mesh of norm h on the interval [0,L], the method is used 

to minimize J(u) and leads to an approximate solution of 

the constraints q'(x). The application of this method is 

demonstrated for two problems in structural optimization. 

The first example deals with minimizing the weight of a 

column under a critical load, and the second example shows 

an interesting case of requiring a geometric constraint on 

the design variable to arrive at a minimum weight of a beam 

on transverse vibrations for a specified natural frequency.
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INTRODUCTION

Optimization theory is playing an increasingly 

important role in the design of systems. In the application 

of optimization theory to design problems the objective is 

to minimize a performance measure for the system and satisfy 

certain constraints that are characteristics of the system 

in question. Variational techniques are used to derive 

necessary conditions for optimal design or optimal control. 

In general the variational approach leads to a non-linear 

two-point boundary-value problem that can not be easily 

solved analytically to obtain the optimal solution.

An alternative approach is given by the Ritz 

method which directly minimizes the performance measure 

over subspaces of piecewise-polynomial functions by obtaining 

approximations to the optimal control, the corresponding 

state and the associated performance measure. The Ritz 

method transforms the variational problem of finding the 

minimum of a functional J[u,x] (defined for some admissible 

controls and states) to solving a system of algebraic 

equations. Thus, the method by-passes the solution of the 

two-point boundary-value problem and hence the term 

"direct methods".

The class of problems considered in this thesis 

consists of a simple linear performance measure J(u) = J*q udx 

and self-adjoint differential constraints of the general 
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form q* (x) = A(u,x)q(x), which are non-linear in the control 

u(x) with boundary conditions q(0) = 0. By introducing the 

vector of Lagrange multipliers X(x) we formulate the
1

Lagrangian as a functional of q(x), u(x) and X(x) which we 

finally transform to a functional of X(x) only.

Let S be a suitable space of piece-wise cubic poly­

nomials on a mesh of norm h on the interval [0,L]. Then it 

is shown that the Ritz method enables us to approximate the 
M

solution to the Lagrange multipliers X(x) = E c.w.(x) as 
i=l 1 1

a linear combination of cubic spline polynomials uh(x), 

where the c^’s are unknowns to be determined. Through this 

approximation the Lagrangian is formulated as a function 

of the unknown constants c^ only. In order to obtain an 
d Lextremum to the Lagrangian we require that —r = 0 which vCj.

results in a system of algebraic equations to be solved 

for c^. In Chapter 1 the Ritz method is described for 

solving optimization problems which may result in linear or 

non-linear equations. The discussion includes a description 

of the space of splines of order m which proves to be a 

useful piece-wise polynomial space possessing certain 

properties.

The application of the Ritz method is presented in 

Chapter 2 for a minimum weight design of a cantilever 

column having a certain length and subjected to an axial 

load. The problem results in a set of linear algebraic 

equations and the answers show the method to be promising.



3

In Chapter 3 the Ritz method is applied to another 

structural optimization problem, that of minimizing the 

weight of a beam in transverse vibrations at a certain 

frequency. The problem is an interesting one mathematically 

as well as physically. This example results in a set of 

non-linear algebraic equations thus it sejrves as a good 

example in illustrating the application of the method to 

non-linear problems. Also, it turns out that the problem 

of finding the minimum weight of a vibrating beam does not 

possess an optimal solution in the absence of a geometric 

constraint on the design variable. The constraint is 

introduced in the problem by perturbing the necessary 

condition for an optimal solution, thus obtaining a sub- 

optimal solution to the minimum weight design problem.

In the concluding chapter the results are discussed 

in terms of the degree of accuracy, and the necessity for 

using higher dimension of cubic splines to obtain better 

approximations for certain non-linear problems. The 

possibility of using some alternative algorithms that are 

used in the main procedure is also suggested.



Chapter 1

THE RITZ METHOD

In this chapter the Ritz method will be presented 

for minimizing a functional subject to constraints expressed 

by means of differential equations which are linear, homo­

geneous and self-adjoint. The functional or the performance 

measure is of a simple nature although extension of the 

method to more complicated functionals is possible.

1.1 Statement of the Problem

The problem treated is defined in the following way. 

Minimize (over u) a cost functional J(u) defined by
L

J (u) = J u(x)dx (1.1)
■' 0 

subject to the linear differential homogeneous constraints

q* (x) = A(u,x)q(x) (1.2)

and the homogeneous boundary conditions^-

q(0) = 0 (1.3)

where q(x) is an n-dimensional state vector, u(x) is a 

scalar design function, A(u,x) an n x n matrix, non-linear in

"'’For the case of non-homogeneous boundary conditions 
see Bosarge and Johnson [1.1] and [1.2].
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u(x), x is the independent variable, and L is the terminal 

of the independent variable. L is fixed and the control 
2 u(x) is unconstrained.

The objective of the problem is to find the optimal 

control, i. e. the control which minimizes the cost 

functional (1.1) such that the constraints (1.2) and (1.3) 

are satisfied. In the case of split boundary conditions or 

conditions given at the terminal of the independent variable 

x, the same general procedure holds for problems of the type 

cbnsidered.

We note here the characteristics of the optimization 

problem defined by (1.1) - (1.3). The cost functional is 

linear in the design function u(x), hence the derivative 

of J(u) with respect to u(x) does not yield an equation to be 

solved for u(x) and no boundary conditions are imposed on the 

design function. As a result, the existence of a solution 

hinges entirely on the nature of the constraint equations 

(1.2) and (1.3) which describe the state variable q(x) as a 

function of the design variable u(x). The key functional is 

therefore not J(u) but the constraint equations, which are 

considered as a functional of u(x).

1.2 Lagrangian Formulation

Introducing the Lagrange multipliers X(x), an 

n-dimensional vector associated with the state equations,

2A special case of a constrained control is treated 
in Chapter 3, section 3.6.
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and the constant Lagrange multipliers y, an n-dimensional 

vector associated with the boundary conditions, define the 

Lagrangian L(u,q,A,y) by
L

L(u,q,A,y) = J(u) + I <X,-q’ + Aq> dx + <X,q(0)> (1.4)
J 0

where indicates the inner product of two vectors.

With this new formulation, an alternative way of describing 

the original problem can be stated by the following defini­

tion given by Bosarge and Johnson [1.2] :

Definition 1.1. Given the linear system (1.2) and the cost 

functional (1.1), find the u*, q*, X* and y* such that the 

Lagrangian is extremized, that is,

L(u*,q*,X*,y*) = max min L(u,q,X,y) (1.5)
XsA, ueA 
ysir qeAg

where u*, q*, X*, y* denote optimal quantities. Here Ay is 

some set of admissible vector-values functions on [0,L], Rn 

is real Euclidean n-space, and A , A, , A are interrelated.
q A u

As noted by Bosarge and Johnson:

One of the essential properties of the multipliers 
X(x) and y is that, in the process of extremizing L over 
u, q, X and y, the Lagrangian is maximized over the 
multipliers X and y and minimized with respect to u and 
q. [1.2].

This principle of the Lagrange duality is discussed by

Luenberger in [1.3].

1.3 Optimality Conditions

The necessary conditions for an optimal solution are
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3L r , i nIu,q,A,yJ = 0 (1.6a)

dL r AlA[u,q,X,Y] = 0 (1.6b)

g
where the above derivatives are partial Fr6chet derivatives 

of the scalar Lagrangian.

The Lagrangian (1.4) can be expressed as

L[urq,A,Y] =
L L L

udx + I <X,-q'> dx + I <X,Aq> dx + <Y,q(0)>. (1.7)
0 J 0 j0

Integrating the second term by parts
L L L

<Af-ql> dx = <X,-q> + <X',q> dx,
J0 0 J0 

(1.8)

and substituting back in the Lagrangian, we obtain

L[u,q,X,Yl =
L L L

f f fudx + <X',q> dx + I <X,Aq> dx + <Yzq(0)>
J0 j0 j0

Li

+ <X,-q> . (1.9)
0

Since only homogeneous boundary conditions are considered, 

all boundary terms drop out from the Lagrangian as we shall 

see later for self-adjoint systems, and (1.9) becomes

3 >See Appendix B for the definition of Frechet 
derivative.
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L[u,q,X,y] =
L L L

I udx + <X',q> dx + I <X,Aq> dx. (1.10)
j0 j0 J0

Applying the optimality conditions (1.6a) and (1.6b)

to the final form of the Lagrangian (1.10) we obtain from 

(1.6a)

= ATX + A' = 0 
9q (1.11)

and from (1.6b)

9L _ n .TfdA'
du (du q = 0. (1.12)

The costate equations (1.11) can be written as a 

first order system of n ordinary differential equations,

A' = -ATA. (1.13)

Since the matrix A(u,x) is assumed to be nonlinear 

in the control u, equation (1.12) will yield the optimal 

design variable u(x). However, since u(x) does not appear 

explicitly in (1.12) we will assume that the optimal control 

is some function

u* = u(A,q). (1.14)

Consider the adjoint system (1.13), this system is identical 

to the original system (1.2), hence there is linear mapping 
4 of the Lagrange multipliers A into the state variables q.

^This is the property of self-adjointness (see 
Daniel [1.4]).
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In other words, X can be expressed in terms of q or vice 

versa, and also the boundary conditions on X can be deduced 

this way. Therefore equations (1.11) and (1.12) can be 

expressed in terms of the Lagrange multipliers only as a 

result of the self-adjointness property of the system. We 

also observe that L can be written as a functional of the 

Lagrange multipliers only. Thus the problem is reduced to 

maximizing L over X. Therefore

# = 0 (1.15)

is required, where X is to be defined.

1.4 Spline Subspaces

At this point we introduce a set of admissible 

functions to express X in terms of using certain subspaces 

of piece-wise polynomials. Let

U)1(x) ,U)2 (x) , .. .. ,wn(x) , .. .. (1.16)

5
be a sequence of elements in the Hilbert space that 

satisfy the following two conditions [1.5]:

1. for any n, the elements, • * * * * ,a)n• * * * • •

are linearly independent;

2. sequence (1.16) is such that, for any element 

XeHa and any e>0, there exists a natural number N and con­

stants c^,c2t••••,cn such that

A Hilbert space is simply a Eucledian space which is 
infinite dimensional and has an inner product property. For 
rigorous definition see [1.3], [1.6] and [3.1].



X- T. CtW, < e. (1.17)k=l * k

The elements (1.16) are called coordinate elements.

The Ritz Method maked it possible to construct the

approximate solution X of a variational problem in the form

n
X = Z ctW, (1.18)

where the c^ are constants that are selected so that a 

functional L(X) is minimal.

An extremely useful piecewise polynomial space 

possessing the above properties is the space of splines. 

According to Bosarge and Johnson, 

Spline subspaces have been used frequently in recent 
years in the development of practical and efficient 
numerical algorithms for attacking wide classes of 
problems. In fact for many practical problems, spline 
subspaces "deliver" the best results for an equivalent 
amount of computation, compared with an alternative 
finite dimension space of piecewise polynomials. [1.2]

We consider now the spline interpolation spaces 

Sp (it) , tt-1 first considered by Schoenburg [1.7]. Let 

it: 0=xn<xn <. . .<x.T, =1 denote a partition of the unit interval 

with joints x^, and m is a positive integer. Then Sp (it) 

is the collection of all real piecewise-polynomial functions 
co (x) defined on [0,1] such that uUxJeC^111 ^[0,1] and such that 

on each subinterval [x-j/xi+jJ ' O^i^N, determined by it, u)(x) 

is a polynomial of degree 2m-1 [1.8]. The class of functions 
c2m jeno-t-es the continuity of w(x) up to the 2m-2

derivatives at all the joints x^. The spline functions will 

be discussed more in Appendix A, and for a comprehensive 

coverage of the topic of splines, see Ahlberg, Nilson, and
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Walsh [1.9] and Schoenburg [1.7].

For practical computations, the choice of a basis 
for Sp(m)(7T) is very important. The cardinal functions are 

a natural choice for a basis for Sp (it). However, these 

functions complicate storage and generally mean slower con­

vergence of iterative techniques on digital computers [1.7].

For the definition of cardinal functions see Appendix A.

In this thesis the patch basis are considered as a 

choice for Sp (it). For the case of m=2 of cubic splines 

oh a uniform mesh of norm h, i.e. , x^=ih, O^i^N+1 the patch 

basis are given by [1.1]:

wi(x) = 0

wi(x) = (x-Xj^) 3

wi(x) = h3 + 3h2 (x-xi+1) + 3h(x-xi+1)2

- 3(x-x.+1)’

= 4h3 - 6h(x-xi+2)2 + 3(x-x1+2)3 

^(x) = (x1+4-x)3

x e [xi,x1+4]

X e [xi,x.+1l

x e [xi+1,xi+2)

x e [xi+2,x1+3l

x e (x.+3,xi+4]

(1.19)

and the graph of (x) is

Figure 1.1 w^(x)
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The patch basis enjoy the very useful properties in

computations
L

to. a). dx = 0
Jo 1

i-j > 3,

Now assume that X(x)

and
L

to1 . to1 . dx = Of 
0 3

i-j > 3.

/m'i
e Sp (tt) , then we can express

X as a linear combination of basis functions to^ f i=l f. fM.

Consequently we write

M
X (x) = E c.to.(x) 0<x<L (1.20)

i=l 1 1

where each c^/i=l,...,M is an n-vector®, n being the dimen­

sion of the state variables q.

1.5 Optimizing the Spline Coefficients

We now need an expression for the Lagrangian L in 

terms of the c^. As was shown previously L can be expressed 

as a function of the Lagrange multipliers■X only. Hence 

substituting for X from (1.20) we can derive an expression 

for L in terms of the coefficients of the spline functions 

c^, and the Lagrangian will have the form

L[c1,...,cm] = L[u(c1,. . . ,cM) , q (c1,. .. ,cM) , X (cj^,. . . ,cM) ].

(1.21)

Unfortunately, the problem at hand, in its present 

general form, does not allow expressing L in terms of the c^ 

explicitly, hence the rest of the procedure will be described

6
M is the dimension of the patch basis, M = N+3 where

N is the number of partitions of the interval [0,1]. See 
Appendix A, for the construction of the patch basis also. 
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in general terms where necessary and the explicit treatment 

of the computational procedure will be clarified in the 

examples to follow.

Extremizing Llc^,...,cM] over the c^z the necessary 

condition

■^ = 0, ’ (1.22)
dCj,

which is equivalent to (1.15), must be satisfied.

Before applying equation (1.22), the handling of 

the boundary conditions will be discussed. Normally the 

boundary conditions are incorporated in the Lagrangian 

(see Bosarge and Johnson 11.1]), but since the boundary 

conditions on X in this problem deduced from the self- 

adjointness property are homogeneous, they drop out from the 

Lagrangian, and they have to be handled separately. A 

natural way to incorporate these boundary conditions in the 

procedure is to choose a subset of the admissible spline 

functions for each Lagrange multiplier X^ such that this 

subset satisfies the corresponding boundary condition on X^, 

but this method was observed to induce numerical instability 

in the computational algorithm. Hence, another way of 

handling the boundary conditions on X was used which will be 

described next.

Corresponding to the homogeneous boundary conditions 

(1.3) on the state variables, the boundary conditions on the 

multipliers are of the form
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A (0) = 0. (1.23)

Using (1.20) we can express (1.23) as 

M
X (0) = Z c.to. (0) = 0. (1.24)

i=l 1 1

This is a set of n linear homogeneous algebraic equations 

which can be solved for n spline coefficients, c^(i=l,...,n), 

in terms of other coefficients. Substituting for these n 

coefficients in L[c^,...,cM), (1.21) will reduce the number 

of c^ in the Lagrangian from nxMtonxM-n unknown 

constants. Now applying the necessary conditions (1.22) 

for maximizing L (1.21) over c^ will result in a system of 

(n x M - n) equations which with the system of equations 

(1.24) can be solved for the n x M constants c^.

As was mentioned earlier, the Lagrangian can not be 

written as an explicit function of the coefficients c^, and 

we will assume that applying

S = o (1.22)
Sci

will result in a system of algebraic equations of the form

Ac + g(c) = 0 (1.25)

where the matrix A = (a. .) and the column vector g(c) are 
1 f J

given by [1.7],
1

a. ■ = | f (u). ,0)^ dx (1.26)
1,3 Jq 3

and
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giCc) =

i
( M

f(x, E c .0). (x)) a). (x) dx
J0 j=l 3 3 1

(1.29)

The system of equations (1.25) may be linear or nonlinear.

homogeneous or nonhomogeneous depending upon the nature of 

the problem itself. The last section of this chapter will be 

devoted to solving equation (1.25).

Once the optimizing constants are obtained we can get 

the solution for the multipliers from (1.20) and hence the 

design variable and the state variables can also be obtained.

1.6 Solving the System of Nonlinear Equations

This section will describe the methods used in 

solving the system of equations (1.25). If this system of 

algebraic equations is linear then it can be solved by 

any of the many techniques available for solving simultaneous 

linear equations. However, if (1.25) turns out to be non­

linear then care must be taken in choosing a proper method to 

solve the system without excessive amounts of computation. 

The method selected here is a modified version of Newton 

Raphson or quasilinearization method described in detail by 

Miele [1.10]. Computationally, two problems are involved in 

Newton's method: the need for solving a linear system at 

each step, and the need for evaluating the Jacobian of the 

system at each step, however, this method has the powerful 

feature of quadratic convergence.

Let us write equation (1.25) in the following form 

'F(x) = 0 (1.30)
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where 'F and x are n-'Vectors. The modified method of

Newton's is based on the property of reducing the cumulative 

error, P, in the equations by a controlled stepsize a. 'F (x) 

is assumed to have first derivatives with respect to the vec­

tor x, and that these derivatives are continuous. Y(x) is 

also assumed to have a solution.

Consider a nominal point x and a varied point x 

such that

x = x + Ax (1. 31)

where Ax is the variation in x.

Define the scalar performance index P to be the 

cumulative error in the functions

P = YT(x) 'F(x) . (1.32)

It is clear that P=0 only at a solution of (1.30). As we 

move from the nominal point to the varied point, the per­

formance index P changes. Variations to first order only 

are considered. Denote by 6(.) the first variation, then

6P = 2Y^(x)6Y(x). (1.33)

Now consider the special variations

6Y(x) = -aY (x) (1.34)

where a is a scaling factor or stepsize in the range

0 a < 1. (1.35)
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For these variations, 6P becomes

6P = -2a'PT(x)‘f(x) (1.36)

or 6P = -2aP. (1.37)

Since P is positive and a is positive, then

6P < 0 * (1.38)

hence the descent property of the algorithm is satisfied,

i.e., P < P. (1.39)

To determine the variations Ax, find the first order change 

in Y(x) corresponding to a change Ax,

6'F(x) = Y^(x)Ax (1.40)

where 'F is the n x n Jacobian matrix of the given system 

(1.30). Equating (1.34) and (1.40) results in

(x) Ax = -a¥ (x)

T'F^(x)Ax + aY (x) = 0, (1.41)

Note that all quantities are evaluated at the nominal point 

x, hence we can solve the system (1.41) of n equations that 

are linear in Ax by any of the methods for solving systems 

of linear equations. To avoid solving this system for all 

values of a, a transformation is introduced in the form

A Ax
a (1.42)
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Then (1.41) becomes

TY^(x)A + V(x) = 0. (1.43)

After solving for A, Ax can be computed for a given a = aref 

To start the algorithm, Miele [1.10] chooses the value 1 for 

aref and then uses a bisection process on a until

P(a) < P(0) . (1.44)

Once Ax is known the varied point x can be computed from 

(1.31). Now x becomes the new nominal point, or the new 

guess at the solution, and the procedure is repeated for 

this new guess.

The modified quasilinearization algorithm is 

summarized as follows:

(a) Assume an initial guess at the solution x.

(b) Determine the value of the functions Y(x) from 

(1.30), the Jacobian matrix ^(x) and the cumulative error 

P(0) from (1.32), all evaluated at the nominal point x. If 

P(0)=0, then x is the solution.

(c) Determine the vector of variations A by solving 

equation (1.43) then determine Ax from (1.42).

(d) With Ax known for some value of the stepsize 

a = arefr compute a varied point x from (1.31) and then 

evaluate P(a) from (1.32).

(e) For different values of a, iterate on step (d) 

until the inequality

P(a) < P(0)
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is satisfied.

(f) With the stepsize a known, compute the varied 

point x from (1.31).

(g) Use x as the new guess at the solution and go 

to step (b) and iterate the algorithm.

The algorithm terminates when P<e, where e is some 

small prescribed value. It must be noted that this modified 

algorithm is like all Newton algorithm types, in that it 

guarantees convergence to a solution only when the initial 

giaesses, or the nominal point, is sufficiently close to the 

solution. In Chapter Three a simple algorithm is given for 

determining good starting values for the spline coefficients 

from known physical quantities of the problem at hand.



Chapter 2

APPLICATION OF THE RITZ METHOD TO A 
MINIMUM WEIGHT COLUMN

As a first example illustrating the main features 

of the Ritz method we consider the structural problem of 

determining, for a given load and length, the shape of the 

column which has the minimum weight or volume. The problem 

serves as a good example in clarifying the application of the 

method to a class of homogeneous self-adjoint problems.

2.1 Statement of the Problem

Consider a column of length 5, and cross-sectional 

area A(x) which may vary along the length of the column (all 

cross sections are assumed to be similar). Let y(x) denote 

the lateral deflection from the straight position caused by 

an axial load applied at the end of the column. The 

classical, simple Euler theory states that the bending 

moment M(x) is

M(x) = Py(x). (2.1)

The equation of equilibrium of the column in the buckled 

state is

M"(x) = Py"(x). (2.2)

Also, the moment M(x) at any cross-section is approximated by

20
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M (x) = -El (x) y " (x) (2.3)

where E is the Young's modulus of the column material and 

I(x) is the moment of inertia of the cross-section about a 

line through its centroid normal to the plane of the 

deflected column. Differentiating (2.3) twice with respect 

to x and equating the result with (2.2) gives

(ei (x) y" (x)) " + Py" (x) = 0. (2.4)

If we denote by a(x) the flexural rigidity of the column,

a(x) = EI(x) (2.5)

we can write equation (2.4) as [2.1]

(a(x)y" (x)) " + Py" (x) = 0. (2.6)

Equation (2.6) applies to columns that are fixed at 

one end, say x = 0, and clamped (fixed), hinged (pinned) or 

free at the other end x = £. In this discussion we will 

consider the last case, a column fixed at one end and free 

at the other end.

For a cantilevered column, the boundary conditions 

are as follows:

At the left end x = 0

y(0) = 0 (2.7a)

y' (0) = 0 (2.7b)

i. e., the deflection and its slope at x 0 are zero.
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At the other end x = £ 

a(5,)y"(£) = 0 (2.7c)

(a(£)y"(£) + Py(£)) ' = 0 (2.7d)

i. e. , the moment at x = SI is zero and equation (2.7d) can 

be obtained from (2.1) and (2.3) at x = £.

Introducing the new dependent variable <j> (x) =a (x) y" (x) , 

equation (2.6) yields the following second-order differential 

equation in <|) [2.2]

p
(#)" (x) + <#)(x) = 0. (2.8)

To express the boundary conditions in terms of <j>, equation 

(2.8) is integrated once with respect to x, after first 

replacing by y" (x) : 
x x

| <f)"(x)dx + P | y"(x)dx = 0.
j 0 J 0

Since y1(0) = 0, it follows that

<]>' (x) - <j> • (0) = -Py1 (x) .

Solving for y1(x), we obtain

y' (x) = [<})' (0) - (]>' (x)]. (2.9)

Now equation (2.7c) gives

4>(JL) = 0, (2.10)

and from (2.7d) we have
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' = -Py' (A)

or (f)' (£) = -Py' (£) . (2.11)

Hence, evaluating (2.9) at x = SI

Py' (£) = <t»' (0) - (j)' (£)

and substituting from (2.11), yields

4>' (0) = 0.

Therefore the boundary conditions on <|> (x) are

<(>(£) = 0
(2.12) 

(j)' (0) = 0.

We note here that integrating (2.9) with respect to x from 

x = 0 and noting that y(0) = 0, yields the equation for the 

deflection of the column in terms of (j) (x) ;

y (x) = Ix<j>' (0) - <|) (x) + <j) (0) ] . (2.13)

Expressing (2.8) as a system of first order 

differential equations by introducing the state variables q, 

defined by

qn = 0(x)1 (2.14)
q2 = (f)' (x) = q^,

we obtain
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(2.15)

(2.16)

(2.17)

(2.18)

In order to arrive at a minimum weight design, an 

assumption must be made relating the mass M and the flexural 

rigidity of the column. The assumption made by Keller [2.2] 

is

a(x) = kjA2 (x) (2.19)

where A(x) is the cross-sectional area of the column. A 

simpler result can be obtained by assuming a linear relation 

between the flexural rigidity and the mass distribution [2.1]. 

The linear relation can be shown as follows:

= q2

. Pq2 = "a qr

or in matrix form

q* = Aq

where
0 1

A =
-p" 0

with the boundary conditions

q1(A) = 0

a-(0) = 0.
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Let m(x) be the mass distribution along the length of

the column, and let M be the total mass, then

m(x) = pA(x)

or
£

M = p A (x) dx 
j0

(2.20)

where p is the density of the material of the column. The 

flexural rigidity a(x) is given by (2.5)

a (x) = El (x) .

Because all cross-sections are assumed to be similar, I(x)

is related to A(x) by [2.2]

I (x) = k-jA2 (x) .

Hence, a(x) = k^E A2(x)

& £
or a(x)dx = k,E A2(x)dx.

J0 1 Jo

Dividing the above equation by equation (2.20), we obtain

%
, f1, k.E L A2<=<)dx

_ c (x) ax = -------J-----------
•'o H f

A(x)dx
J 0

where the right hand side is a ratio of two definite

integrals; hence it can be replaced by a constant multiplied 
o

by /Q A(x)dx, and the last equation gives
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SI SI

a(x) dx = k9 A(x) dx.
J0 ■ 2 J0

Therefore, we can write

a(x) = k2A(x) = kgin(x)

where k, k2 and k^ are constants that depend on the 

cross-sectional shape and the column material.

Thus, the optimum design is characterized by the 

minimum of
SL

' 1 fM = r— a(x) dx. (2.21)
K3 J0

It must be noted that the assumption of linear 

relation between the mass distribution and the flexural 

rigidity does simplify the problem greatly. In fact this 

assumption results in a linear problem rather than a non­

linear problem that would result from assumption (2.19).

2.2 Lagrangian Formulation

As a first step toward the Ritz approach, the 

Lagrangian will be formulated from the final formulation 

of the cantilevered column:

Minimize

M = — a (x) dx 
k3 JO 

subject to the differential constraints (2.16), and the 

boundary conditions (2.18). Forming the Lagrangian L by 

introducing the vector of the Lagrange multipliers A(x) 

and y, each of length two, we obtain
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f 

a(x)dx + <X,-q,+Aq> dx + Y-iq-i (i-) + Y9q9 (O
J 0 Jo 1 ±
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SI SI SI
• r

a(x)dx + <X,-q<> dx + <X,Aq> dx
o Jo Jo

+ + Y2q2^0^ (2.25)

Integrating the second term by parts, we obtain
SI SI SI

<X,-q'> dx = -<X,q> + <X',q> dx,
Jo o Jo

(2.26)

Hence the Lagrangian can be written as
£ £ £*

L = a(x)dx + <X’,q> dx + <X,Aq> dx - <X,q>
J 0 J 0 J 0

+ Y1q1(^) + Y2q2(0)*

Expanding the inner product terms we can write

SI SI £
f f p

a(x)dx + (X* qn + X'q_)dx + (Lq„ - X9-q,)dx

X1(£)q1(£) + X2(£)q2(£) - X1(0)q1(0) “ X2(0)q2(0)

+ Y1q1(A) + Y2q2(0) (2.28)
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2.3 Optimality Conditions

The optimality conditions for minimizing L with 

respect to q and a are

3L = 09q 0' 0 9a (2.29)

where the partial derivatives are FrSchet derivatives:

9L - X' dq-L X 1 i M P|
hd II o (2.30a)

3L _ ? , 
dq2 2 + X^ = 0 (2.30b)

3L = 1 + 
aa ■L

s 
1

K>
 |
 >
TJ

II 0, (2.30c)

Equation (2.30c) gives the solution for the optimal design 

variable:

a2(x) = -PX2(x)q1(x). (2.31)

Consider equations (2.30a) and (2.30b)

X'2 = -X1. (2.32)

This adjoint system is identical to the given 

system (2.15), hence by inspection

X1 q2

X2 = -ql (2.33)

also X1(0) = q2(0) = 0, X2(£) = ^(A) = 0. (2.33a) 
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From equations (2.31) and (2.33) the solution for the control 

can be written as

a2 = -A2 P(-X2)

= PX2

a (x) = /P X2 (x). (2.34)

From equations (2.33) and (2.34) we observe that L can be 

written as a functional of X only by substituting for q and 

a. Thus the problem is of maximizing L over X. Note that 

the boundary conditions on q and X are all homogeneous. 

Hence all boundary terms drop out from the Lagrangian and 

(2.28) becomes 
£ £ £ 

f f r pL = a(x)dx + (A'q + X'q )dx + (Lq, - X0T-q,)dx.
J o 0 1 0 1 2 1

(2.35)

Substitution for q and a from (2.33) and (2.34) yields 
£ £ £

L = | Vp X9dx + [ (-XiX0 + XAX.Jdx + ] (X? + /P X0)dx
J 0 2 J 0 1 2 j 0 1 2

(2.36)

and

L

in its final form the Lagrangian is 
£

= I (X2 + 2/P X- - X'X9 + XlXJdx.
J 0 JL Ze Ze Z -L

(2.37)

2.4 The Ritz Formulation

At this point we are ready to express X(x) as a 
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linear combination of the. cubic spline basis elements (x). 

This basis was discussed in Chapter 1 in general form for 

any number of partitions of the unit interval, but for 

illustrative purposes, the interval [0,£] will be divided 

into N=4 partitions only and the resulting basis functions 

will be N+3=7 (see Appendix A).

7
Let An (x) = Z c.U).(x) (2.38)j. i=1 i i

7
and . A?(x) = E d.w^(x) (2.39)

i=l

where c^ and d^ (i=l,...,7) are the unknown spline 

coefficients and u)^(x) (i=l,...,7) are the cubic spline 

functions over the interval [0,A].

As was discussed in Chapter 1 page 13, the homo­

geneous boundary conditions on the multipliers A have to be 

dealt with separately. The boundary conditions on A are 

from (2.33a)

A1(0) = 0

A2(£) = 0.

Substituting for A^ and from (2.38) and (2.39) 

respectively we obtain

7
A,(0) = Z c.w. (0) = 0 (2.40)

i=i 1

7
A9(£) = E d.w.(£) = 0. (2.41)
z i=l 1
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From Appendix A equations (A.14) - (A.20) we have

w, (0) = u)c(0) = 0)^(0) = to- (0) = w- (£) = wo(£) = 4 D O t / 1 Z
U)3(£) = (j04(£) = 0

w, (0) = wQ(0) = tot.(Sl’) = to-(SL) = h3X O D /

and con(O) = wc(£) = 4h3 

where h is the mesh size of the partitions of the interval 

[0,£]. Upon substituting these values for to at the 

boundaries, equations (2.40) and (2.41) reduce to

c1co1 (0) + c9co9(0) + c-(O-(0) = 0 (2.40a)XX Lu «5 w

dca)c(Jl) + d,to,(S,) + d-to-(£) = 0 (2.41a)

or

clh3 + c2(4h3) + c3h3 = 0 (2.40b)

dch3 + d,(4h3) + d-h3 = 0 (2.41b)
D b /

which upon dividing by h3 become

c^ + 4c2 + c3 = 0 (2.40c)

dc + 4d, + d- = 0. (2.41c)
b b /

Any of the constants in (2.40c) and (2.41c) may be solved 

for in terms of the other constants. We choose here to 

solve for c^ and d^.

c1 = -4c2 - c3 (2.42)

d- = -dc - 4d,. (2.43)/ d b
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in

equations (2.38) and (2.39) become

C.U).

or

C.U).

Let

3
(2.44)

then

(2.45)

(2.46)

we substitute for (2.45)Now

(2.46) into (2.37) to get the Lagrangian in terms of theand

c* s

4
Z 

i=l

and d*s

X2 (x)

(-4M1+U2)c2

™4

“3d6

A1

X2

u)2

X1

X2

0)3

+ 0)4d5

X2

X1

((De-tO-) dc + (u)^-4u)-) d-
D / D O / O

After substitution for in ^(x) and d^

and X2 in their final form

-4w^ + u)2

-4o)^ + Wg

4
£ d. u). + 

i=l 1 1

X^ and X2 can be expressed as

d.u). + d-u)- + d,a), + (-dc-4d-) oj_
11 D D Ou D 0 /

4

1=1

cia)i

7
+ (—a)1+a)-)c- + Z

1 i=4

7
“1°2 + “2C3 +

7
(-4C2-C3) 0)^ + C2U)2 + CglOg + Z

+ 0)5

-0)1



32

£ 2

+L
i=l0

(2.47)

dx

6)Maximizing L

(1.22)by applying the

(2.48)0dx =

2,3)
,7)2

,7)4

£

(2.49)0dx =

,4)
,6)

0)'.
J

7
+ Z c . u).• >! i i 1=4

wk =

uk“k

dL
3dk

Wk

Wk

0) . !J-l

w9-k (k = 5,6)
(k = 1

+ w.d^ + a)-.d-4 5 3 6

W1C2 + to2C3

(k = 1

a)lC2 + W2C3

0 dC

U) .
3

U) .
3

3

to3d6

to.J

7
w'c0 + + Ei z z j ^=4

7
+ Z c. o).• * i i1=4

7
“1°2 + “2C3 +J:4Ci“i

7) and dR (k=lover Cj (j=2,. 

necessary condition

"4
Z d. co! + u)).dc .,ii 45 i=l

7
Z c.w!

4
Z d. a). . , i i 1=1

r 4
2/P Z d.u. + w4d5 + u3d6

7
u)_c_ + Z c.o).

2. _ a 1 J-

+ u)4d5 + u)3d6

we obtain
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Equations (2.48) and (2.49) constitute twelve 

equations which in matrix form can be written as

Gc = b (2.50)

where the vectors c and b are defined as

cT = [c2 c3 c4 c5 c6 c7 d1 d2 d3 d4 d5 d6l

SI
T f — —b = -2 /P [0 0 0 0 0 0 u), 0)9 0)- u). to. w7]

J Q “• ■ ** ■* * *

and the 12 x 12 matrix G is defined in partitioned form by

G = (2.51)

where the elements of the partitions are
5,

a. . = 2 to.to. dxID Jo 3 3
, (2.52)

b. . =' (to . to1. - to .to!) dx13 Jo i 3 3i
= (i = 1,2)

to. = to. . (i = 3,... ,6)
(i = 1,...,6 , j = 1,...,6)

toj = (0^ (j = 1,. .. ,4)

“j = ^9-3 = 5'6^
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The matrix equation (2.50) is a linear homogeneous 

system of twelve equations which in addition to equations 

(2.42) and (2.43) can be solved for the spline coefficients 

c^ and d^ (i=l,...,7). By substituting in (2.38) and (2.39) 

we can get the Lagrange multipliers ^^(x) and (x) from 

which we can obtain the design variable a.(x) from (2.34).

2.5 Results and Discussion

We note that in this simple example the adjoint 

system (2.32) with the boundary conditions (2.33a) can be 

solved analytically to yield the solution

(x) = /P x

X2(x) = /P
V x£

2 2

and a(x) from (2.34) has the solution

a(x) = P £2 x2
,2 2

The mass of the column from (2.21)

M = P£3
3k3*

The mass of the uniform column is

(2.53)

(2.54)

(2.55)

Mu
1_ 
k2 au SI
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4£3P where a = —:—, is the flexural rigidity of the uniform 
U 2 

7T 
column (for example see Shigley [2.3]) and

M =
U k27T2

The saving in volume for the same buckling load P is equal 
M TT2

to 1~ = 1~ = .17754 or 17.754%.

The results are illustrated in Figure 2.1 for the 

numerical solution by the Ritz method and for the exact 

solution from (2.55). Figure 2.1 shows the flexural 

rigidity for the optimal column subjected to a unit load and 

having a length of one. In Figure 2.2 the results are shown 

in terms of the non-dimensional distribution of the flexural 

rigidity of the optimal column with respect to the uniform 

column

For this example where the exact solution can be obtained 

analytically, the maximum error computed as Iaapp"aexImax' 

i.e. the absolute difference between the approximate
-6 numerical solution and the exact solution is 0.85520 x 10 

The high order of accuracy can be explained by the fact 

that the solution is contained in the set of cubic spline 

subspaces.

- It should be noted that the interval [0, JI] was 

divided into four partitions only, which is somehow a coarse 

mesh, and this in some problems results in a crude approxi­

mation to the exact solution, as we shall see in the next 

chapter.
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Figure 2.1

Optimum Distribution of Flexural Rigidity in a Clamped-free 
Column for a Unit Length and Unit Load
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Figure 2.2

Dimensionless Area Distribution in a Clamped-free Column



Chapter 3

APPLICATION OF THE RITZ METHOD TO A 
MINIMUM WEIGHT VIBRATING BEAM

This chapter deals with the problem of finding the 

optimal shape of a cantilever beam performing harmonic 

transverse vibrations which for a given natural frequency 

would have the lowest possible volume. It turns out that 

the problem does not possess an optimal solution in the 

absence of a geometric constraint on the design variable 

which results in a suboptimal solution. A method for 

introducing a geometric constraint is presented. Although 

the cantilever beam has an infinite number of natural 

frequencies we will be concerned with the lowest frequency. 

The problem offers an excellent example in illustrating 

the Ritz method for problems resulting in non-linear algebraic 

equations.

3.1 Statement of the Problem

For the Bernoulli-Euler cantilever beams, performing 

small harmonic transverse vibrations under its own weight, 

let y be the lateral deflection in the plane of bending. 

El(£) the flexural rigidity, M(^) the bending moment at 

any cross-section (all cross-sections are assumed to be 

similar) and the coordinate along the axis of the beam, 

then the differential equation of the deflection curve is [3.1]

38
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2 \f EKC)2-^- = -M(C) . (3.1)
d?2

Differentiating equation (3.1) twice we obtain

d EI(C)dix = -SMM = -V(^) (3.2)
d£ d?2J d£

— EI(C)^- = = p(5) (3.3)
d£2 ( d?2] d£2

where V(^) and p(£) are the shear and the weight intensity 

of the beam, respectively. The weight intensity p(§) can 

be obtained by applying Newton's second law and is given 

by

p(5) = pA(C)-3-^ (3.4)
3t2

where p is the density of the material and A(^) is the 

cross-sectional area. The differential equations for the 

lateral vibrations can thus be written as

EI(C)^ = pA(C)-^. (3.5)
d£2] at2 .

When the beam performs a normal mode of vibration the 

deflection at any location varies harmonically with the 

time and assuming sustained free vibrations at a frequency 

w, the deflection curves can be represented by [3.2]

d2 
d£2

Y tC t) = y (?) sin cot. (3.6)

Differentiating (3.6) twice with respect to time t and 

substituting in (3.5) results in
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(3.7)

where y now will be used to represent the maximum amplitude 

of the motion.

For a cantilever beam we have the following boundary 

conditions:

at the fixed end E, = 0, the deflection and its

slope are zero

(3.8a)

at the free end = Jt, the moment and the shear

are zero

d£ I = 0. (3.8b)

Now, equation (3.7) will be transformed into a dimensionless 

form by introducing the dimensionless coordinate x = 

and the dimensionless area function a = A.SL/V, the total 

volumn of the beam being V [3.3]. Multiplying equation (3.7) 

by gyj-r using a prime (') to indicate differentiation 

with respect to x, and noting that we introduce a factor 

upon each differentiation with respect to x, we obtain

—y"l - u)1 2^-yJl6 = 0, (3.9)

1 , 2multiplying again by — where c = I/A“, a constant

V2 EV



characteristic of the cross-sectional form, equation (3.9) 

becomes
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—y"'l" - u)2-^-y£6 = 0, (3.10)
V2c j EeV2

or (a2 (x)y") - 0a(x)y = 0 (3.11)

where 3 = w2|^v. (3.12)

Note that 3 is also a dimensionless constant which upon 

substituting for co2 , the natural frequency of vibrations of 

the uniform beam

(3.13)

3 becomes

(3.14)3 =

mode of

For the firstvibrations

and (3.8b) in this dimensionless boundary conditions (3.8a)

form become

y(0) = 0 

a2n

where a is n

a2 El 
npA£*t

a constant that depends on the

[3.4]. Themode a = 3.515 n

y' (0) = 0

a 2 y " (1) = 0

(a2y")' (1) = 0.

(3.15)
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It is required to find the distribution of the area function 

a(x) of a beam vibrating at a certain natural frequency 

such that the volume of the beam is minimum
1

V = | a(x) dx, (3.16)
0

subject to the differential constraint (3*11) and the 

boundary condition (3.15).

In order to express the equation of motion (3.11) 

as a first order system of ordinary differential equations, 

we introduce the vector of state variables q defined by

qi = y

q2 = = y*
(3.17)

q3 = a2q^ = a2y"

q4 = <33 = (a'y")'.

Substituting into (3.11), the equation of motion becomes

q^ - gaqj, = 0. (3.18)

Hence we have the system of four differential equations

= ^2

q2 =z a2 0

q3 = q4

q4 = ^qj.,

(3.19)
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q' = Aq (3.20)

0 10 0

0 0—0
• A =

0 0 0 1-

cx3 0 0 0

The boundary conditions (3.15) upon this transformation 

become

q1(0) = 0,

q3(l) = 0,

q2(0) = 0

q4(i) = o.
(3.21)

It must be noted that problem formulation (3.11)- 

(3.15) is an eigenvalue problem with 3 being the eigenvalue 

and y the eigenfunction. Upon multiplying both sides of 

equation (3.11) by y and integrating between the limits 

0 and 1 we obtain the well known formulae of the Rayleigh 
4-- 4.1quotient 

1 
a2 (y ") 2 dx 

$ = ----- --- * (3.22)

ay2 dx 
0

The final form of the Rayleigh quotient is obtained 
by integrating by. parts the first term of (3.11) with respect 
to x twice.
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The Rayleigh quotient provides the value of the 

dimensionless constant B of the optimum beam. This 

constant is also defined by equation (3.14) and is seen to 

depend on the mode of vibrations. Consequently, equation 

(3.22) could be used as a check on the value of 6. In 

other words the value of 3 for the optimal beam obtained 

from (3.22) must be the same as the value of 3 obtained 

from (3.14). This consequence will be used later in this 

chapter under discussion of the results.

3.2 Lagrangian Formulation

As a first step toward using the Ritz method, we 

formulate the Lagrangian for the problem at hand which will 

be stated in this final form.

Minimize

V = a(x) dx
J 0

subject to the differential constraints (3.20) and the 

boundary conditions (3.21). Forming the Lagrangian L by 

introducing the vector of Lagrange multipliers X of length 

4 and y also of length 4 we can write

1 1
L = a(x) dx + I <X,-q* + Aq> dx + y.q.(0) 

Jq Jq X

+ Y2q2(0) + Y3q3(1) + Y4q4(l). (3.23)

Noting that all boundary conditions are homogeneous they drop 

out from the Lagrangian, and L can be written in the
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Integrating the second term by parts and substituting back

following form
1 1 1

L = ' 1 0
a (x) dx + I <X,-q'> dx + I. <X,Aq> dx. (3.24)

Jo ■ Jo

into. L (see Chapter 1 section 1.3) we obtain

L =
1 1

a(x) dx + <A’,q> dx +
0 j 0

1
<X,Aq> dx + <A,-q> 

0

(3.25)

(1.6a)The necessary conditions for minimizing L are

and (1.6b)

09a0 9q

3.3 Necessary Conditions for an Optimal Solution

where the above derivatives are Frechet derivatives.

= ATX + X' = 0 
9q

9L
9a X + = 0.(da)

(3.26)

(3.27)

The costate equations (3.26) can be written as a system of 

first order differential equations and equation (3.27) yields 

the necessary conditions X on the design variable a(x).

Thus

X' = -ATX, (3.28)
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or

(3.29)

and

(3.30)1

1

f
(3.31)a

1 +

the adjoint system (3.29). This system isConsider

inspectionidentical to the

-q4

q3
(3.32)

-q2

ql

(2.32)can be obtainedconditions on X fromThe boundary

0
(3.33)

0

i
I

X2(l) = q3(l)

X4(0) = q1(0)

-X1

X4

X2

X1

X3

X3

2 2 a

given system (3.19), and by

X2

X1

X4

X3

X3(0) = "^2(0) = 0

Xl(1) = ■94(1) = 0

0x4ql - 2ct

2X2q3

3

= -aBX4

XT , 0
da

-3 X2q3 "" 0
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Note that the boundary conditions on X as well as on q 

are homogeneous, hence the last term in (3.25) drops out 

from the Lagrangian which now becomes

1 ! 1
L = a(x) dx + I <X,Aq> dx + <X',q> dx. (3.34a)

j0 J0 J0

Expanding the inner product terms in (3.34) and substituting

for q from (3.32) the Lagrangian can be written as

cc t [ X ■« X X * X »]

"ql"
1

+ [X^ Xi Xi x • ]
q2

dx

^4 q3

agq1 _q4_

(3.34b)
1 ,
0 | 01 + Xlq2 + ^X2q3 + X3q4 + o6X4ql + Xlql + X2q2

+ X^q3 + X^q4 | dx (3.34c)

1 (
< a — 2X,XO + ——X^ + a|3X^ + XJX. - XAX^ + XOX1 

q | 1 J ^2 2 4 JL 4 Z J 2 J

- Xj^XJ > dx. (3.34d)

Substituting for a from (3.31) L becomes, after arranging

terms,

2. o 2X3 (1 + 3Xp 3 2X.X^ + X’X. - XlXy + X„XI

X. X\ ? dx 1 4 | (3.35)
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where a = —r.
. 23
Hence, the Lagrangian in its final form (3.35) is 

a function of A only and now 'we are ready to express X(x) 

as a linear combination of the cubic splines basis (x). 

The unit interval [0,1] will be divided into four partitions 

hence we have the seven basis functions described in 

Appendix A.

(3.33) can be written in terms of the constants c., d., e.
ill

. . 2and f. as

3.4 The Ritz Formulation

- Let

7
X..(x) = 2 c.co^(x) (3.36)

i=l 1

7
X„ (x) = 2 d^to. (x) (3.37)

i=l

7
X_(x) = 2 e.a).(x) (3.38)

i=l 1 1

7
and = 2 f.a).(x), (3.39)

i=l 1

The boundary conditions on the Lagrange multipliers X from

2See Chapter 2, page 30 for complete derivation.

°5 + 4c6 + C7 = 0 (3.40)

d5 + 4d6 + d7 = 0 (3.41)

el + 4e2 + e3 = 0 (3.42)

+ 4f2 + f3 0. (3.43)
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Solving for C-, d,., e1 and f  , we obtain

c- = -cc - 4c„ (3.44)
/DO

d_ = -d_ - 4d, (3.45)
/DO

e.^ = -4e2 - e3 (3.46)

f1 = -4f2 - f3. (3.47)

Substituting equations (3.44) - (3.47) into equations

(3.36) - (3.39) we get°

4
X, (x) = E c.u). + c-ti, + c,to-. (3.48)

•L i"'1 11 0 * 0 O

4
(x) = Z + + (3.49)

“ 1™*1 11 D 0

7
X3 (x) = e2u)^ + e3o)2 + E eiwi (3.50)

7
X.(x) = f9w-] + + 2 f-o). (3.51)

41 Zl 1 • X 1 11=4

Equations (3.48) - (3.51) are substituted into L, equation 

(3.35), to get the Lagrangian in terms of the c's and d's, 

e1s and f*s

3 _
The functions u).(x) are defined by (2.44) Chapter 2 

and (A.21) in Appendix a}
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+ C5U)4 + C6U)3
7

eow, + eou)n + L e.w.21 32 ^=4 i i

7 
f_u)9'+ £ f.u).
J 2 1=4 1 1

4 - -IT- - 7£ d.a)! + dco)'l + 3,0)1 e,o), + e-0)_ + £ e.o).
, 1 1 5 4 6 3 2 1 3 2 . . 1 1

(3.52)

+ d50)4 + 360)3

The Lagrangian is written in this lengthy form as an 

explicit function of the spline coefficients for illustrative 

purposes. One could work in the form of equation (3.35) as 

we will see in the constrained problem page 60, bearing in 

mind that X is a function of the constants and hence the 

derivatives of. X with respect to the corresponding constraints 

must be considered.

Maximizing L over c., d. (j = 1,...,6) and e, , f, 3 3 k k
(k = 2,...,7) by applying the necessary conditions (1.22)

we obtain
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ST ( 7 7
- < -2reou)1 + e-,0)- + Z e.w.lw. + w^[f_w, + f-U)0 + Z f.o).]

3Cj Jo| L 2 1 3 2 i=4 i !-» j 3U 2 1 3 2 i=4 i

(3.53)

3L 4
Z d. to. i=l 1 1 (

7
f2“l + £3m2 +iE4£i“i

 2
2 3

2 
3a + d5u)4 +

7 7 )
- + e-.ton + Z e.w.lio^ + [6,0)! + + Z e.wiju). > dx = 0

L21 32 i;_4 1 j i-21 32 i_4 1 J

4) (3.54)1
6)1

5,6)

d. w!-2

(3.55)dx = 0

2

(3.56)0+

4
Z ,

i 1

4
Z d. to. 

i=l 1 1

4
2 ciU)i i=l 1 1 c5to4 C6W3

tok

tok

tokd5a)4
4
Z c. to! 
i=l11

c5“4 + c6™3

d5™4 + d6M3

+ CjW' + CgMg

f2“l + £3m2

to .Jto .
3

to .J

7
+ Z f . to . 
i=4 1 1

" 4
Z c. to.

• 7 1 11=1

7 
f_w0 + Z f.to.

d 2 i=4 1 1

4
Z d. to. 

i=l 1 1

1 + M£2ti)l

“9-j

"I--I
3

d5to^ + d6to^“k9L
d a ek

1 
3 

d6“3

to£ ?dx =

1

3L
3£k -

to^ ^k-l 2,3)
(k = 2,.. .7)

to^ — toj^ (k — 4,...,7)
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Equations (3.53) - (3.56) constitute a system of twenty- 

four equations where twelve of these equations (3.53) and 

(3.55) are linear in the unknown constants but these are 

coupled to the other twelve non-linear equations, hence 

(3.53) - (3.56) must be solved as a system of twenty-four 

non-linear simultaneous algebraic equations. This system 

of equations can be solved by the Newton-Raphson method 

described in Chapter 1 and with equations (3.44) - (3.47) 

this system gives the spline function coefficients c^, d^, 

ei' ^i = l'-’*'7). Once these constants are known we 

can obtain the Lagrange multipliers (3.48) - (3.51), the 

state variables (3.32) and the design variable a(x) (3.31). 

Figures 3.1 and 3.2 show the area function and the deflection 

of the beam whose behavior will be discussed latter in this 

chapter.

3.5 Existence of Optimal Solution

At this point we discuss the non-optimality of the 

solution for the design variable (3.31) obtained from the 

necessary condition for an optimal solution, equation (1.6b)

V1- =• da

Vepa [3.5] shows that there exists no non-trivial solution 

which satisfies the conditions of optimality for a canti­

lever beam. To show this let us start with a condition 

that serves as an additional necessary condition for 

optimality derived by Pontryagin and his co-workers [3.3]:
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If the terminal of the independent variable is 

fixed and the Hamiltonian does not depend explicitly on the 

independent variable, then the Hamiltonian must be a 

constant when evaluated on an extremal trajectory; that is

H(q*(x), u*(x), X*(x)] = c for x e [0,1]

where c is a constant, and the-Hamiltonian, for the class 

of problems considered here, is defined by

H(q(x), U(x), X(x)) = u(x) + XT(x)A(u,x)q(x) .

Proof:

Using chain rule for differentiation, we can write 

the total derivative of the Hamiltonian with respect to x 

at the optimal solutions as:

d TT f * / \ * / x x * / x 1 8H dq , 9H dX , 9H du , 3Hj— H (q* (x) , u* (x) , X* (x) J = x— + xr j— + 3— + X-dx J 9q dx 9X dx 9u dx 9x

d dHwhere 5— denotes total derivative and x~ denotes partial dx dX
derivative. From the Hamiltonian consideration for 

optimization problems, the optimality conditions are 

(see for example Kirk [3.6])

= — H(q*(x), u*(x), X*(x))

S = " 9q H (x) * u* (x) ' A* (x) )

0 = H (q* (x) , u* (x) , X* (x)),

dHSubstituting in the expression for we obtain
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^H(q.*(x), u*(x)f A*(x)) = ~H(q*(x)/ u* (x) , A* (x)) 

but since H does not depend explicitly on x, then

■^Hfq*(x), u* (x) , X*(x)] = 0.

Hence

Hfq*(x), u*(x), X*(x)) = 0

and therefore

H[q*(x), u* (x) , X*(x)) = constant x e [0,1].

For the cantilevered beam the Hamiltonian is

H = a + Xlq2 + X2-rJ3 + A3q4 + X4Baql- 
a

At x = 0, q-j^CO) = q2(0) = X3 (0) = X4 (0) = 0, and

1
2^3’H = a

From equation (3.32) q^ = hence

x=0

From equation (3.31)

Also, q3(0) is the moment at x = 0 which is known to be 0

for a cantilevered beam, hence

H / 0 
x=0

and H(x) = constant / 0.
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At x = 1, q3(l) = q4(l) =. (1) = A2<1) = .0, and

a + X4Baq1

Inspection of equation (3.31) shows that as a 

result of the boundary condition q^d) = 0 (the moment 

is zero at the free end) a must be zero at x = SI, hence

H =0, 
x=l

but this contradicts the requirement of the Hamiltonian

being constant in x e [0,1]. Therefore, Vepa [3.5] 

concludes that

The problem of minimizing the volume or weight of a 
cantilever beam, keeping the first fundamental frequency 
in transverse vibration constant, does not possess a 
solution in the absence of geometric constraints on 
the design variable.

Obviously, the above result does hot state what 

kind of constraint must be placed on the design variable in 

order to attain an optimal solution. Vapa proceeds to 

impose his constraint in the form of an inequality con-
5 

straint on the linear mass density, u(x),

> ^b

where is a lower bound on the linear mass density of

Vepa's formulation ^.s in terms of the linear mass 
density p(x) defined by M =/q p(x) dx where M is the total 
mass of the beam and £ is the length, rather than the area 
function formulation used here.
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the beam. This form of constraint results in a portion 

of the beam having a constant radius for a distance

where is spanwise location in beam where p = and also 

resulting in a corner at x = In the next section a 

sub-optimal solution is presented which yields a smooth 

shape without the corner.

3.6 Solution with Constraint

It was shown previously that an optimal solution 

tp the cantilevered beam does not exist in the absence of 

a geometric constraint on the design variable a(x). In 

this section we will place a constraint on a(x) by 

perturbing the necessary condition (3.31) and requiring that 

the area distribution of the beam at the free end to be a 

finite positive amount rather than zero as would result 

from (3.27). One way to introduce this restriction and 
obtain a sub-optimal^ solution is to add this lower bound on 

a(x) to the right hand side of (3.31).

Assume that a(x) is desired to be equal to at

the end x = 1, then the solution for a(x) becomes

a(x) = f 2X2
A + x24

(3.57)

where = (a^)3.

Since we are perturbing the solution obtained from 
the necessary conditions, the solution obtained with this 
perturbation is not optimal, hence we will call it a sub- 
optimal solution.
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We note here that since the first term inside the 

parenthesis in the above equation goes to 0 at x = 1, then 
2.

a = at the free end. This perturbation on a (x) does not 

cause any changes either in the form of the equation of 

motion of the beam (3.11), or in the boundary conditions 

(3.21). However the Lagrange multipliers-will be perturbed 

and hence the sub-optimal solution (3.57) will not in 

effect just raise the solution (3.31) by the amount a^, 

rather equation (3.57) will have the same shape obtained 

for the unconstrained case but the volume of the sub-optimal 

beam will increase as we shall see later in this chapter.

In order to get the Lagrangian as a function of the 

Lagrange multipliers only, the same procedure as described 

in the previous sections of this chapter is followed up 

to equation (3.34d). At that point we substitute for a 

from (3.57) into the Lagrangian to obtain after arranging 

terms

1 /
r i i 2.L = <(1 + 3X^)3 (2X2 + (1 + 3X2))3 + (2X2 + (1 + 3 X2)]3X

J q I *4

- 2X,X^ + X'X. - X’X_ + X1X9 - XLX1 I dx. (3.58) 

with the boundary conditions

X1(l) = 0, X2(l) = 0

X3(0) = 0, X4(0) = 0.
(3.59)

C
M
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Upon maximizing the Lagrangian over the multipliers X

by taking the partial derivatives of L with respect to the 

coefficients of the splines functions, c^ and e^ (i=l,...,7) 

we obtain the same linear equations as in the non-constrained 

problem equations (3.53) and (3.55). Moreover, the linear 

terms in the non-linear equations (3.54) and (3.56), obtained 

by taking the derivatives of L with respect to d^ and f^ 

(i=l,...,7), will also be the same, but the non-linear terms 

will be different as we will see.

The derivatives of the Lagrangian with respect to 

the coefficients of the spline functions after substituting 

for X from (3.48) - (3.51) is equivalent to taking the 

derivatives of L with respect to the Lagrange multipliers X 

(see Chapter 1 page 13). Hence maximizing L over the 

constants will be written in terms of X for the sake of 

compactness and to show the generalization of the problem 

to any number of partitions of the unit interval [0,1], 

the domain of this problem. The term "+ Linear Terms" 

refers to adding the linear terms from the corresponding 

equations of the unconstrained problem (3.54) and (3.56).

Taking the derivative of L with respect to the constants 

gives after simplification

1 /
SIT f i n ~=■ <(2x^) (i + ex*) 3
9dj J o ( 2 4

2A2 ^b^

2X2

+ Linear Terms > dx =

(3.60)

0

(j = 1,...,6)
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where is the derivative of A- with, respect to d.2 2 J

defined by

A^ = co . (j = 1, . . . ,4) 
z J

(3.61)
A2 = W9-j = 5'6) *

3L ab^4 + ^4

+ Linear Terms > dx = 0 (3.62)

(k = 2,... ,7)

Tr
where is the derivative of X^ with respect to f^ 

defined by

X4 = wk-l (k = 2,3)

Xk = a)k (k = 4,. .. ,7).
(3.63)

Equations (3.61) and (3.63) in addition to (3.53) 

and (3.55) will be solved now as a system of twenty-four 

non-linear simultaneous algebraic equations by the 

quasilinearization method described in Chapter 1, section 

1.6. These equations in addition to equations (3.44) - 

(3.47) give the coefficients of the spline functions, c^, 

d., e. and f. (i = 1,...,7) after which we can solve for i i i
the Lagrange multipliers and the constrained design 
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variable (3.57). It must be noted that the quasilineari­

zation algorithm requires evaluating the Jacobian of the 

system of equations to be solved as discussed in Chapter 1 

page 17. The Jacobian was evaluated analytically and the 

resulting equations are shown in Appendix C.

3.7 Initial Guesses at the Spline Coefficients

It was noted in Chapter 1 section 1.5, that to 

guarantee convergence of the quasilinearization algorithm 

for solving a system of non-linear equations, good initial 

guess at the unknown variables is needed. In this section 

a simple algorithm is given for determining good estimates 

for functions whose general shape can be known from 

physical considerations. For example, the deflection of the 

beam considered in this chapter can be approximated by a 

quadratic or cubic general shape (at least on a large 

portion of the span of the beam), and the area distribution 

can be considered to have, initially, the shape of the 

uniform beam, then from equations (3.17) and (3.22), the 

Lagrange multipliers X can be approximated by certain shapes. 

These shapes must be approximated by constant, linear, 

quadratic or cubic functions because these types of functions 

are contained in the set of cubic spline functions we are 

using.

Let some function, X, be known to have the general 

shape

X(x) = ax3 + bx2 + ex + d 0 < x < 1 (3.64) 
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where a, b, c and d are known coefficients.

Let

7
X (x) = Z c.u).(x) 0 < x < 1 (3.65)

i=l 11

where are cubic spline functions assumed to be in the 

unit interval [0,1] of a uniform mesh h = and c^ are 

the coefficients of these spline functions. Then in the 

first interval [0,h], X(x) can be written as

X (x) = c1u)^(x) + C2W2 (x) + CgWgCx) + c^a)^(x) (3.66)

where in this interval (see Appendix A)

u)1(x) = (h - x) 3 = h3 - 3h2x + 3hx3 - x3

U)2(x) = 4h3 - 6hx2 + 3x3
(3.67) 

= h3 + 3h2x + 3hx2 - 3x3

w4(x) = x3.

Substituting (3.67) into (3.65) and arranging terms we 

obtain

X (x) = (-c. + 3c9 - 3c-, + c.)x3 + (3c,h - 6c-h + 3c,,h)x2

+ (-3c^h2 + Sc-jh^x + (c-jh3 + ^S^h3 + c^h3). (3.68)

Comparing equation (3.68) to equation (3.64), we get
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-c^ + 3c2 - 3Cg + = a

3hc^ - 6hC2 + = b
(3.69)

-3h2c^ + 3h2Cg = c

h3c^ + 4h3c2 + h3Cg = d,

and we can solve the linear system of algebraic equations

(3.69) to get the coefficients c^f c^t Cg and c^. 

In the second interval [h,2h]

A (x) = c„u)-(x) + cowo(x) + c.u). (x) + ccwc (x) (3.70)

and following the same procedure as in the first interval

we can find C2, c^, c^ and c^. Similarly the third

interval can be used to find co, c., cc and c,. However 3 4 5 6
the fourth interval can be used with the first interval to

get all the coefficients, and the second and the third 

intervals can be used as a check.

In the fourth interval [3h,4h]

X (x) = cjjW^(x) + CgW,. (x) + CgWg (x) + c^a)^(x) (3.71)

where in this fourth interval (see Appendix A)

u)4 (x) = (4h - x) 3

wc(x) = 4h3 -6h(x - 3h)2 + 3(x - 3h)3 
D

(3.72) 
(x) = h3 + 3h2 (x - 3h) + 3h(x - 3h) 2 - 3 (x - 3h) 3

0

o)^ (x) = (x - 3h) 3.



Substituting (3.72) into (3.71) and arranging terms we 

obtain
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Xn(x) = (-c. + 3cc - 3c, + c_)x3
2 4 D O /

+ (12hc, - SShc- + 30hc, - 9hc-)x24 5 6 7

+ (-48h2c. + 117h2cc - 96h2c, + 27h2c„)x4 5 6 /

+ (64h3c. - 131h3cc + 100h3c, - 27h3c_). (3.73)
4 D o /

Comparing equation (3.73) to equation (3.64), we get

-c^ + 3Cg - 3Cg + c.? = a

12hc. - 33hcc + SOhc.- - 9hc^ = b4 5 6 7
(3.74)

-48h2c. + 117h2cc - 96h2cz- + 27hzc- = c4 5 6 7

64h3c. - 131h3cc + 100h3c, - 27h3c- = d.4 5 6 7

Solving the linear system (3.74) results in the 

coefficients c^, c^, Cg and c^. Hence equations (3.69) and 

(3.74) will yield the initial guess on the spline coeffi­

cients c^ (i = 1,...,7).

3.8 Discussion of Results

The behavior of the solution for the unconstrained 

problem could be attributed to factors that are charac­

teristics of the problem at hand. First, we must note that 

the value of the cross-sectional area a(x) at the right end 

of the beam is zero (see equation (3.31) and the boundary 
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condition (3.21)), and since equations (3.19) involve a 

division by a(x), there is a singularity at this right end. 

This singularity was handled 'by carrying the computations 

up to ninety-nine percent of the length of the beam and 

further it was checked by the constrained solution with a 

very small constraint at the right end. In fact the 

results shown in Figures 3.1 and 3.2 were obtained from the 
_e 

constrained problem with a constraint of 10 at the tip of 

the beam. Also, with a zero area at x = £ the deflection is 

infinite there, and the range of the deflection is 0 to <». 

Hence the rather pronounced oscillations in the solution. 

However, it must be remembered that the interval [0,1] 

was divided into four partitions only which results in a 

crude approximation to the exact solution.

The results of the constrained problem are shown 

in Figures 3.3 - 3.5. In Figure 3.3 are shown some 

representative cross-sectional area distributions for 

different values of the constraint on a(x). In Figure 3.4 

the lateral deflection for the corresponding constrained 

beams are shown. The oscillations in the solutions, 

especially in the smaller constraint case might be 

attributed, partly to the nature of the problem itself, 

which was discussed previously as not having an optimal 

solution, thus a small constraint on a makes the beam 

closer to the unconstrained problem, and partly due to the 

fact that we are dividing the unit interval [0,1] into a 

very coarse mesh, four intervals only, resulting in a 
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crude approximation. The oscillations, which were relatively 

small, in the case of higher constraints are mainly due to 

the coarse mesh used in the computations. Whatever the 

case might be, the problem does need more investigation in 

terms of error analysis and in terms of higher order 

conditions for the optimal solution. It must also be 

mentioned that using higher order cubic spline basis or 

higher dimension spline functions might improve on the 

results. (For interesting examples see 3.7.)

Now we will discuss the behavior of the natural 

frequency of vibrations of the beam for different cases. 

The natural frequency can be evaluated from equation (3.12) 

after computing B from the Rayleigh quotient, equation (3.22). 

For the unconstrained problem B has the same value as the 

one obtained from equation (3.14), but for the constrained 

problem the value of B was observed to decrease with an 

increase in the value of the constraint at the right end 

(see Table 3.1). The ratio V/V^ shown in Table 3.1 is 

the ratio of the volume of the sub-optimal beam to that 

of the uniform beam.

Table 3.1

Beam B v/vu

Unconstrained 12.3552 0.0321

-3
Constraint = 10 12.0403 0.0520

_2
Constraint = 10~ 11.8287 0.0956
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The distribution of the Hamiltonian H along the 

span of the beam for the constrained cases is shown in 

Figure 3.5. The value of H should be constant for the 

optimal solution as was shown in this chapter, section 3.5. 

As shown in Figure 3.5, the value of the Hamiltonian does 

not drop to zero at the right end as is the case with the 

unconstrained problem. However, the value of the Hamil­

tonian fluctuates near the right end. These fluctuations 

in the constrained cases are due to the fact that the 

necessary condition for optimality was perturbed as well as 

the coarse mesh used in the approximation.



CONCLUSIONS

The Ritz method has been successfully applied to 

optimization problems resulting in linear or non-linear 

algebraic equations. Approximations of the state and 

control variables and the associated performance measure 

through the use of cubic spline sub-spaces have been shown 

to give excellent results for problems resulting in linear 

algebraic equations, as well as, at least satisfactory 

results, for problems that would result in non-linear 

algebraic equations. Higher dimension cubic splines would 

improve on the results in the same sense as in using 

smaller mesh size in the method of finite differences.

(For interesting examples of using different dimensions of 

cubic splines see Ciarlet, Schultz and Varga [1.8] and 

Neuman and Sen [3.7].)

One undesirable feature of the computational 

method used in this thesis is the lengthy computations 

involved in using the quasilinearization algorithm for 

solving non-linear algebraic equations. This algorithm 

requires a good deal of hand computations to find the 

Jacobian of the system of equations to be solved (see 

Appendix C). Alternative approaches, such as methods 

that use approximate derivatives or methods that entirely 

avoid all derivatives and approximations, could be used 

(see Daniel [1.4]). Gradient methods offer such an

72
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alternative. These methods do not require evaluating the 

Jacobian of the system of equations. However the Gradient 

methods do not have the powerful feature of quadratic 

convergence that the Newton-Raphson methods have.
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Appendix A

CUBIC SPLINES AND THEIR BASIS

A.1 ■ Cubic Splines

yo

hl .h2, h3 ,_____________________JhL,____ x

x0 xl X2 X3 ^-1 XN

Figure A.1

Given a set of data points (Xq,Yq), (x1,y^),...z 

(xN,yN) (Figure A.l), we want to pass a piecewise cubic 

polynomial through these points such that the value of the 

functions, their first derivatives, and their second 

derivatives in two adjacent intervals are equal at the inter­

secting mesh point or "knot". That is, for two adjacent 

piecewise polynomials S^(x), we require that [1.9]

S.(x.-) = S.(x. + ) = y.A J A 3 1 j

S'(x.-) = S!(x.+)A j A 3

S"(x.-) = S"(x. + ).A 3 A 3

(A.l)
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For N intervals we need N polynomials assumed to be of the

form

sA(x)i = a£x3 + b-j/2 + + d^f (i = 1,2,...,N)

(A.2)

each to fit the two end points of each interval. If these 

polynomials satisfy the above requirements then they are 

called cubic splines. In order to define these polynomials 

we need to determine the unknowns a^, b^, c^, d^ (i=l,2,...,N), 

hence 4N unknowns. The conditions at the knots give 2N 

equations to be satisfied. The first derivative conditions 

give N-l equations. The second derivative conditions give 

N-l equations also. Hence, a total of 2N+N-1+N-1 = 4N-2 

equations. Two end conditions could be used to have two 

more equations such as equal moments, or equal slopes, 

thus 4N equations in 4N unknowns.

The set of splines that satisfy the above require­

ments are finite and they constitute a set of N+3 linearly 

independent functions in S [1.9]. If we denote these 

cubic piecewise polynomials by (x), i=0,l,...,N, then 

N
S (x) = 2 (x) (A. 3)

i=0

is a linear combination of the (x), S(x)eS, and (x) is 
N a basis for S. (i=l,...,N) is a set of vectors in R .
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A.2 Basis of Splines

The definition of two of the spline basis will 

be given here although only the second type was used in 

obtaining results. They are the cardinal basis and the 

patch basis. The later type will be discussed in detail.
Let^ tt : 0 = xq < < . .. < =* 1 be a partition

(in)of [0,1], then C^(x) Sp' ' (ir) , called the cardinal basis, 

is defined by (see [1.8] and [1.9])

'C.(x.) = 6. ., 0 < j < N+l, DkC.(0) = DkC.(1) = 0,
j. j j. , j - i a.

0 < k < m-1 for 1 < i < N

- o, 0 < j < N+l, 0^(0) - 6£<k,

(A.4) 
E^Gn+^U) = 0, 0 < k < m-1 for 1 < £ < m

CN+m+l(xj> = °- 0 < j < N+l, DkCN+m+|[(0) - 0,

DkcN+m+l(1) = 5l,k' 0 5 k < m-1 for 1 < I < m.

Here the 6 is the Kronecher delta, D is the ordinary 

derivative operator, N is the number of intervals in [0,1] 

and m is the order of the spline functions, where 2m-1 is 

the degree of the polynomials used in constructing the 

above basis. For cubic splines, m=2.

■^We note that N given by the definition of [1.8] 
is equal to the number of partitions minus one.
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A.3 Construction of Patch Basis

A definition of the patch basis was given in 

Chapter 1, page 11. Here we.will give a method for con­

structing these basis over the interval [a,b]. For 

simplicity the domain will be partitioned into four intervals 

only, where, for reasons to become clear, four is the 

minimum number of partitions we can construct our basis 

over. We require that the basis be zero outside the 

boundary. In the first interval and at the left end 

(x=XQ=a) we require that the ordinate, the first derivative 

and the second derivative be zero. Thus since we are seeking 

cubic polynomials

wi(x) = (x - xQ)3 " x e [xQ,x1]. (A.5)

In the last interval we also require that at the right end, 

(x=x^=b), the ordinate, the first derivative and the second 

derivative be zero. Hence

U>£ (x) = (x4 - x) 3 X E [x3,x4J. (A.6)

Now in the two middle intervals, we assume that the spline 

polynomials have the form

to. (x) = a (x - x,) 3 + b (x - x.) 2 + c (x - x, ) + d i 1 1 1
(A.7) 

X E [X1,X2]

(x) = e (x - x2) 3 + f (x - x2)2 + g(x - x2) + h

X E [X2,X3]
(A.8)



81 

where the constants a, b, c, d, e, f, g and h are to be 

determined.

From the continuity requirements at and Xg we 

have:

at x = xlf (x) = (x - xQ)3, thus

Mi,Xl> = (X1 " x0)3 = hl

(x1) = 3 (x1 - xQ)2 = 3h2 (A. 9)

, wi (xi) = 6 (x1 - xQ) = 6h1

at x = Xg, (x) = (x^ - x) 3, thus

Wi(x3) = (x4 - Xg)3 = h3

Wj_(x3) = 3(x4 - Xg)2 = 3h4 (A.10)

UPX3^ = 6 <x4 " x3^ = 6h4

We have six conditions where the first three 

conditions apply to (A.7)

(jd^x) , x s [x1,x2]

and the second three conditions apply to (A.8)

WjL (x) , x e [x2 ,Xg].

Substituting these conditions in (A.7) and (A.8) results in 

six equations in the eight unknowns, hence we need two more 

equations to determine the eight constants. At x=Xg we also 

have the continuity requirement, hence equating the
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ordinates, the first derivative and the second derivative 

of the two polynomials at the intersecting mesh point 

of the two intervals [x. ,x. and [x._9,x._,] provides

three equations which any two of them can be used with the 

above six equations to determine the eight unknown constants 

a, b, c, d, e, f, g, .

After solving the system of eight linear algebraic 

equations for the coefficients of the polynomials (A.7) and 

(A.8), we can write the patch basis over four partitions 

(assumed to be equal with a mesh size h) of the interval 

[a,b] as

u)i(x) = 0 x | [x0,x4]

o)i(x) = (x - xQ)3 x e [Xq^^^]

(x) = h3 + 3h2 (x - x^) + 3h (x - x^) 2 (A. 11)

- 3 (x - xp x e [x^,X2]

to. (x) = 4h3 - 6h(x - x„)2 + 3 (x - x9) 3 x e [x9,x9]
1 Z Z Z O

(^(x) = (x4 - x) 3 x e [x3,x4]

Now we clarify the statement that a minimum number 

of four intervals is required to build a patch basis. It 

is clear that for one or two intervals the only function 

that satisfies all the requirements mentioned at the 

beginning of this appendix is the function which is zero 

along the unit interval. For three intervals equations 

(A.5) and (A.6) are the same at the end intervals and they 

satisfy the requirements of a cubic spline. The cubic 
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polynomial in the middle interval will have the general 

form

ax3 + bx2 + ex + b. (A.12)

Applying conditions (A.9) and (A.10), excluding the second 

derivative requirement results in the quadratic polynomial

wi(x) = -3hx2 + 9h2x - 5h3. (A. 13)

This polynomial violates the second derivative 

condition and we can conclude that the only function which 

satisfies all the requirements over three intervals is the 

function which is zero everywhere inside the interval [a,b]. 

Hence four is the minimum number of intervals required to 

build cubic splines of patch basis type.

It was mentioned at the beginning of this Appendix 

that the set of splines are finite and they constitute a set 

of N+3 linearly independent functions in S. Thus over our 

four intervals we can construct only seven linearly indepen­

dent set of functions that satisfy the definition of 

cubic splines and the patch basis. Next, we give these 

seven shapes. Figures A.2 - A.8, over a uniform mesh of 

four partitions of the interval [a,b]. Then the mesh size 
becomes h=^^, and x^=ih for 0<i<N+l. The equations that 

appear to the left of each shape is the piecewise analytic 

expression for that basis function.
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co1(x) =
0

xelx^x^J

[xifxi+1]

Figure A.2 w1<x)

|
4h3-6h(x-xi)2+3(x-xi)3

!xi+2"x)’

0

xe[xi'xi+l1 

xe'xi+l'xi+2 

x*[xl,x1+2)

Figure A. 3 a)2 (x)

w3(x) =

h3+3h2(x-x^)+3h(x-x^)2

-3(x-Xi) 3

4h3-6h (x-xi+1) 2+3 (x-xi+1)3

(xl+3-x)’

0

Figure A. 4 o)3 (x)

xetx.,x.+1](x-Xi)3

h3+3h2 (x-xi+1)+3h (x-xi+1)2

W4(x) =
-3(x-x.+1)=

4h3-6h (x-xi+2) 2+3 (x-xi+2)3

3

0

xe [x.+1,xi+2 

xeIxi+2-xi+3 

xe [xl+3-xi+4 

xif [xi,xi+4]

Figure A. 5 u) (x)
4
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u)5 (x) =

(X-Xi+1)3

h3+3h2 (x-x. _)+3h(x-x. )2

-3(x-x.+2)3

4h3-6h (x-xi+3) 2+3 (x-xi+3)3 

0

Figure A.6 (x)

-3(x-x

0

w6 (x)

Figure A.7 w,(x) 0

(x-xi+2)3

h3+3h2 (x-xi+3)+3h(x-xi+3)2

XEtXi+2,X1

xt[xi+2,x.+4

xe[xi+3,xi+4

U)7(x) =
(x-x1+3)3

0

XE[xi+3

xt[x1+3

Figure A. 8 a)? (x)
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The following functions, obtained as linear 

combinations of the above spline basis elements arise in 

handling boundary conditions 'and prove to be necessary
(2) to obtain a convenient basis for Sp (tt) for computa­

tions [1.9]. Their main feature is that they have non 

zero slope at one of their end points. Tfrese functions are 

defined by

= -4u)^(x) + a)2 (x)

0)2 (x) = -u)1(x) + 0)3 (x)

(A.21)

w_ (x) = -4o)-(x) + (or (x)J / o

(04 (x) = -0)7 (x) + (05 (x)

where (o(x) is as defined by (A. 11), and their shapes are 

given in Figures A.9 - A.12.
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co. (x) = -4a). (x) + u), (x)

0)2 (x) = -o)^(x) + 0)3 (x)

Figure A. 9 o^fx)

Figure A. 10 0)3 (x)

0)3 (x) = -4oi^(x) + o)^ (x)

o)4(x) = -0)7 (x) + o>5(x)

Figure A. 11 0)3 (x)

Figure A. 12 o)^ (x)



Appendix B

FRECHET DIFFERENTIALS AND 
FRECHET DERIVATIVES

A definition of Frechet differentials and Fr^chet 

derivatives requires a generalization of the concept of 

the differential and the derivative in ordinary calculus. 

In the following, a definition of the Frechet differential 

and the Frechet derivative is given in terms of vector 

spaces without explaining all the vector space concepts 

involved in the definition but rather an example is presented 

to clarify their application. For a detailed explanation 

of vector spaces and discussion of Frechet differentials 

and Frechet derivatives see Luenburger [1.3], Berberian [B.l] 

and Daniel [1.4].

In the following let X be a vector space, Y a normed 

space, and T a transformation defined on a domain D C X and 

having range R C Y. Luenberger [1<3] gives his definitions 

in terms of a general transformation T, but to get a better 

insight, the definition will be given in terms of some 

functional J(x), where x is the independent variable. The 

functional J(x) is a transformation in the sense used by 

Luenburger.

Definition B.l. If for fixed x s D and each fix e X there 

exists (i)6J(x,fix)eY which is linear and continuous with

88
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respect to 6x such that

(ii) lim II J(x+6x) - J(x) - 6J(xr6x)||  , n.
116x11 0 ii63di 0

then J is said to be Fr£chet differentiable at x and 

6J(x,6x) is said to be the FrSchet differential of J at x 

with increment 6x.

In the above 6(.) denotes the first variation and 
II.II denotes the norm of a vector. Next, the definition of 

Frechet derivative will be given in terms of a Frechet 

differentiable functional J(x).

Definition B.2. At a fixed point x e D the Frechet differen­

tial 6j(x,6x) is, by definition, of the form 6J(x,6x) = 

where A^ is a bounded linear operator from X to Y. Thus, 

as x varies over D, the correspondence x -> Ax defines a 

transformation from D into the normed linear space B(X,Y); 

this transformation is called the Frechet derivative J* of J. 

Thus we have, by definition, 6j(x,6x) = J'(x)6x.

As an example for illustrating the above definitions 

we consider the classical problem in the calculus of 

variation. Find the function q on the interval [Xq,x^]
2 such that the integral functional of the form

"*"Hille and Phillip [B.2] point out that condition 
(ii) is redundant and that Zorn [B.3] has shown that con­
dition (ii) is implied by (i).

2 The functional J will be considered as a functional 
of q to be consistent with the notation of Chapter 1, where 
q is a function of x.
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J(q) = ' I f Iq(x), q'(x), x] dx (B.2)
X0 

3 is minimized. It is assumed that the integrand f has 

continuous first and second partial derivatives with respect 

to all of its arguments and that q(Xg) and q(x^) are fixed. 

Now the fundamental theorem of the calculus of variation will

be stated. [3.5].

If q* is an extremal, the variation of J must 

vanish on q*; that is,

, 6j(q*,6q) = 0 (B.3)

for all admissible q where 6J is the variation of J.

The variation of J can be obtained as follows:

Define by AJ(q,6q) the increment of J(q) due to a perturba­

tion 6q, then AJ(q,6q) can be written as

;xf , .
AJ(q,6q) = < f [q + 6q,q' + 6q* ,x] - f [q,q',x] >dx. (B.4)

X0

Expanding (B.4) in Taylor series about the point q(x),q* (x) 

and retaining only linear terms (see Kirk [3.6]) we obtain 

the variation
fXf ( Sf Sf 1

6J(q,6q) = < [q,q',x] 6q + ^=-r [q,q',x] 6q' i dx. (B.5)
j v v °q dq jxo

This is the form obtained in Luenburger [1.3] which he con­

cludes to be Frechet differentiable.

Now to express 6J(q,6q) entirely in terms containing 

6q, we integrate by parts the term involving 6q' to obtain

3 
The prime (1) above the q denotes the derivative of 

q with respect to x, i.e. dq.
dx
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6J(qr6q) = -||(qrq' ,X)

Xf fXf
6q +

X0 X0
^(q,q',x)

d / 
dx \

af . , . \■^r(q,q' ,x) \ 6q dx. (B.6)

Since q(Xg) and q(x^) are specified, then SqCXg) = 0, 

<5q(xf) = 0 and terms outside the integral vanish. Hence

equation (B.6) can be written as

6J(q,6q) = d f , . . d / 3 f . , A r ,a^lq-q'/x) - 35 (g^lq-q'-x)j 6q dx. (B.7)

At this point we note that equation (B.7) is in the form

of definition B.2, that is in the form

6J(q,6q) = J'(q)6q (B. 8)

where J1(q) was defined to be Frechet derivative. Therefore,

by comparing equation (B.7) with (B.8) we can deduce that

the Frechet derivative of the functional J(q) is

J' (q) = (B.9)

It must be mentioned that carrying the derivation

for 6J(q,6q) further we can arrive at Euler-Lagrange 

equation. Applying the fundamental theorem of the calculus 

of variation, equation (B.3), we obtain from (B.7)

rxf
6J(q,6q) =

Jxo
3f, , .a^lq-q'-x) - 3^ ( i^fq^q* ,x) ) 5q dx = 0. 

dx \ 3q /
(B.10)
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Since the term multiplying 6q in equation (B.10) is 

continuous it follows, from the fundamental lemma of the 

calculus of variation (Kirk [3.6]) that it must vanish 

identically on [Xq,x^]. Thus we conclude that the extremal 

q* must satisfy the equation

||(q/q',x) - ||T(q,q',X)) = 0. (B.ll)

This is the Euler-Lagrange equation which serves as the 

necessary condition for q* to be an extremal.

Now the FrSchet derivatives used in obtaining the 

optimality conditions (1.6) in Chapter 1 will be discussed. 

We note that in this appendix the integral functional con­

sidered is of the form
fXf 

J(q) = f(q,q',x) dx
X0

and to arrive at equation (B.6) we integrated by parts 

equation (B.5) thus expressing the variation of J in terms 

of 6q. But, in Chapter 1, although we start with an integral 
4

functional (1.4) of the same form as (B.2), we transform 

this functional to a form that does not contain q'. Hence 

by applying the derivation used in this appendix to the
a l problem in Chapter 1, noting that ■—T = 0 because L does not 

contain q1 (see equation (1.9)), we arrive at the result

,xf 
6L(q,6q) = 6q dx = 0-JXq

4
The functional in Chapter 1 is the Lagrangian.
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Hence, applying the fundamental lemma of the calculus of 

variation, we get

(B.12)

Similarly, since L is a function of the control u, and not 

a function of u*, it follows that

= 0. (B.13)3u

These are the equations that served as necessary 

conditions to arrive at the optimal solution in the 

preceding chapters.
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Appendix C

THE JACOBIAN

The Jacobian of the system of equations (3.53), 

(3.55) and (3.60) - (3.62) is given in this appendix without 

any simplifications because it is this form that was used 

in the program. It is given for the constrained case 

because this case is more general than the unconstrained 

one. The Jacobian will be of dimension (24 x 24) corre­

sponding to the system of twenty-four equations in the 

twenty-four unknowns. Equations (3.53) will be denoted 

by (i = 1,...,6), equations (3.55) by g^ (i = 7,...,12) 

equations (3.62) by g^ (i = 13,...,18), and equations (3.60) 

by gi (i = 19,...,24).

3gi _
3c .J

"i
= o dd .3

(i = 1,... ,6, j = 1,...,6)

"i =
3e .

3

3 g
8f =0

J
(i = 7,... ,12, j = 2,...,7)

"i _
3c .3

0 (i = 13,.. .,18, j = 2,...,7)

99j =
3c.3

0 (i = 19,.. .,24, j = 1,...,6)
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(i =

(i = 1
“i = W9-i (i = 5,6)

6 / J = lf.e»,6)
Wj = toj (j = 1,2)

“j = “j+1 (j = 3

391
3f .J

- oj^u)p dx = bij

6)

(i = 1,...,6, j = 1,...,6)

where and w. are as defined above and the prime (1) 

denotes a derivative with respect to x.

3g-yi _ T
SCj ai,j-6 (i— 7,...,12, j = 1,. .. ,6)

9gi = , T
9d. i-6,j

J
(i = 7,...,12, j = 1,. .. ,6)

9gi T
3Cj bi-12,j (i = 13,...,18, j = 1,. ..,6)

3gi _ b
9e . i-18,j

J
(i = 19,...,24, j = 1,• .. ,6)

where (T) denotes the transpose of a matrix.
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(/=;I3V 1?J = ‘........,<)

X'h -^L-m (‘-=i^'1<)

Xq - ^t-n • 5^ •••<'?) 

XV<Oj (d--b...,H) 

^=<*Vj (j = s"^)
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3 Xx XK( • ■<-/^X<1) +(«*/9x\y=

1" 3 i

Xij =<»»i-|i. (i - VMH1)
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t. r £

.X
2X1 + ■f-S^zX1"'*/4^^"#‘/4^*<)'] 3

x\ -♦- 4 % (* 4*/? ^h) Xz "j x

Xz=^-|^ (.4. = /^....?zz)

'l-19,--, 2*/, j-|y...., Xz=Ml7.L (<. = 23z2v)

XVWd =
X\-^-j (d = 6; 6)

2xv? ^(,+/?x\y^ (2/?xMxy [^xvsc^x^y'7

a Xz4--j-0<bX2.(l + /?Xq)]
_ 8.

’ a* [z Xz+^t (i+Z3 x^yi

Xtj ^xV-j-sX^'+z9^)
s

a" Xz C2/2 Xt, Xh) c/x

Xz=<*j<l-i; (l = I 9,----/ZZ^

(<: = ............ , j = . ......6) = ^"■L <■L = 13^*)

X\=“i (i«i,z)
XV^j-H (t = 3,‘--
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Appendix D

PROGRAMS AND OUTPUTS

In this appendix a list of the programs used in 

arriving at results is given together with an output of 

the solutions. The first program is for the solution of 

the minimum weight column of length SI subjected to an axial 

load P. The second program is for the solution of the 

minimum weight beam in transverse vibrations at a certain 

natural frequency. This program listed is for the con­

strained case but by making the constraint very small in
-8

the order of 10 (but not zero since the algorithm then 

involves a division by zero) one could reach the solution 

to the unconstrained problem. The programs have subroutines 

to construct the spline basis elements over four partitions 

of the interval [0,£] and [0,1]. The programs are written 

in double precision and they both use subroutines from the 

SSP (Scientific Subroutines Package written by IBM). The 

SSP subroutines are not listed in this appendix and they 

are

DQSF - This subroutine computes the vector of integral 

value for a given equidistant table of function 

values. The method used is a combination of 
3Simpson rule together with Newton's -g- rule or a o

combination of these two rules. All integrations



100 

were carried out with a stepsize of integration 

of 0.01 for the unit interval [0,1]

DGELG - This subroutine solves a general system of 

simultaneous linear equations by means of the 

Gauss elimination method.
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IMPLICIT REAL*8(A-Ht0-Z)
DIMENSION G(12,12),W(7,101),DW(7,101),WH(4,101),DWH(4,101), 
1X(1O1),C(12)»ALPHA(101),Y(101),Z(101),DLAMD1(101),DLAMD2(101)
REAL*8 LAMDA1(101),LAMDA2(101),LENGTH,LOAD
READ(5,10,END=1000)NINTV,DELT,LENGTH,LOAD
FORMAT!I2,3F20.15)
WRITE(6,15)NINTV,DELT
FORMATCl',' NO. OF SPLINE INTERVALS: * , 12 , * , STEPSIZE DELT = * , 

1F8.4/)
WRITE(6,16)LENGTH,LOAD
FORMATC LENGTH OF COLUMN=•,F10.4,',LOAD =*,F10.4,//)
X(l)=0.0
NPOINT=LENGTH/DELT+1
DO 25 K=2,NP0INT
X(K)=X(K-1)+DELT
CONTINUE
NSTEP=NPOINT-1
LINTV=NSTEP/NINTV
H=LENGTH/NINTV
CALL SPLIN(X,H,W,WH,LINTV)
CALL DSPLIN(X,H,DW,DWH,LINTV)
DO 30 1=7,12
DO 30 J=7,12
G( I,J)=O.DO
CONTINUE
DO 50 1=1,2
DO 40 J=I,2
DO 35 K=1,NPOINT
Y(K)=WH(I,K)*WH(J,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
G( I, J ) = 2.DO*Z(NPOI NT)
CONTINUE
DO 50 J=3,6
DO 45 K=1,NPOINT
Y(K)=WH(I,K)»W(J+1,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
G( I,J ) = 2.D0*Z(NP0INT)
CONTINUE
DO 60 1=3,6
DO 60 J=I,6
DO 55 K=1,NPOINT
Y(K)=W(I+1,K)*W(J+1,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
G( I,J )=2.D0*Z(NPOINT)
CONTINUE
DO 80 1=1,2
DO 70 J=7,10
DO 65 K=l,NPOINT
Y(K)=WH(I,K)»DW(J-6,K)-DWH(I,K)*W(J-6,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)



70

75

80

85

90

95

100

105

110

115

120

125

130

135

19/44/5974204DATEMAING LEVEL 19

G(I,J)=Z(NP0INT)
CONTINUE
DO 80 J=ll,12
DO 75 K=1,NPOINT
Y(K)=WH( ItK)*DViH( 15-J,K)-DWH( I,K)*WH( 15-JfK)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOI NT)
G( I,J) = Z(NPOINT)
CONTINUE
DO 100 1=3,6
DO 90 J=7,10
DO 85 K=1,NPOINT
Y(K)=WII+1,K)*DW(J-6,K)-DW(I+1,K)*W(J-6,K) •
CONTINUE
CALL DQSF(DELT,Y,Z,NPOI NT)
G( I,J) = Z(NPOINT)
CONTINUE
DO 100 J=ll,12
DO 95 K=1,NPOINT
Y(K)=W( I + 1,K)*DWH( 15-J,K)-DW( I <-1, K ) *W H ( 15-J , K )
CONTINUE
CALL DQSF(CELT,Y,Z,NPOINT)
G( I,J)=Z(NPOINT)
CONTINUE
PP=DSQRT(LOAD)
DO 110 1 = 7,10
DO 105 K=1,NPOINT
Y(K)=W(1-6,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
C(I)=-2.D0*PP*Z(NP0INT)
CONTINUE
DO 120 1=11,12
DO 115 K=1,NPOINT
Y(K)=WH(15-1,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
C(I)=-2.D0*PP*Z(NPOINT)
CONTINUE
DO 125 1=1,6
C( I )=0.0
CONTINUE
DO 130 1=2,6
DO 130 J=l,I
GI I , J)=G(J,I)
CONTINUE
DO 135 1 = 7,12
DO 135 J=l,6
G(I,J)=G(J,I)
CONTINUE
EPS=1.00-16
CALL DGELGIC,G,12,1,EPS, IER)
Cl=-4.D0*C(1)-C(2)
D7=-C(ll)-4.D0*C(12)
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WRITE(6,140)
140 FORMATC COEFF. OF SPLINES FUNCTIONS C(I)(1 = 1,....t 12) ARE*)

WRITE(6,145)Cl,(C(I),1=1,12),D7
145 ' FORMAT! 1 * ,7F10.4) 

WRITEC6,150)
150 FORMATUO*,* SPAN*,* AREA1,* AREA*)

WRITE(6,155)
155 FORMAT!1 OF*,’ DISTRIBUTION*,* DISTRIBUTION*

1) 
WRITE!6,160)

160 FORMAT!* COLUMN*,* ( NUMERICAL)•,• fANALYTI CAL)*
1 )
DO 175 K=1,NPOINT
Al=0.0
A2=0.0
AD1=O.O
AD2=0.0
DO 170 1=7,12
A2=A2+C(I)»W(1-6,K)
A1=A1+C(I-6)*W(1-5,K)
AD1=AD1+C(1-6)»DW(I-5,K)
AD2=AD2+CI I)*DW(1-6,K)

170 CONTINUE
LAMDA2(K)=A2+D7*W(7,K)
LAMDAHK)=A1 + C1*W! 1,K)
DLAMD2(K)=AD2+D7*DW(7,K)
DLAMD1!K)=AD1+C1*DW!1,K)
ALPHA(K)=PP*LAMDA2(K)
Y !K )=L0AD»!LENGTH**2-X!K)**2)/2.D0

175 CONTINUE
DO 180 K=l,NP0INT,2
WRITE16,185)XIK).ALPHA!K),Y!K)

180
185

CONTINUE
F0RMAT(F10.4,6E20.5)
DO 190 K=l,NP0INT
Y I K)=LAMDA1!K)*LAMDA1(K)-DLAMD1(K)*LAMDA2(K)+DLAMD2(K)*LAMDA1(K)
1+2.DO*PP*LAMDA2(K)

190 CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT) 
ALAG=Z(NPOINT)
CALL DQSF(DELT,ALPHA,Z,NPOINT) 
BLAG=Z(NPOINT) 
WRITE(6,195)BLAG

195 FORMAT!’ COST FUNCTIONAL=•,E20.15)
WRITE(6,200)ALAG

200

1000

FORMAT!' LAGRANGIAN=*,E20.15)
GO TO 1
STOP
END
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SUBROUTINE SPLIN(X,H,W,WH,LINTV) 
IMPLICIT REAL*8(A-H,O-Z) 
DIMENSION W(7,101)tX(101),WH(4,101) 
DO 5 1=1,7 
DO 5 K=l, 101 
W(I,K)=0.0 
CONTINUE 
DO 10 1=1,4 
DO 10 K=l,101 
WH(I ,K)=0.0 
CONTINUE 
NN=LINTV+1 
DO 15 1=1,NN 
W(1,I)=(X(LINTV+1)-X(I))*»3
W(2, I )=4.D0*H**3-6.D0*H*(X(I)-X(1))»*2+3.D0*(X(I) — X(1))**3 
W(3,I)=H**3+3.D0*H**2*(X(I)-X(1))+3.D0*H*(X(I)-X(1))**2 
l-3.D0*(X(I)-X(1))**3
W(4,I)=(X(I)-X(1))**3 
WH(1,I)=-4.D0*W(1,I)+W(2, I) 
WH(2,I)=-W(1,I)+W(3,I) 
CONTINUE 
MM=LINTV+2 
MMM=2*LINTV+1 
DO 20 I=MM,M.MM 
KK=I-LINTV 
W(2, I)=W(1,KK) 
W(3,I)=W(2,KK) 
W(4,I)=W(3,KK) 
W(5,I)=W(4,KK ) 
WHtl.I)=-4.D0*W(l,I)+W(2,I) 
WH(2,I)=-W(1,I)+W(3,I) 
WH(4,I)=-W(7,I)+W(5,I) 
CONTINUE 
LL=2*LINTV+2 
LLL=3*LINTV+1 
DO 25 I=LL,LLL 
KK=I-LINTV 
W(3,I)=W(2,KK) 
W(4,I)=W(3,KK ) 
W(5,I)=W(4,KK) 
W(6,I)=W(5,KK)
HH(2,I)=-W(1,I)+W(3,I) 
WHO, I )=-4.D0*W(7, I )+W(6, I ) 
WH(4,I)=-W(7,I)+W(5,I ) 
CONTINUE 
I I=3*LINTV+2 
I I I=4*LINTV+1 
DO 30 1 = 1 I, I I I 
KK=I-LINTV 
W(4,I)=W(3,KK) 
W(5,I)=W(4,KK) 
W(6,I)=W(5,KK ) 
W(7,I)=W(6,KK) 
WH(3,1)=-4.D0»W(7,I) + W(6, I )
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WH(4,I)=-W(7,I)+W(5tI)
30 CONTINUE 

RETURN
- END

DATE = 74204 19/44/59
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SUBROUTINE DSPLIN(X,H,DW,DWH,LI NTV) 
IMPLICIT REAL*8(A-H,O-Z) 
DIMENSION DW(7,101),X(101),DWH(4,101) 

' DO 5 1=1,7
DO 5 K=l,101
DW(I,K)=0.0

5 CONTINUE
DO 10 1=1,4
DO 10 K=l,101
DWH(I,K)=0.0

10 CONTINUE
NN=LINTV+1
DO 15 1=1,NN
DW( 1,1)=-3.D0»(X(LINTV+1)-X(I))*(X(LINTV + 1)-X(I))
DW(2, I )=-12.D0*H*(X(I)-X(1))+9.D0*(X( I)-X(1))*(X(I)-X(1))
DW(3,I)=3•D0*H*H + 6.DO*H*(X(I)-X(1))-9.D0*(X( I )-X(1))*(X(I)-X( 1)) 
DW(4,I)=3.D0*(X(I)-X(1))*(X(I)-X(1)) 
DWH(1,I)=-4.D0*DW(1,I)+DW(2, I ) 
DWH(2,I)=—DW(1,1)+DWI3,I)

15 CONTINUE
MM=LINTV+2
MMM=2*LINTV+1
DO 20 I=MM,MMM
KK=I-LINTV
DW(2,I)=DW(1,KK)
DW(3,I)=DW(2,KK)
DW(4,I)=DW(3,KK) 
DW(5,I)=DW(4,KK) 
DWH(1,I)=-4.D0*DW(1,I)+DW(2,I ) 
DWH(2,1)=-DW(1,1)+DW(3,I ) 
DWH(4,I) = -DW(7,I)+DW(5,1 ) 

20 CONTINUE
LL=2*LINTV+2
LLL=3*LINTV+1
DO 25 I=LL,LLL
KK=I-LINTV
DW(3,I)=DW(2,KK)
DW(4,I)=DW(3,KK) 
DW(5,I)=DW(4,KK) 
DW(6,I)=DW(5,KK) 
DWH(2,I)=-DW(1,1)+DW(3,1 ) 
DWH13,I)=-4.D0*DW(7,I)+DW(6,I ) 
DWH(4,I)=-DW(7,I)+DW(5,I ) 

25 CONTINUE
II=3*LINTV+2
I II=4*LINTV+1
DO 30 1 = 1 I , I I I
KK=I-LINTV
DW(4,I)=DW(3,KK)
DW(5,I)=DW(4,KK)
DW(6,I)=DW(5,KK)
DW(7,I)=DW(6,KK)
DWH(3,I)=-4.D0*DW(7,I)+DW(6, I ) 
DWH(4,I)=-DW(7,1)+DW(5,I)
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30 CONTINUE
RETURN 
END

DATE = 74204 19/44/59



NO. OF SP LINE INTERVALS: 4, STEP SIZE DELT= 0.0100
LENGTH OF COLUMN= 1.0000 ,LOAD = 1.0000

COEFF. OF SPLINES FUNCTIONS C( I ) ( 1=1,....,14) ARE
-2.6667 0.0000 2.6667 5. 3334 8.0000 10.6667 13.3330
5.1109 5.4445 5.1111 4.
SPAN AREA
OF DISTRIBUTION

COLUMN ( NUMERICAL)
0.0 0.50000D 00
0.0200 0.49980D 00
0.0400 0.49920D 00
0.0600 0.49820D 00
0.0800 0.49680D 00
0. 1000 0.49500D 00
0.1200 0.49280D 00
0.1400 0.49020D 00
0.1600 0.48720D 00
0.1800 0.48380D 00
0.2000 0.480C0D 00
0.2200 0.475800 00
0.2400 0.471200 00
0.2600 0.46620D 00
0.2800 0.460800 00
0.3000 , 0.455000 00
0.3200 0.448800 00
0.3400 0.442200 00
0.3600 0.435200 00
0.3800 0.427800 00
0.4000 0.420000 00
0.4200 0.411800 00
0.4400 0.403200 00
0.4600 0.394200 00
0.4800 0.384800 00
0.5000 0.37500D 00
0.5200 0.36480D 00
0.5400 0.354200 00
0.5600 0.343200 00
0.5800 0.33180D 00
0.6000 0.32000D 00
0.6200 0.30780D 00
0.6400 0.29520D 00
0.6600 0.28220D 00
0.6800 0.26880D 00
0.7000 O.255C0D 00
0.7200 0.24080D 00
0.7400 0.22620D 00
0.7600 0.21120D 00
0.7800 0.19580D 00
0.8000 0.18000D 00
0.8200 0.16380D 00
0.8400 0.14720D 00
0.8600 0.13020D 00
0.8800 0.11280D 00
0.9000 0.95000D-01
0.9200 0.76800D-01
0.9400 0.58200D-01
0.9600 O.392C0D-01
0.9800 0.198C0D-01
1.0000 0.12230D-15
COST FUNCTI0NAL=.333333333330785D

LAGRANGIAN=.3333333333307850

1111 2.4444 0.1111
AREA

DISTRIBUTION 
(ANALYTICAL) 
0.50000D 00 
0.49980D 00 
0.49920D 00 
0.498200 00 
0.49680D 00 
0.49500D 00 
0.49280D 00 • 
0.49020D 00 
0.48720D 00 

. 0.48380D 00 
0.48000D 00 
0.47580D 00 
0.47120D 00 
0.46620D 00 
0.46080D 00 
0.45500D 00 
0.44880D 00 
0.44220D 00 
0.43520D 00 
0.42780D 00 
0.42000D 00 
0.41180D 00 
0.40320D 00 
0.39420D 00 
0.38480D 00 
0.37500D 00 
0.36480D 00 
0.35420D 00 
0.34320D 00 
0.33180D 00 
0.32000D 00 
0.30780D 00 " 
0.29520D 00 
0.28220D 00 
0.26880D 00 
0.25500D 00 
0.24080D 00 
0.22620D 00 
0.21120D 00 
0.19580D 00 
0.18000D 00 
0.16380D 00 
0.14720D 00 
0.13020D 00 
0.11280D 00 
0.95000D-01 
0.76800D-01 
0.58200D-01 
0.39200D-01 
0.19800D-01 
0.47184D-15 

00 
00

-2.8889
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IMPLICIT REAL*8(A-H.O-Z)
DOUBLE PRECISION M,MU,MUB
DIMENSION X(101),C(24),ALPHA(101),Y(101),Z(101),DLAMD1(101), 
1DLAMD2(101),DLAMD3(101),DLAMD4(101)
COMMON BETA,AN,AN 1,AN2,AN3,AN4,AN5,AN6,ANT,AB,DELT,MU,

1 M(24,24),W(7,101),DW(7,101),WH(4,101),DWH(4,101),
2 DD( 101),DF( 101) ,DF1(101),DUM(101),DUM1(101),DUM2( 101) ,
1 DUM3(101),NPOINT
REAL*8 LAMDAl(101),LAMDA2(101),LAMDA3(101),LAMDA4(101),LENGTH
NINTV=4
DELT=0.01D0
LENGTH=1.0D0
AN=2.D0
MUB= l.D-02
MU=MUB**(AN+l.DO)
WRITE(6,10)MUB
FORMAT!'1',' CONSTRAINT AT RIGHT END OF THE BEAM•,E10.3//)
BETA=3.51500**2
WRITE(6,15)NINTV,DELT
FORMAT!’ NO. OF SPLINE INTERVALS:',12,', STEPSIZE DELT=',F10.4/)
WRITE!6,20)LENGTH,BETA
FORMAT(’ LENGTH OF BEAM= •,F10.4,•, BETA=•,F12.5///)
AN1=AN/(AN+1.DO)
AN2=(-2.DO*AN-1.DO)/(AN+l.DO)
AN3=(2.DO*AN+1.DO)/(AN+l.DO)
AN4=-1.DO/(AN+l.DO)
AN5=AN+1.DO
AN6=(-3.D0*AN-2.D0)/(AN+l.DO)
AN7=(-AN-2.D0)/(AN+l.DO)
AB=(2.DO*BETA)/(AN+l.DO)
X!l)=0.0
NPOINT=LENGTH/DELT+1
DO 25 K=2,NP0INT
X! K) =X( K-D+DELT
CONTINUE
NSTEP=NPOINT-1
LINTV=NSTEP/NINTV
H=LENGTH/NINTV
CALL SPLIN(X,H,W,WH,LINTV)
CALL DSPLIN(X,H,DW,DWH,LINTV)
DO 45 1=13,16
DO 35J=1,2
DO 30 K=1,NPOINT
Y(K)=W(I-12,K)*WH(J,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
M(I,J)=-2.D0*Z(NP0INT)
CONTINUE
DO 45 J=3,6
DO 40 K=1,NPOINT
Y(K)=W(I-12,K)*W(J+1,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
M(I,J)=-2.D0*Z(NP0INT)
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CONTINUE
DO 65 1=17,18
DO 55 J=l,2
DO 50 K=ltNPOINT
Y(K)=WH(21-I,K)*WH(J,K)
CONTINUE
CALL DOSF(DELT,Y,Z,NPOINT)
Ml I,J)=-2.D0»Z(NP0INT )
CONTINUE
DO 65 J=3,6
DO 60 K=1,NPOINT
Y(K)=WH(21-I,K)*W(J+lfK)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
M(I,J)=-2.DO*Z(NPOINT)
CONTINUE
DO 85 1=1,4
DO 75 J=l,2
DO 70 K=1,NPOINT
Y(K)=W(I,K)*DWH(J,K)-DWU,K)*WH(J,K)
CONT INUE
CALL DQSFI DELT,Y,Z,NPOINT)
Ml I,J)=Z(NPOINT)
CONTINUE
DO 85 J=3,6
DO 80 K=1,NPOINT
Y(K)=W(I,K)*DW(J+1,K)-DW(I,K)*WlJ+1,K)
CONT INUE
CALL DOSF(DELT,Y,Z,NPOINT)
Ml I,J)=ZINPOINT)
CONTINUE
DO 105 1=5,6
DO 95 J=l,2
DO 90 K=1,NPOINT
Y(K)=WH(9-I,K)*DWH(J,K)-DWH(9-I,K)*WH(J,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
Ml I,J)=Z(NPOINT)
CONTINUE
DO 105 J=3,6
DO 100 K=1,NPOINT
Y(K)=WH(9-I,K)*DW(J+1,K)-DWH(9-I,K)*W(J+1,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
Ml I,J )=Z(NPOINT)
CONTINUE
DO 110 1=13,18
DO 110 J=7,12
M( I,J )=-M(1-12,J-6)
CONTINUE
DO 115 1=19,24
DO 115 J=13,18
M( I,J )=M(J,1-18)
CONTINUE
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DO 120 1=19,24 
DO 120 J=19,24 
M( I , J )=M(J-18,1-18) 

120 'CONTINUE
DO 125 1=7,12 
DO 125 J=13,18 
M( I, J)=-M(I + 12,J + 6) 

125 CONTINUE
1 READ(5,130,END=1000)(C(I),I=1,24)

130 FORMAT!8F10.5 ) 
CALL S0LVE(24,C) 
C7=-4.bO*C(6)-C(5) 
D7=-C(U)-4.D0*C(12) 
El=-4.D0*C(13)-C(14) 
Fl=-4.D0*C(19)-C(20) 
WRITE(6,195)

195 FORMAT!///' THE COEFFICIENTS OF SPLINE FUNCTIONS C(I)(1=1,...,28 
1) ARE'/)
WRITE(6,200)(C(I),1 = 1,6),C7,(Ct I),1=7,12),D7,E1,(C(I),1 = 13,18),F1, 

1 (Cd ) ,1 = 19,24)
200 FORMAT!' ',7E12.4) 

WRITE(6, 135)
135 FORMATCI',' SPAN OF',' AREA')

WRITE(6,140)
140 FORMAT!' BEAM',' DISTRIBUTION DEFLECTION'

1,' HAMILTONIAN'/) 
DO 150 K=1,NPOINT 
Al=0.0 
A2=0.0 
A3=0.0 
A4=0.0 
DA1=O.O 
DA2=0.0 
DA3=0.0 
DA4=0.0 
DO 145 1=1,6 
A1=A1+C(I)*W(I,K) 
A2=A2+C(I+6)*W(I,K) 
A3=A3+C(I+12)*W(I+1,K) 
A4=A4+C(1+18)*W(I+1,K) 
DA1=DA1+C(I)*DW(I,K) 
DA2=DA2+C(I+6)*DW(I,K) 
DA3=DA3+C(I+12)*DW(I+1,K) 
DA4=DA4+C(I+18)*DW(I+1,K) 

145 CONTINUE
LAMDA 1(K)=A1 + C7*W(7,K) 
LAMDA2(K)=A2+D7*W(7,K) 
LAMDA3!K)=A3+E1*W(1,K) 
LAMDA4(K)=A4 + F1*W( 1,K) 
DLAMD1(K)=DA1+C7*DW(7,K) 
DLAMD2!K)=DA2+D7»DW(7,K) 
DLAMD3(K)=DA3+E1*DW(1,K) 
DLAMD4(K)=DA4+F1*DW(1,K) 
ALPHA(K)=((AN*LAMDA2(K)**2)/(1.D0+BETA*LAMDA4(K)**2)+MU)**(1.00/
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1(AN + 1.D0) )
Y(K)=ALPHA(K)-2.DO*LAMDA1(K)*LAM0A3(K ) + (1.DO/ALPHA(K)**2 )

1 *LAMDA2(K)**2+ALPHA(K)♦BETA*LAMDA4(K)**2
' CONT INUE
DO 155 K=1,NPOINT,2
WRITE(6,190)X(K)tALPHA(K),LAMDA4IK),Y(K)
FORMAT(F10.4,9E15.5)
CONTINUE
DO 160 K=1,NPGINT
Y(K)=ALPHA(K)-2.DO*LAMDA1(K)*LAMDA3(K)+(1.DO/(ALPHA(K)**2))♦ 
1LAMDA2(K)**2+ALPHA(K)*BETA*LAMDA4(K)**2+DLAMD1(K)*LAMDA4(K)- 
1DLAMD2(K)»LAMDA3(K)+DLAMD3(K)*LAMDA2(K)-LAMDA1(K)*DLAMD4(K)
CONTINUE
CALL DQSF(DE LT,Y,Z,NPOI NT)
ALAG=Z(NPOINT)
CALL DQSFIDELT,ALPHA,Z.NPOINT)
BLAG = Z(NPOINT )
WRITE(6,165)BLAG
FORMAT!/' COST FUNCTIONAL=',E20.15)
WRITE(6,185)ALAG
FORMAT!• LAGRANGIAN=',E20.15//)
DO 170 K=1,NPOINT
Y(K)=(LAMDA2(K)**2)/(ALPHA(K)**AN)
CONTINUE
CALL DQSFIDELT,Y,Z,NPOINT)
OMEG=Z(NPOINT )
DO 175 K=1,NPOINT
Y(K)=ALPHA(K)*LAMDA4(K)**2
CONTINUE
CALL DQSFIDELT,Y,Z,NPOINT)
OMEG=OMEG/Z(NPOINT)
WRITE(6,180)OMEG
FORMAT!' BETA OBTAINED FROM RAYLIEGH QUOTIENT = »,F10.5)
GO TO 1
STOP
END
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SUBROUTINE SOLVEIN,X)
IMPLICIT REAL*8(A-H,O-Z)
DIMENSION X(24),FN(24),DEN(24,24),ALPHA(20),PRE(100),PR(20),

1 R(24),XX(24)
EPSl=l.D-26
WRITE(6,10)
FORMATC INITIAL GUESSES AT THE SPLINE COEFFICIENTS’/)
WRITE(6,15)(X(I),1=1,24)
FORMATC ',6E12.4)
DO 75 KK=l,50
CALL FUNC(N,X,FN)
CALL DFUNC(N,X,DFN) 
DO 20 1=1,N 
XX(I)=X(I )
R( I )=-FN(I)
CONTINUE
CALL DGELG(R,DFN,24,1,1.0-16,IER)
PRE(KK)=0.ODO 
DO 30 1=1,N 
PREGKK)=PRE(KK)+FN(I)*FN(I) 
CONTINUE
IF(KK.GT.l) GO TO 40
WRITE(6,35)PRE(KK)
FORMAT!//’ ERROR IN INITIAL GUESSES=*,E15.5/)

ALPHA! l) = l.OD0 
DO 55 J=2,20 
PR(J)=O.ODO 
DO 45 1=1,N 
M=J-1
X(I)=XX(I)+ALPHA(M)*R(I)
CONTINUE 
CALL FUNC(N,X,FN) 
DO 50 1=1,N 
PR(J)=PR(J)+FN(I)*FN(I)
CONTINUE
M=J-1
IF(PR(J).LT.PRE(KK))GO TO 65
ALPHA(J)=ALPHA(J-l)/2.ODO
CONTINUE
WRITE(6,60)ALPHA(M),KK
FORMAT(• NONCONVERGENCE BECAUSE OF TOO MANY BISECTIONS OF STEPSIZE 
1,ALPHA=',F10.8,'AFTER1,1 3,'ITERATIONS’ )
GO TO 200
WRITE(6,70)KK,PR(J),ALPHA(M)
FORMAT!’ ITERATION N0.',I3,5X,’ CUMULATIVE ERROR=',E12.5,', ALPH 
1A=’,F1O.8//)
IF(PR(J).LT.EPS1)GO TO 85 
DO 75 1=1,N
X(I)=XX(I)+ALPHA(M)*R(I)
CONTINUE
WRITE(6,80)KK
FORMAT!' NO CONVERGENCE AFTER ',13,' ITERATIONS’) 
GO TO 200 
WRITE(6,90)PR(J),KK
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90 FORMAT!* CONVERGENCE. CUMULATIVE ERROR=‘»E12.5»• AFTER’, I3»• ITE 
1RATI0NS*) 

200 RETURN 
'END



10

15

20

25

30

40

45

50

22/52/10FUNGG LEVEL 19 DATE = 74204

SUBROUTINE FUNC(N,C,FN)
IMPLICIT REAL*8(A-H,O-Z)
DOUBLE PRECISION M,MU
•DIMENSION C(24),FN(24),Y(101),Z(101)tYl(101)
COMMON BETA,AN,AN 1,AN 2,AN3,AN4»AN5,AN6,AN7,AB,DELT,MU,

1 M(24,24),W(7,101),DW(7,101),WH(4t101)tDWH(4,101)i
2 DD( 101) ,DF( 101) ,DF1 (101) iDUMHOl) ,DUM1 (101) , DUM2 (101),
1 DUM3( 101),NP0INT
DO 10 K=1,NPOINT
DD(K)=W(1,K)*C(7)+W(2,K)»C(8)+W(3,K)*C(9)

1 +W(4,K)*C(10)+WH(4,K)»C(11)+WH(3,K)*C(12)
DF(K)=WH(1,K)*C(19)+WH(2,K)*C(20)+W(4,K)*C(21)

1 +W(5,K)*C(22)+W(6,K)*C(23)+W(7,K)*C(24.)
DFK K)=BETA*DF(K)
DUM(K)=1.DO+DF(K)*DF1(K)
DUM1(K)=AN*DD(K)**2+MU*DUM(K)
DUM2(K)=AN»DD(K)**3+AN3*MU*DD(K)»DUM(K)
DUM3(K)=(AN5*DD(K)**2+MU*DUM(K))*DF(K)
CONTINUE
DO ZO 1=1,12
J=I+12
I F( I.GT.6) GO TO 15
FN(I) = M(J,1)*C(13)+M(J,2)*C(14)+M(J,3)*C(15 )

1 +M(J,4)*C(16)+M(J,5)*C(17)+M(J,6)*C(18)
1 +M(J,7)*C(19)+M(J,8)*C(20)+M(J,9)*C(21)
1 +M ( J , 10 ) *C ( 22 ) +M ( J , 11) *C ( 2 3 ) +M ( J, 12) *C ( 24)
GO TO 20
FN ( I ) =M ( J , 13 ) *C ( 1)-f-M ( J , 14 ) *C ( 2 )+M ( J , 15 ) *C (3 )

1 +M(J,16)*C(4)+M(J,17)*C(5)+M{J,18)*C(6)
1 +M(J,19)*C(7)+M(J,20)*C(8)+M(J,21)*C(9)
1 +M(J , 22)*C(10) + M{J,23)*C(11)+M(J,24)*C(12)
CONTINUE
DO 25 K=1,NPOINT
Y1(K)=AN*(DUM(K)**AN4)*(DUM1(K)*♦(-AN1))*DUM3(K)

1 +MU*MU*(DUM(K)**AN3)*DF(K)*(DUM1(K)**AN2)
CONTINUE
DO 40 1=1,6
DO 30 K=1,NPOINT
IFd.GE.3) Y(K) = Y1(K)*W( I + 1,K)
IFd.LT.3) Y(K) = Y1 (K)*WH( I,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
FN(1+12)=AB*Z(NPOINT)
CONTINUE
DO 45 K=l,NPOINT
Y1 (K ) = (DUM(K ) **AN1 )*( DUMKK) **AN2) *DUM2(K)
CONTINUE
DO 60 1=1,6
DO 50 K=l,NPOINT
IF(I.LE.4) Y(K)=Y1(K)*W(I,K)
IF(I.GT.4) Y(K)=Y1(K)*WK(9-I,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
FN(1+18)=2.DO*Z(NPOINT)
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60 CONTINUE
DO 70 J=13,18
FN(13)=FN(13)+M(7,J)*C(J-12) 
FN(14)=FN(14)+M(8,J)*C(J-12) 
FN( 15) = FN(15)+M(9,J)*C(J-12) 
FN(16)=FN(16)+M(10.J)*C(J-12) 
FN(17)=FN(17)+N(11,J)*C(J-12) 
FN(18)=FN(18)+M(12,J)*C(J-12) 

70 CONTINUE
DO 80 J=l,6
FN(19)=FN(19)+M(1,J)*C(J+12) 
FN(20)=FN(20)+M(2,J)*C(J+12) 
FN(21)=FN(21)+M(3,J)*C(J+12) 
FN(22)=FN(22)+M(4,J)*C(J+12) 
FN(23)=FN(23)+M(5fJ)*C(J+12) 
FN(24)=FN(24)+M(6,J)*C(J+12) 

80 CONTINUE
RETURN
END
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SUBROUTINE DFUNG(N,0,DFN) 
IMPLICIT REAL*8(A-H,O-Z) 
DOUBLE PRECISION M,MU 
'DIMENSION C(24),DFN(24,24),Y(101),Z(101),Y1(101) 
COMMON BETA,AN,AN1,AN2,AN3,AN4,AN5,AN6,AN7♦AB,DELT,MU,

1 M(24,24),W(7,101),DW(7,101),WH(4,101),DWH(4,101),
2 DD(101),DF(101),DFl( 101) ',DUM( 101) ,DUM1( 101) ,DUM2 (101) ,
1 DUM3(101),NP0INT

C 1=1...... ,6
DO 20 1=1,6 
I 1=1 + 12 
DO 15 J=l,24 
IF(J.LT.13) GO TO 10 
DFN( I,J) = M(I I,J-12) 
GO TO 15 

10 DFN(I,J)=0.0D0 
15 CONTINUE 
20 CONTINUE ' 

C 1=7,....... ,12
DO 40 1=7,12 
I 1 = 1 + 12 
DO 35 J=l,24 
IF(J.GT.12) GO TO 30 
DFNlI,J)=M(II,J+12) 
GO TO 35 

30 DFN(I,J)=O.ODO 
35 CONTINUE 
40 CONTINUE 

C 1=13,...... ,18
DO 60 1=13,18 
DO 55 J=13,18 
DFNlI,J)=O.ODO 

55 CONTINUE 
60 CONTINUE 

DO 70 1=13,18 
11=1-6 
DO 65 J=l,6 
DFN(I,J)=M(II,J+12) 

65 CONTINUE 
70 CONTINUE

C 1 = 19......... ,24
DO 80 1=19,24 
11=1-18 
DO 75 J=13,18 
DFNlI,J)=M(II,J-12) 

75 CONTINUE 
80 CONTINUE 

DO 90 1=19,24 
I 1=1-18 
DO 85 J=l,6 
DFN(I,J)=O.ODO 

85 CONTINUE 
90 CONTINUE 

DO 95 K=1,NPOINT
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Y1 (K)=AN*(DUM(K)*»AN4)♦(-AN1*(DUM1(K)**AN2)*2.DO*AN»DD(K) 
1 *DUM3(K)+(DUM1(K)**(-ANl))*(2.D0*AN5*DD(K)*DF(K)))
1 +MU*MU*(DUM(K)**AN3)*DF(K)*(AN2*(DUM1(K)**AN6)*2.D0*AN*DD(K) )
CONTINUE 
DO 120 1=13,18 
DO 110 J=l,6 
DO 100 K=1,NPOINT 
IF(I.GE.15) Y(K)=Y1(K)*W(I-12+1,K) 
IF( I.LT.15) Y(K)=Y1(K)*WH(I-12,K) 
IF(J.LE.4) Y(K)=Y(K)*W(J,K) 
IF(J.GT.4) Y(K)=Y(K)*WH(9-J,K) 
CONTINUE 
CALL DOSF(DELT,Y,Z,NPOINT) 
DFNlI,J+6)=AB*Z(NP0INT) 
CONTINUE 
CONTINUE 
DO 130 K=1,NPOINT
Y1(K)=AN*(AN4*(DUM(K)**AN7)*2.DO*DF1(K)*(DUM1(K)**(-ANl)) 

1 *DUM3(K)+(DUM(K)**AN4)*(-AN1)*(DUM1(K)**AN2)
1 . *2.DO*MU*DF1(K)*DUM3(K)+(DUM(K)**AN4)*(DUM1(K)**(-AN1))
1 *(DUM3(K)/DF(K)+2.DO*MU*DF1(K)*DF(K)))
1 +MU*MU*(AN3*(DUM(K)**AN1)*2.DO*DFl(K)*DF(K)*(DUM1(K)**AN2) 
1 +(DUM(K)**AN3)*(DUM1(K)**AN2)
1 4-( DUM (K ) **AN 3 ) *DF ( K ) * ( AN2*( DUM 1 ( K) **AN6) *2. DO*MU
1 *DF1(K)))
CONTINUE 
DO 160 1=13,18 
DO 150 J=l,6 
DO 140 K=1,NPOINT 
IF(I.GE.15) Y(K)=Y1(K)*W(I-12+1,K) 
IF(I.LT.15) Y(K)=Y1(K)*WH(I-12,K) 
IF(J.GE.3) Y(K)=Y(K)*W(J+1,K) 
IF(J.LT.3) Y(K)=Y(K)*WH(J,K) 
CONTINUE 
CALL DQSF(DELT,Y,Z,NPOINT) 
DFN(I,J+18)=AB*Z(NPOI NT) 
CONTINUE 
CONTINUE 
DO 165 K=1,NPOINT 
Y1(K)=(DUM(K)**AN1)*(AN2*(DUM1(K)**AN6)*2.DO*AN*DD(K)

1 *DUM2(K)+(DUM1(K)**AN2)♦(3.DO*AN♦(DD(K)**2)+AN3
1 *MU*DUM(K)))
CONTINUE 
DO 190 1=19,24 
DO 180 J=l,6 
DO 170 K=1,NPOINT 
IF(I.LE.22) Y(K)=Y1(K)*W(1-18,K) 
IF(I.GT.22) Y(K)=Y1(K)*WH(27-I,K) 
IF(J.LE.4) Y(K)=Y(K)*W(J,K) 
IF(J.GT.4) Y(K)=Y(K)*WH(9-J,K) 
CONTINUE 
CALL DQSF(DE LT,Y,Z,NPOINT) 
DFNl I,J+6) = 2.DO*Z(NPOI NT) 
CONTINUE
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CONTINUE
DO 195 K=1,NPOINT
Y1(K)=AN1*(DUM(K)»*AN4)*2.DO*DF1(K)*((DUM1(K)**AN2)*DUM2(K))

1 +(DUM(K)**AN1)*(AN2*(DUM1(K)**AN6)*2.DO*MU*DF1(K)
1 *DUM2(K) + (DUM 1 (K)**AN2)♦AN3*MU*DD(K)*2eDO*DF1(K) )
CONTINUE
DO 220 1=19,24
DO 210 J=l,6
DO 200 K=1,NPOINT
IF(I.LE.22) Y(K)=Y1(K)*W(I-18,K)
IF(I.GT.22) Y(K)=Y1(K)*WH(27-I,K)
IF(J.GE.3) Y(K)=Y(K)*W(J+1,K)
IF(J.LT.3) Y(K)=Y(K)*WH(J,K)
CONTINUE
CALL DQSF(DELT,Y,Z,NPOINT)
DFN( I ,J + 18)=2.DO*Z(NPOINT)
CONTINUE
CONTINUE
RETURN
END <



CONSTRAINT AT RIGHT END OF THE BEAM O.1OOD-O1

NO. OF SPLINE INTERVALS: 4, STEPSIZE DELT= O.O1OO

LENGTH OF BEAM= 1.0000, BETA= 12.35523

INITIAL GUESSES AT THE

0.1440D 02 0.1152D 02
0.8880D 01 ' 0.5640D 01
0.0 -0.1600D 02

-0.6667D 00 0.1333D 01

PLINE COEFFICIENTS

0.8640D 01 0.5760D 01
0.3120D 01 0.1320D 01

-0.3200D 02 -0.4800D 02
0.7333D 01 0.1733D 02

0.2880D 01 0.0
0.2400D 00 -0.12000 00

-0.64000 02 -0.80000 02
0.31330 02 0.49330 02

ERROR IN INITIAL GUESSES= 0.698220 00

ITERATION NO. 1 CUMULATIVE ERROR= 0.955800-02, ALPHA=1.00000000

ITERATION NO. 2 CUMULATIVE ERROR= 0.262520-03, ALPHA=1.00000000

ITERATION NO. 3 CUMULATIVE ERROR* 0.135260-05, ALPHA=1.00000000

ITERATION NO. 4 CUMULATIVE ERROR* 0.288620-11, ALPHA=1.00000000

ITERATION NO. 5 CUMULATIVE ERROR* 0.235140-22, ALPHA=1.00000000

ITERATION NO. 6 CUMULATIVE ERROR* 0.214030-31, ALPHA*1.00000000

CONVERGENCE. CUMULATIVE ERROR* 0.214030-31 AFTER 6 ITERATIONS

THE COEFFICIENTS OF SPLINE FUNCTIONS C(I)(1=1,...,28) ARE

0.14840 01 0.14490 01 0.14440 01 0.9321D 
0.1229D 01 0.86220 00 0.49610 00 0.18670 
0.40890 01-0.49700-01-0.38900 01-0.97780 
0.26080 00-0.13920 00 0.29620 00 0.20160 

00 0.33330 00 0.11820 00-0.80610 00 
00 0.37620-01-0.16900-01 0.29970-01 
01-0.18540 02-0.77600 02-0.28700 02 
01 0.52150 01 0.15690 02 0.40150 02



SPAN OF AREA
HAMILTONIANBEAM DISTRIBUTION DEFLECTION

0.0 O.23557D 00 -0.52042D-17 0.35335D 00
0.0200 0.23020D 00 0.38708D-03 0.35342D 00
0.0400 0.22478D 00 0. I2970D-02 0.353380 00
0.0600 0.21929D 00 0.27513D-02 0.35326D 00
0.0800 0.21374D 00 0.47715D-02 0.35309D 00
0.1000 0.20814D 00 0.737920-02 0.35290D 00
0.1200 0.20246D 00 0. 10596D-01 0.35272D 00
0.1400 0.19671D 00 0. 14443D-01 0.35259D 00
0. 1600 0.19089D 00 0.189420-01 0.35252D 00
0.1800 0.18497D CO 0.241150-01 0.35253D 00
0.2000■ 0.17897D CO 0.29983D-01 0.35263D 00
0.2200 0.17286D 00 0.365680-01 0.35282D 00
0.2400 0.16664D 00 0.438910-01 0.35309D 00
0.2600 0.16031D 00 0.519740-01 0.35343D 00
0.2800 0.15387D 00 0.60831D-01 0.35381D 00
0.3000 0.14731D 00 0.704730-01 0.35421D 00
0.3200 0.14066D 00 0.80909D-01 0.354610 00
0.3400 0.13391D 00 0.92149D-01 0.35499D 00
0.3^00 0.12711D 00 0.104200 00 0.35532D 00
0.3800 0.12025D 00 0.117070 00 0.35556D 00
0.4000 0.11339D 00 0.I3078D 00 0.35566D 00
0.4200 0.10654D 00 0.145330 00 0.35559D 00
0.4400 0.99761D-01 0.160720 00 0.35529D 00
0.4600 0.93079D-01 0.17698D 00 0.354700 00
0.4800 0.86540D-01 0.194100 00 0.35377D 00
0.5000 0.80190D-01 0.212100 00 0.35245D 00
0.5200 0.74062D-01 0.231040 00 0.35078D 00
0.5400 0.68163D-01 0.251140 00 0.34905D 00
0.5600 0.62492D-01 0.272680 00 0.34758D 00
0.5800 0.57055D-01 0.29595D 00 0.34660D 00
0.6000 0.51858D-01 0.321210 00 0.34624D 00
0.6200 0.4691 ID-01 0.34876D 00 0.34659D 00
0.6400 0.42227D-01 0.37886D 00 0.34763D 00
0.6600 0.37816D-01 0.41180D 00 0.34931D 00
0.6800 0.33690D-01 0.44784D 00 0.35148D 00
0.7000 0.29860D-01 0.487280 00 0.35397D 00
0.7200 0.26335D-01 0. 530390 00 0.35657D 00
0.7400 0.23124D-01 0.577450 00 0.35905D 00
0.7600 0.20236D-01 0.628730 00 0.361200 00
0.7800 0.17689D-01 0.68454D 00 0.36239D 00
0.8000 0.15505D-01 0.74520D 00 0.36179D 00
0.8200 0.13709D-01 0.811030 00 0.35903D 00
0.8400 0. 12318D-01 0.88235D 00 0.35448D 00
0.8600 0.11324D-01 0.95948D 00 0.34939D 00
0.8800 0.10681D-01 0.10428D 01 0.34546D 00
0.9000 0.10309D-01 0.11325D 01 0.343910 00
0.9200 0.10120D-01 0.12290D 01 0.34489D 00
0.9400 0.10037D-01 0.13326D 01 0.34775D 00
0.9600 0.10008D-01 0.144360 01 0.35176D 00
0.9800 0.10001D-01 0. 15624D 01 0.35658D 00
1.0000 0.10000D-01 0. 16893D 01 0.36257D 00

COST FUNCTIONAL=.9560906186430430-01
LAGRANGIAN=.954169346256854D-01

BETA OBTAINED FROM RAYLIEGH QUOTIENT =. 11.82865


