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ABSTRACT

Nanocrystalline materials have applications in numerous fields due to their high

strength. Grain growth is prevalent in nanocrystalline materials and leads to a de-

crease in material strength. Zener pinning has proven to be effective in hindering

grain growth and thus, maintain the strength of the material. In this work, atom-

istic simulations were performed to understand and visualize the effect of Zener

pinning in restricting grain boundary motion, and hence grain growth. The simu-

lations were performed on two different grain boundary structures,
∑

5 and
∑

17

by varying the particle diameter and distance between the particles and compare

these results with that of structures without any particles. The impact of adding

high particle volume fraction (up to 50%) in Ag polycrystals to produce ultrahigh

strength materials is also discussed. The yield strength of these nanocomposites

was evaluated by varying particle volume fraction, particle size and inter-particle

spacing. The highest yield strength observed in Ag nanocomposites was found to

be about 5 times the strength of nanocrystalline Ag. The possible strengthening

mechanisms responsible for this huge increase are discussed based on molecular

dynamics results.
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CHAPTER 1 INTRODUCTION

1.1 Background and Motivation

Nanomaterials are those materials that have at least one dimension in the

nanometer range. Nanotechnology is a field that deals with the synthesis, char-

acterization, exploration, and exploitation of nanostructured materials. Different

types of nanomaterials include clusters, quantum dots, nanocrystals, nanowires,

and nanotubes. These nanomaterials have vastly different properties when com-

pared to the bulk materials. Nanotechnology advancements have shown vast in-

crease in the last few decades as they have a wide range of applications in various

industries such as aerospace, agriculture, automobiles, defense, electronics, en-

ergy, environment, medicine, and many.

Every material is made of atoms, and these atoms have a specific lattice struc-

ture (fcc, bcc, hcp, etc.) depending on the material. As naturally available materi-

als do not have a perfect lattice structure, they are comprised of a large number of

grains, which are groups of atoms of a perfect lattice structure. The typical grain

size of naturally available materials is of the order of mm. Nanocrystalline (NC)

materials are those materials that have a nanoscale grain size. NC materials have

higher strength when compared to their coarse-grained counterparts. This strength

relationship with grain size comes from the Hall Petch effect [7,8]. This relationship

is discussed later in chapter 2.

The goal of material scientists is to study the structure and properties of ma-

terials such as metals, alloys, polymers, etc. and to obtain information to develop

new materials with enhanced properties. Conducting experiments on nanomateri-

als is expensive, and hence, the use of atomistic simulations gained more attention

over the past few years to study the structure, properties, and different deformation

mechanisms of nanomaterials.
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Nanocrystalline materials have high strength because of their lower grain size.

Nanocrystalline materials, especially when the grain size is less than 100 nm, are

known to have numerous defects present in the nanostructure. The deformation

mechanisms in nanomaterials are significantly different from coarse-grained ma-

terials. Grain growth is one of the common phenomena in nanocrystalline mate-

rials at high temperature, and sometimes even at lower temperatures. This phe-

nomenon is highly undesirable as grain growth leads to a decrease in the strength

of the material and hence, needs to be hindered. Zener pinning is a common tech-

nique used to restrict grain growth [9]. The use of atomistic simulations to study

and visualize the effect of Zener pinning in restricting grain growth is not done

appreciably.

Zener pinning is the effect of adding particles to provide a pinning force that

restricts the grain boundary motion. Zener pinning can increase the strength of

NC materials by a small amount as the particles that pin the GB correspond to a

lower volume fraction. NC materials already have a higher strength than coarse-

grained materials. To create ultrahigh strength materials, nanocrystalline compos-

ites with high particle volume fraction can be used. There are continuum models

that describe the properties of high-strength composites. The strength of metal

matrix composites has an exponential relationship with the particle volume frac-

tion [6, 10]. When a ductile matrix is used, the yield strength does not show a

significant increase until it reaches a threshold value of about 30% [11]. An at-

tempt is made in this work to know if this trend is valid in NC composites as well.

As NC materials (metals) already have high strength (around 1 GPa), the NC com-

posites are expected to have a yield strength of about 3 GPa or more and can be

used in applications where ultrahigh strength is desired.
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1.2 Scope of this work

Grain boundaries play an important role in the mechanical properties of nanocrys-

talline materials. In this thesis, the main focus is to perform atomistic simulations

on grain boundary structures by adding particles and study the effect of pinning

in restricting grain boundary motion in nanocrystalline materials. The impact of

adding high volume fraction of particles in NC composites to produce ultrahigh

strength structures is also assessed.

1.3 Objectives of this work

The objectives of this work are to use atomistic simulations to:

1. Study the effect of Zener pinning of low angle and high angle tilt grain bound-

aries by varying the particle size and inter-particle spacing.

2. Perform stress-strain analysis for
∑

5 and
∑

17 grain boundary structures with

and without particles and compare the GB motion.

3. Study the effect of adding high volume fraction of particles on the yield strength

of nanocrystalline composites with a ductile matrix.

4. Compare the results in (3) with existing continuum models to check their

validity in nanocomposites.

1.4 Outline of the Thesis

The thesis is presented in 6 chapters. The background, motivation, scope, and

objectives of this work were discussed in the previous sections of this chapter.

Chapter 2 reviews the literature on NC materials, grain boundaries and their

importance, Zener pinning, polycrystals, metal matrix nanocomposites (MMNCs).

Different experimental, theoretical, and modeling techniques involved to achieve

high strength in NC materials are discussed.
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Chapter 3 explains the computational approach in this work. As all the simula-

tions were performed on LAMMPS, a molecular dynamics package, the basics of

molecular dynamics are discussed. A brief overview is given on the components

of molecular dynamics to give more idea on interatomic potential, interaction force,

energy minimization, equations of motion, visualization, and limitations of MD.

Chapter 4 discusses the effect of Zener pinning on
∑

5 and
∑

17 tilt grain

boundaries. The effect of particle size and inter-particle distance on grain boundary

migration is studied using atomistic simulations, and these results are compared

to the GB motion when no particles are present in the structures.

Chapter 5 discusses the effect of volume fraction and particle size on the yield

strength of metal matrix NC composites. Various simulations on NC polycrystals

with rigid particles are performed using LAMMPS to understand the deformation

mechanisms responsible for the increase in the yield strength of these NC com-

posites.

Chapter 6 presents the summary of the results in this work. The limitations of

this work are discussed. The possible aspects of research that may be useful are

proposed.
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CHAPTER 2 LITERATURE REVIEW

Nanocrystalline (NC) materials have unique properties when compared to their

coarse-grained counterparts. There are several mechanisms that explain this dif-

ference in the properties. The primary goal of any material scientist is to pro-

vide high strength structures with limited use of materials. Nanocrystalline mate-

rials have proven to have much higher strength than that of their bulk materials.

Nanocrystalline materials are materials with a grain size of less than 100 nm. The

interfaces between two grains are called grain boundaries and the field of grain

boundaries a vital aspect to study to understand the intricate mechanisms involved

in nanocrystalline materials. One way of increasing the strength of a material is by

adding second phase particles. The following sections review the literature avail-

able on the different aspects related to nanocrystalline materials and the effect of

adding second phase particles in the nanocrystalline materials.

2.1 Nanocrystalline Materials

Nanocrystalline materials were significantly researched from the late 1980s

and early 1990s. There were hundreds of papers published in this field since

then. Today, nanocrystalline materials have numerous applications in the areas of

aerospace, automobiles, agriculture, electronics, energy, environment, and many

[12–18].

In 1989, Gleiter [19] published a paper on nanocrystalline materials emphasiz-

ing the synthesis, structure, and properties of these unique materials. Regarding

the mechanical properties of NC materials, the hardness is higher when compared

to the coarse-grained materials. This is because of the excellent bonding of atoms

in NC materials at lower temperatures, but their ability to densify easily at high tem-
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Figure 2.1: TEM images of Nanocrystalline materials [1].

peratures (above 700 K) due to increase in grain size can reduce their strength by

a considerable amount.

Experiments on NC materials have shown that the yield strength of NC materi-

als is significantly greater than that of their bulk counterparts. Figure 2.2 compares

the strength of bulk NC Cu specimens prepared by in-situ consolidation ball milling

method [2] and inert-gas condensation and compaction method [20] w.r.t. coarse-

grained Cu sample with grain size greater than 80 µm as per the experimental

investigation. As seen in the figure, the yield strength of NC materials is about 10

times higher than coarse-grained materials. This high strength of NC materials is

an asset in applications where high strength is desired such as structural compos-

ites, heat sinks, EMI shielding, ballistic protection and aerospace components [21].

Hall-Petch relationship is widely known in the field of materials [22, 23]. The

yield strength of a material is inversely proportional to the square-root of grain

size. This expression is given as

σ = K ∗ d−0.5, (2.1)
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Figure 2.2: Comparison of stress-strain curves of nanocrystalline Cu and coarse
grained Cu samples [2].

Figure 2.3: Stress-strain plots for Cu at different grain sizes [3].

where σ is yield strength of the material, d is the grain diameter, K is a constant

that depends on the material. This phenomenon is also valid in NC materials [3,24]

(figure 2.3). The strengthening of NC materials arises from the fact that the grain

7



boundaries block the dislocation motion and hence, making the plastic deformation

more difficult at smaller grain sizes [25,26].

In 2006, Van Swygenhoven, et al. [27] performed atomistic simulations on

nanocrystalline fcc metals. They performed stress-strain analyses of different poly-

crystals whose average grain size was less than 100 nm. The results show that the

yield strength of Cu polycrystals was related to the grain size approving Hall-Petch

effect. The observed yield strength of these nanocrystalline specimens was about

1 GPa which is about 10 times that of coarse-grained Copper.

As the grain size reduces, the yield strength of a material increases. But this

behavior is not observed when the grain size reaches below a threshold limit (about

10-30 nm) [28–31]. The yield strength of NC materials below this threshold grain

size is known to reduce with a further decrease in grain size. This effect is observed

in atomistic simulations [3, 32]. When the grain size reduces to a threshold limit,

the dominating deformation mechanism changes from lattice dislocation activities

to mechanisms such as grain boundary diffusional creep and softening behavior.

This phenomenon is called as the inverse Hall-Petch effect. [24,33,34]

The presence of grain boundaries in the material determines the yield strength

of the NC material. Hence, the study of grain boundaries is decisive in exploring

NC materials. The next section on grain boundaries provides a brief overview on

the grain boundary movement, grain growth, and other phenomena related to GBs

in order to understand their effect on the strength of NC materials.

2.2 Grain Boundaries

Grain boundaries are the interfaces between two differently oriented grains as

shown in figure 2.4. The grey-colored atoms in the figure represent the transition

region corresponding to the GBs between different grains (represented in different

8



colors). The study of grain boundaries play a vital role in determining the strength

of NC materials [35–37].

Figure 2.4: Artistic representation of a grain boundary [4]. The colored atoms rep-
resent the different grains in material and the grey atoms (disordered)
represent the grain boundary.

The grain boundary interfaces are generally unstable and the atoms reorder so

that the total interfacial energy is minimized. The larger grains grow at the expense

of smaller grains so as to reduce the total free energy by reducing the overall grain

boundary area. This causes an increase in the average grain size and is referred

to ‘grain growth’. Grain growth is an important phenomenon in NC materials and

restricting grain growth is one of the important aspects because larger grain size

of the material implies a reduction in the yield strength (Hall-Petch effect). The rise

of atomistic simulations helped to envision grain boundaries and grain growth in a

more articulate way.

Grain growth is accompanied by grain boundary motion. The impact of grain

boundary motion increases with temperature and by the application of external

9



forces. Cahn et al. [38] conducted a study on shear deformation on different grain

boundary structures of Cu at high temperatures. They observed that this shear

deformation causes both sliding and migration of GB.

2.3 Zener Pinning

Restricting grain growth or grain boundary motion can be useful in maintaining

the strength of NC material as discussed above. Adding particles in a NC material

can obstruct the grain boundary motion. This gives rise to a new mechanism called

Zener pinning [9]. Zener pinning is the effect of adding particles to restrict the

grain boundary motion by providing an additional pinning force on the GB. Zener

proposed that normal grain growth would be inhibited when the grain size reaches

a critical maximum grain radius which is given by

Rc =
4r

3f
, (2.2)

where f is the volume fraction of particles, r is the inter-particle spacing.

Several changes were made to the above formulation based on its applicability

to realistic situations [39–41]. Manohar et al. [42] reviewed the modifications made

to the Zener equation over the past five decades. Based on several research

studies, the pinning of particles to the grain boundaries is estimated to depend

on a several factors such as: a) shape of particle b) inter-particle distance c) co-

herency of the particle with the grains d) type of grain boundary e) orientation of

grain boundary with the particle f) temperature g) shape of the grains h) distribution

of particles i) particle volume fraction. Manohar et al. [42] also indicated that the

previous modifications in the calculation of minimum particle size approve a parti-

cle radius which is required to hinder grain growth is much higher than the Zener
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estimate. The Zener formula in equation 2.2 can be generalized as

Rc =
Kr

fm
, (2.3)

where K is a dimensionless constant and m is an index for f .

Figure 2.5: Effect of coherency of different types of particle on efficiency of pinning
[5]. The pinning force depends on the constant K.

In 1988, Ringer, et al. [5] studied experimentally, the interaction and pinning of

grain boundaries by cubic shaped particles. They assess that cubic particles exert

a pinning force that is much higher than a spherical particle of the same size. The

pinning force that a cubic particle exerts on the grain boundary is almost twice as

that exerted by a spherical particle of same size. Figure 2.5 represents the plots

of spherical and cubic particles on their effect on the value of K. The pinning force

11



also depends on the orientation of the cubic particles w.r.t. grain boundary as seen

in the figure.

Chen et al. [43] studied the effect of pinning particles on the grain boundary

motion using MD. They performed several simulations for different sizes of pinning

particles to elucidate their effect on hindering the grain boundary motion. They dis-

cuss the importance of GB migration in NC materials and also explore the Brown-

ian motion of the pinned GB.

2.4 Particle Reinforced Nanocomposites

Metal matrix composites (MMCs) are materials with metals as matrix material.

Metal matrix composites are significantly used in the field of aerospace and auto-

mobile industries due to their high stiffness to weight ratio.

According to Drucker [11], the strength of a two-phase composite does not

show a significant increase till the volume fraction of the reinforcement particles in

the matrix material increases to a threshold value of about 30%. This is due to

the assumed elastic-plastic response of the ductile matrix material in this model.

Although the effect of adding brittle particles to a ductile matrix was studied rigor-

ously w.r.t. volume fraction of the composites, there were no detailed calculations

explaining the effect of size and shape of reinforced particles. In continuum mod-

els, the size and shape of the particles are known to have a negligible effect on

the strength of the material. Christman et al. [44] discussed numerically and ex-

perimentally, the possible reasons for the increase in strength of MMCs. They sug-

gested that an increase in the composite strength may be generally attributed to a)

load transfer between the particles and matrix, b) changes in dislocation density,

or c) generation of residual stresses.

G. Bao et al. [6, 45] studied the role of non deforming particles in reinforcing

ductile matrix materials against plastic flow and creep using finite element analysis.
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Figure 2.6: Effect of volume fraction of spherical particles on normalized yield
strength in ductile metal matrix composites [6].

The study in this paper deals with the uniaxial stress-strain behavior in rate depen-

dent plastic flow of materials or steady-state creep for composites with matrices

reinforced by particles which are large enough to justify the continuum plasticity

representation of matrix material. Calculations of plastic flow stress and asymp-

totic reference stress of composites with both elliptical and spherical particles show

that these stresses show an exponential relationship with volume fraction of par-

ticles. The effect of adding second phase particles to materials has proven to

produce composites with enhanced strength. Due to their high stiffness to weight

ratio, these metal matrix composites (MMCs) are used in a wide range of appli-

cations such as aerospace, and automotive applications [46]. Numerous studies

were conducted to examine the mechanical properties of particle-reinforced metal

matrix composites [10,47–49]. They found that yield strength differs by a very less
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amount with a change in volume fraction and particle size. They found that both

the particle size and volume fraction affect on the strength of these composites.

The effect of particle size on the yield strength in case of MMCs is very less when

compared to that of volume fraction.

The nano-sized MMCs are called as MMNCs. NC materials already have a

high strength when compared to coarse-grained materials and adding particles in

NC particles would further increase their strength. Substantial research was done

to understand the properties and mechanisms involved in MMNCs [50–52].

Particle size and volume fraction affect the yield strength of MMNCs but they

have stronger effects than in MMCs. Particle size is a huge factor affecting the

yield strength of MMCs unlike MMCs. This is because of the presence of additional

strengthening mechanisms in MMNCs which are not common in the case of MMCs

[50,53].

Scanlon et al. [54] performed an indentation cracking experiment on metal-

ceramic nanocomposites. They found that the hardness of the nanocomposites did

not show significant change with increase in volume fraction of the harder phase

until it reaches a value of 50-55% and then increases rapidly with further increase

in the volume fraction of the harder phase. The compressive strength of a material

has a approximately linear relationship with its hardness [55,56]. Therefore, a sim-

ilar relationship of yield strength and volume fraction can be implied. This behavior

was found consistent with existing continuum models which deduce yield strengths

of different volume fractions of second phase particles but these results were not

addressed specifically for nano-scaled microstructures.
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CHAPTER 3 COMPUTATIONAL APPROACH

Before the rise of computational modeling of materials, the study of nanomateri-

als was done either theoretically or experimentally. Computational modeling inves-

tigates the mechanical properties and explores the atomistic deformation. Compu-

tational modeling of materials bridges the gap between theory and experiments. In

other words, a theory can be tested using a computational model and can be vali-

dated using the available experimental data. Another advantage of computational

modeling is that it can be used to test a model that is difficult or even impossible to

conduct in a laboratory [57].

Molecular Dynamics is used as tool of computational modeling in the simula-

tions performed in this study. All the simulations were performed using LAMMPS

[58], a parallel computing molecular dynamics package.

3.1 Molecular Dynamics

Molecular Dynamics is a computational method based on classical, Newtonian

mechanics. MD regards the material as a system of N discrete particles/atoms.

The interaction between the particles is described by an empirical interaction po-

tential function. The interatomic potential defines how atoms interact by exerting

forces on each other. This potential function can be defined by a number of theo-

ries.

The interaction potential can be used to find the interaction forces on each

particle. These interaction forces are then used either in energy minimization for

molecular statics or to solve the equations of motion in molecular dynamics. For

N particles in a system, there would be 3N equations of motion. By solving these

equations, new positions and velocities are obtained for the subsequent timesteps.

These simulations when run for a significant time interval under the given boundary
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conditions would deduce the different mechanisms involved in the process. Hence,

to understand the steps involved in MD, the next few subsections on interatomic

potential, interaction force, energy minimization, equations of motion, visualization

and limitations of MD are discussed to give a brief overview on MD.

3.1.1 Interatomic Potential

The atoms in the material either repel each other when they are too close or at-

tract each other when they are at larger distances. The forces which cause these

attraction or repulsion is defined by a unique function called the interatomic poten-

tial. There are two common types of interaction potential, namely pair potential and

multi-body potential. A pair potential defines the interaction of each particle with

every other particle. An example of pair potential is the LJ potential [59], which is

given by

ϕ(r) = 4ϵ0[(
r

r0
)−12 − (

r

r0
)−6], (3.1)

where ϵ0 is the depth of potential well, r0 is the distance at which the interatomic

potential is minimum. The positive and negative terms in the brackets represent

the attraction between the atoms which are at a larger distance.

The pair potential determines the interactions of particle i with every other parti-

cle, and does not consider the combined effect of particles. The pair potential was

thus, extended to a multi-body potential to represent the system more significantly.

A multi-body potential such as the embedded atom method (EAM) potential [60]

describes the interaction of N particles in a system by

ϕ(ri) =
∑
i<j

ϕ(rij) +
∑
i

F(
∑
j̸=i

ρ(rij)), (3.2)

where rij represents the distance between the particles i and j, F(
∑

j̸=i ρ(rij)) is

the embedding function corresponding to particle i. The widely used interaction
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potential for metals is EAM because of its computational efficiency as observed in

most of the fcc metals [61,62].

3.1.2 Interaction Force

The interaction force is defined by the negative gradient of the potential function

for a given system. The interaction force on particle j is given by

fi = −∂ϕ(rj)

∂ri
, (3.3)

where ϕ is the potential function, ri represents the atomic position of particle i.

These interaction forces are used to solve energy minimization and equations of

motion.

3.1.3 Energy Minimization

Energy minimization in MD simulations is done to find the lowest potential en-

ergy of the system. Energy minimization is done at static conditions when the

kinetic energy of the atoms is ignored (system at zero temperature). When energy

is minimized in a system, the interatomic force on the system given by equation 3.3

can be estimated as zero. The basic energy minimization technique is the steep-

est descent method. The negative gradient of the interatomic potential function

as given in equation 3.3 is used as the direction of the fastest direction towards a

local minimum. This is not a very efficient energy minimization technique but its

a very fast converging algorithm. The most commonly used energy minimization

technique is the conjugate gradient method because of its computational efficiency

and simplicity [63]. The conjugate gradient uses the derivative of potential function

already computed initially for finding the optimal direction, which makes it more

efficient than steepest descent method.
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3.1.4 Equations of Motion

Based on the initial positions (ri), velocities (vi) and forces (fi), a new atomistic

configuration of the system is found by solving the Newton’s equation of motion

given by

fi = m.ai = m.
dvi

dt
= m.

d2ri
dt2

= ∂ϕrj/∂ri, (3.4)

where ϕ{ri)} represents the potential energy of system at a given configuration,

ai represents the acceleration. In MD, these equations of motion are solved using

Verlet’s algorithm which is one of the stable and simplest algorithms. The Verlet

algorithm is based on symmetric finite difference approximation for acceleration.

For a given time interval, tn = nδt, where δt is the timestep and n is the number of

timesteps.

3.1.5 Visualization

Using the Newton’s law of motion, the atomistic configurations at different times

are computed by the Verlet algorithm. These atomic configurations have the po-

sitions and velocities of different atoms which are used to visualize the resulting

structures. There are different techniques used in finding the defects and the free

structure. Some of them are centrosymmetric analysis, common neighbor analy-

sis, and bond angle analysis. The centrosymmetric parameter measures the lattice

disorder around an atom, the common neighbor analysis is used to find the struc-

ture type of each atom such as fcc, bcc, hcp, or any other lattice and the bond

angle analysis is also used to find the structure type but by using the information of

the orientation of the bonds of a particular atom with the neighboring atoms. These

tools can be used to find the atomistic deformation in the structure and hence, can

be used to find yield point of a material by observing the plastic deformation in the

structure.
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The output files of LAMMPS can be used to find the atomic configurations of a

system at different time intervals. These atomic configurations can be visualized

using these tools provided in a visualization software such as OVITO [64].

3.1.6 Limitations

Though MD is an exceptional tool to observe the atomistic deformations within

a system under different conditions, it has quite a few limitations [65–67]. Firstly, as

MD is based on solving Newton’s equations of motion, quantum mechanical effects

are neglected and hence, by not considering the Schrodinger’s equation, a signifi-

cant simplification is made at very low temperatures where electronic calculations

are important.

MD relies significantly on the potential function and the atomic force fields which

defines the physical model are derived from this potential function. Hence, the

results of these simulations would be realistic only if the potential function used

can derive accurate force fields on the atoms. Another issue with the potential

function is that these functions should have a simple functional form to reduce the

computational time. Also, these potentials should be applicable to many systems

under different conditions. Hence, developing these potentials is a challenging

task.

Using MD, one can observe the defects in nanomaterials with ease but the

nano-level timescales and lengthscales used in MD are not the same as used in

experiments. Hence, large systems of micrometer size cannot be investigated as

MD is limited only to nano-sized structures. Also, as the timescales and length-

scales involved are very low, the simulations which involve mechanisms such as

creep and diffusion are impractical to observe in classical MD. However, ongo-

ing research on increasing these timescales with the evolution of techniques such
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as Autonomous Basin Climbing (ABC) assure the material modeling scientists to

reach higher timescales.
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CHAPTER 4 ZENER PINNING

4.1 Introduction

As discussed earlier, every material is made of large number of grains which are

a group of atoms with a perfect crystal lattice. In nanomaterials, the grain size is of

the order of nanoscale, hence, nanomaterials have a large number of grains with

different orientations of atoms. Grain boundary is the transition region between any

two differently oriented grains. The atoms in this region have a different orientation

as any of the two adjacent grains. Grain boundaries impart strength by being

effective barriers to dislocation motion.

4.1.1 Zener Pinning

NC material have attained more attention because of their high mechanical

strength. This high mechanical strength is due to the presence of large number

of GBs in unit volume of NC material. As discussed earlier in chapter 2, grain

growth is one of the important phenomena in to be hindered for a NC material to

maintain its high strength. Grain growth is common at elevated temperatures and

sometimes, even at low temperatures. One way to prevent the GB motion is by

Zener pinning. Zener pinning is a mechanism of adding second phase particles

into the NC material so that these particles provide a pinning force that make the

GBs difficult to pass through them.

The atomistic simulations of Zener pinning would give an idea on how the GB

motion can be restricted. The effect of particle size, and inter-particle spacing is

discussed in this chapter. Before discussing the methodology of the simulations

performed, an attempt to understand GB motion is made in the next subsection.
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4.1.2 Grain Boundary Motion

As grain growth is directly related to GB motion, the importance of restricting

GB motion is already discussed previously. GB motion is mainly caused either by

an increase in temperature of material or by application of external forces. The

different types of grain boundary motion are:

1. sliding: movement of grain boundary in a direction parallel to its plane.

2. migration: movement of grain boundary in a direction normal to its plane.

At high temperatures, as grain boundary motion is common, the effect of shear

on NC bicrystals at high temperatures is studied in this chapter. The methodology

of the study is explained in the next section.

4.2 Simulation Methodology

To study the effect of Zener pinning, atomistic simulations were performed on

Cu. High temperature was chosen in this study as the grain boundary mobility at

high temperatures is significant [38]. Two types of grain boundaries were studied

with
∑

5(310) and
∑

17(410) symmetrical [0 0 1] tilt GBs.
∑

5 is a high-angle GB

with a tilt angle of 36.87◦ while
∑

17 is a low-angle grain boundary with a tilt angle

of 28.07◦. All the simulations were performed using LAMMPS [58].

The GB specimens used in this study were created using Mark Tschopp’s

code [68, 69]. These specimens were generated by creating two separate crys-

tals, crystal 1 and crystal 2 of different orientations which are placed in such a

way that they form a bicrystal. The overlapping atoms are deleted and energy

minimization is performed to create the required grain boundary specimens. In

the case of
∑

5, the orientations of crystal 1 are x(3 1 0), y(-1 3 0), z(0 0 1) and

that of crystal 2 are x(3 -1 0), y(1 3 0), z(0 0 1). The
∑

17 bicrystal is generated

in a similar fashion. The bicrystals generated corresponding to
∑

5 and
∑

17 are
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named as X and Y respectively. The number of atoms in these bicrystals were

around 104 atoms. Table 4.1 gives the description of specimens planned to study

in this chapter. The description of the specimens generated to study the shear are

tabulated in table 4.1. X0 and Y0 represent the specimens with no particles. H

represents the height of the specimen in angstroms. The sizes of the specimen

types X and Y were 90 A × 113 A × 14.4 A and 90 A × 120 A × 14.4 A in the

x, y, and z directions respectively. As both the bicrystals have the same length in

the X direction, the number of particles in contact with unit GB area was constant.

The inter-particle spacing in both the spcimens was approximately equal to 90 A

as periodic boundary conditions were implemented to the bicrystals.

Table 4.1: Different particle diameters used to study Zener pinning in sigma 17
grain boundary

Specimen # of atoms # of particles Particle diameter (in nm)
X0 12672 0 n/a
X1 12672 1 4.4
Y0 12960 0 n/a
Y1 12960 1 4.4
Y2 12960 1 6.2
Y3 12960 2 4.4

To study the effect of shear on grain boundary motion, a high temperature of

800 K was chosen. The EAM potential of Cu by Mishin et al. [70] was used. Peri-

odic boundary conditions were implemented for the bicrystals in all the simulations.

The strain rate chosen in all the simulations was around 108 s−1, which lies in the

MD range. The simulations with particles in the specimen types X and Y were

performed after studying the effect of shear on grain boundary motion when no

particles were present. Initially, each specimen was divided into three regions: a)

upper, b) lower, and c) mobile as shown in the figure 4.2. The ‘lower’ region was

kept fixed and the shear was applied on the ‘upper’ region. The atoms in the ‘mo-

bile’ region are free to move without any restrictions. Microcanonical ensemble
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Figure 4.1:
∑

5 and
∑

17 grain boundaries generated using LAMMPS. The num-
ber of atoms in both the specimens were around 10,000.

(NVE) was used in all the simulations. The grain boundary motion was visualized

using OVITO [64]. The stress-strain plots were obtained from the LAMMPS output

files. GB Displacement-time curves were plotted to observe the effect of shear on

grain boundary motion.

To study the effect of shear on specimens with/without particles, different spec-

imens were generated to study Zener pinning. The different specimens used to

study the shear deformation are tabulated in table 4.1. The specimens X0 and Y0

do not have particles in them and shear was applied to study the displacement-time

variation and stress-strain analysis to observe the GB trends in these specimens.

The direction of GB motion was initially observed in the specimens X0 and Y0. Dif-

ferent specimens were created of types X and Y with particles to study the effect

of Zener pinning. These cylindrical regions act as particles and were treated as

rigid in all the simulations. The particles were placed in the crystal towards which
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Figure 4.2: Different regions defined in the GB specimens. The lower region was
held fixed and shear was applied on the upper region.

the GB tends to move in the corresponding specimen types. All the particles were

placed at a distance of 8.5 A from the center of the bicrystal to observe the grain

boundary motion before the GB pinning is observed. The shear simulations were

then performed again on the specimens with particles.

4.3 Results and Discussion

The specimens X0 and Y0 have grain boundary energies of 0.905 J/m2 and

0.915 J/m2, which are very close to the results of Cahn et al. [38]. The stress-

strain curves and displacement time curves of specimens X0 and Y0 as shown in

figures 4.3 and 4.4 are also consistent with Cahn et al. The continuous fluctuations

in the stresses represent the stick and slip behavior of the GB and the sudden drop

in the stresses at few points represent the GB migration. These plots indicate that∑
17 displaced by about 15 A in 1 ns whereas the displacement of

∑
5 is only
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about 10 A in 1 ns. This indicates that the GB motion in case of
∑

17 is more than

that in the case of
∑

5 for the same applied stress.

Figure 4.3: Stress-strain and displacement-time curves of specimen X0 at 800 K
with a shear velocity of 1 m/s.

Figure 4.4: Stress-strain and Displacement time curves of specimen Y0 at 800 K
with a shear velocity of 1 m/s.

Figures 4.5 and 4.7 represent the stress-strain curves of specimens X1 and

Y1 respectively. The particle size is 4.4 A in these bicrystals. In both the speci-

mens, a displacement of about 7 A (distance from center of bicrystal to the particle

boundary) was needed for the GB to make a contact with the particle. For this dis-

placement, strains of 0.07 and 0.05 were required in specimens X0 and Y0. The

plots of specimens X1 and Y1 also show that until the specimens were strained to
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Figure 4.5: Stress-strain curve of specimen X1 at 800 K with a shear velocity of 1
m/s. Particle diameter = 4.4 A.

Figure 4.6: Visualizations of
∑

5 tilt GB under shear strain. The pinning pressure
provided by the particle counteracts the driving force of GB and this is
a case of efficient pinning as GB motion is hindered.

0.07 and 0.05 respectively, the stress-strain curves look similar to those in speci-

mens X0 and Y0.

Figures 4.6 and 4.8 display the visualizations of specimens X1 and Y1 respec-

tively. In both the cases, the GB moves towards the particle initially. In specimen

X1, efficient pinning is observed as the GB does not detach from the particle even

after 5 ns. In specimen Y1, the pinning is not as efficient as it is observed in

specimen X1. The
∑

17 GB detaches from the particle at a time of 1 ns. The

probable reason for the different scenarios observed in these two cases may be

the difference in the velocities of GB migration of the two GBs as observed earlier

in specimens X0 and Y0 (figures 4.4 and 4.3).
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Figure 4.7: Stress-strain curve of specimen Y1 at 800 K with a shear velocity of 1
m/s. Particle diameter = 4.4 A.

Figure 4.8: Visualizations of
∑

17 tilt GB under shear strain. The driving force of
GB is higher than the pinning force provided by the particle. Pinning is
not as efficient as observed in

∑
5 tilt GB.

The results of specimen Y1 indicate that a shear stress of about 0.4 GPa was

sufficient for the GB to unpin from the particle. This is quite low when compared

to the case of specimen X1 where a shear stress of 0.6 GPa could not unpin the

GB from the particle. Figure 4.9 represents the stress-strain plot of specimen Y2.

The particle size is increased by about 2 A. As seen in the figure, the shear stress

values reaches a maximum of about 1 GPa but pinning is not observed in this

case. The saw tooth behavior observed in this plot is more noticeable because of

the strong pinning force applied by the particle. This shows that a significantly high

pinning force is applied by increasing the particle size by just 2 A.
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Figure 4.9: Stress-strain curve of specimen Y2 at 800 K with a shear velocity of 1
m/s. Particle diameter = 6.2 A.

Figure 4.10: Stress-strain curve of specimen Y3 at 800 K with a shear velocity of
1 m/s. Particle diameter = 4.4 A.

The stress-strain plot of specimen Y3 is displayed in figure 4.10. As seen, the

trend in the plots suggests that the pinning force applied by two particles of 4.4 A

diameter is less effective when compared to one particle of 6.2 A diameter.

4.4 Conclusion

The following observations were made from the atomistic simulations on GB spec-

imens
∑

5 and
∑

17:
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1. The GB specimens show a saw tooth behavior consistent with Cahn et al.’s

results [38]. The displacement-time curves indicate that
∑

17 displaces by 5

A more than that of
∑

5 in 1 ns time. A shear stress of just 0.3 GPa on the

GB specimens at 800 K was sufficient for GB migration to occur.

2. The effect of pinning can be increased by increasing the particle diameter,

or by increasing the number of particles in the specimen. Increasing the

particle size by just 2 A has significantly larger pinning effect on the GB. A

shear stress of 1 GPa could not unpin the
∑

17 GB.

3. The pinning effect observed by increasing the particle size is greater than

that of increasing the number of particles per unit GB area. As cylindrical

particles were used, the effect of Zener pinning by increasing the diameter is

very high.
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CHAPTER 5 PARTICLE REINFORCED NANOCOMPOSITES

5.1 Introduction

As discussed in Chapter 2, grain growth is one of the important phenomena in

achieving materials with better mechanical properties. Restricting the grain bound-

ary motion leads to grain boundary stability and hence larger forces would be re-

quired to undergo plastic deformation in the material. The impact of adding second

phase particles to restrict the grain boundary migration was discussed in chapter 4.

The volume fraction of particles considered in chapter 4 was around 0.2% which is

not very high but the impact of these particles in restricting the grain boundary was

clearly evident. By intuition, one can easily hint that increasing the volume fraction

of particles to about 50% would provide nanocomposites of remarkable mechanical

properties because the particles not only restrict grain boundary motion but also

add strength to the composites. In this chapter, the impact of adding high volume

fraction of particles (up to 50%) on the mechanical properties of nanocomposites

is discussed. High particle volume fraction is generally used

The composites which have metals as matrix material are generally referred

as metal matrix composites (MMCs) and these materials in nano-level are called

as metal matrix nanocomposites (MMNCs). The composites used to study in

this chapter are MMNCs. Before exploring the methodology of the study, a brief

overview on MMNCs and an outline of strengthening mechanisms in nanocompos-

ites are discussed.

5.1.1 Metal Matrix Nanocomposites (MMNCs)

In producing ultrahigh strength materials, ductility is incompatible as it might

lead to a catastrophic failure as ductile materials are generally soft. However, if the

material is highly brittle, enormously high elastic stress concentrations in at least
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small regions of the material are observed during the fabrication process. Hence,

little ductility can eliminate these stress concentrations. A mix of ductile matrix with

brittle particles can be used to provide these ultrahigh strength materials [11].

There has been significant research on MMCs and MMNCs recently. Bao et

al.’s study [45] indicates that volume fraction has an exponential relationship with

the yield strength of MMCs. This relationship was also observed in the experi-

mental results of Scanlon et al. [54] where nanocomposites of Ag −Al2O3 and

Fe− SiO2 were investigated. In both the cases, the volume fraction has a very

weak effect on the yield strength until a threshold value of 30% volume fraction of

particles is reached. After the threshold value, the volume fraction of particles has

a very strong effect on the yield strength of composites. This surprising relation-

ship which is common in both continuum and nano levels is the main motivation for

the study in this chapter. The main objective in this chapter is to check the validity

of the existing continuum models at nano-level.

5.1.2 Common strengthening mechanisms in MMNCs

Before proceeding to analyze the yield strength of nanocomposites at different vol-

ume fractions, the various strengthening mechanisms involved in nanocomposites

that were studied earlier are discussed as follows:

1. Load bearing effect: At nano-size, a strong cohesion between matrix and

reinforcement particles is attained. This strong cohesion occurs at atomic

level and hence, the nano-sized particles are directly bonded to the matrix

[71, 72]. The nano-sized particles would carry a fraction of load which gives

rise to a load transfer between matrix and reinforcement [50]. The expression

for the improvement factor fl associated for load bearing effect is given by

fl = 0.5× f , (5.1)
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where, f is the volume fraction of particles in the nanocomposites. The above

equation is valid if the material is assumed to have negligible porosity.

2. Orowan strengthening: Orowan strengthening is caused by the resistance of

closely spaced particles to the passing of dislocations [53]. Orowan strength-

ening is not observed in micro-sized MMCs but it is widely common in MM-

NCs, particularly when the inter-particle distance is less than 100 nm. Orowan

strengthening is inversely proportional to the inter-particle distance and hence,

this strengthening effect is significantly larger in the MMNCs with smaller par-

ticles. Hence, for the same particle volume fraction of particles in the matrix

material, the composites with smaller particle sizes have smaller inter-particle

distance and higher strengthening effect.

3. Enhanced dislocation density strengthening mechanism: Nano-sized parti-

cles in MMNCs have higher interfacial area between the reinforcement and

matrix materials. This leads to enhanced mechanical properties. The ther-

mal mismatch of reinforcement and matrix materials when the materials are

processed when brought to equilibrium leads to the development of thermal

stresses within the material at the interface between. These stresses are

large enough to cause plastic deformation in the matrix and can cause to

form a high dislocation density at the interface. The strengthening effect is

directly proportional to: a) difference in processing and test temperatures b)

difference in thermal coefficient of the two phases of the composite. However,

if the yield strength of the nanocomposite is tested at processing tempera-

ture, the strengthening caused by this mechanism is zero.

5.2 Simulation Methodology

To study the high particle volume fraction nanocomposites, silver was used as

matrix material and rigid particles were used. Silver is chosen because of its excel-
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lent ductility. When rigid particles are present in the ductile silver matrix, these high

volume fraction particles in the composite provides the desired ultrahigh strength.

and the ductility of the matrix material would ensure that there would not be any

extremely high elastic stress concentrations at the interphase. To compare the re-

sults of these nanocomposites, existing elasto-plastic models presented in Bao et

al.’s paper [45] are used. The choice of silver in this study is not only motivated

because of its high ductility but also its vital use in the field of nanotechnology

especially in drug delivery, agriculture, and electronics [73–83].

Atomistic simulations were performed to study the effect of high particle volume

fraction on mechanical properties of MMNCs. All the simulations were performed

using a molecular dynamics package, LAMMPS [58]. The material used was Ag

and Embedded Atom Method (EAM) potential developed by PL Williams, Y Mishin

and JC Hamilton [84] was used. Ag polycrystals were made using Voronoi tessel-

lations of Ag single crystal and were created using the utilities provided by J.Li [85].

Two specimen sizes were used in this study to elaborate the effect of particle size

by keeping the volume fraction constant. A, B and C represent the specimen types

with sizes 24.6 nm, 36.9 nm, and 49.2 nm respectively. The number of atoms in the

specimens was varied from around 800,000 atoms to 6.7 million atoms. The grain

size used in the simulations was about 12.3nm. The small grain size was chosen

to make it consistent with the available experimental data provided by Scanlon et

al. [54]. The grains in the polycrystals have the shape of truncated octahedrons

and have random orientations. The number of grains in the specimens vary accord-

ing to the respective size of the specimens. The description of the two specimen

types was tabulated in table 5.1.

Cubic particles were used as simulations of specimens with volume fractions

more than 50% of particles were desired. If spherical particles were used, the max-

imum volume fraction of particles that could be reached was about 50% in which
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Table 5.1: Description of different specimen types used in this study

Type Size (in nm) # of atoms # of grains
A 24.6 827,774 16
B 36.9 2,794,238 52
C 49.2 6,622,192 108

Figure 5.1: Visual of Specimen A0 as seen in OVITO. The number of atoms in the
specimen was 827,774.

the particles would be almost adjacent to each other and hence have a negligible

inter-particle spacing leading to very high stress concentration in this region. Five

particle volume fractions were used: 10%, 20%, 30%, 40%, and 50%. The de-

scription of the specimens with particles were tabulated in tables 5.2, 5.3 and 5.4.

The particle sizes used in this study vary from 10 nm to 40 nm. The calculations of

particle size and inter-particle spacing for each specimen was explained in detail

in appendix (A). All the specimens except A0, B0 and C0 have 1 particle in them.

Thus, specimen types A, B and C have different packing fractions, which is defined
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Figure 5.2: Deformation of specimen A3 under a compression strain. The strain
rate used was 5×108 s−1.

as the number of particles per unit volume and the volume fraction of particles

were differed. Figure 5.2 displays the visual of cross-section (X-Y) of specimen

A3 as observed in OVITO [64]. The blue region represents fcc atoms (Ag), the

green regions represent the grain boundaries and the red region represents the

rigid particle.

Table 5.2: List of specimens of type A.

Specimen vol% # of particles d in nm r in nm
A0 0% 0 n/a n/a
A1 10% 1 11.5 13.1
A2 20% 1 14.5 10.1
A3 30% 1 16.5 8.1
A4 40% 1 18.2 6.4
A5 50% 1 19.6 5.0

Compression tests of these specimens under periodic boundary conditions

were performed to find the yield strength. The potential energy was initially min-

imized using the conjugate gradient method and then the system was thermally
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Table 5.3: List of specimens of type B.

Specimen vol% # of particles d in nm r in nm
B0 0% 0 n/a n/a
B1 10% 1 17.0 19.9
B2 20% 1 21.4 15.5
B3 30% 1 24.5 12.4
B4 40% 1 27.0 9.9
B5 50% 1 29.0 7.9

Table 5.4: List of specimens of type C.

Specimen vol% # of particles d in nm r in nm
C0 0% 0 n/a n/a
C4 40% 1 36.4 12.8
C5 50% 1 39.2 10.0

equilibrated at near-zero temperature for 50ps using NPT ensemble. The particles

were considered rigid and hence, undergo zero deformation. All the particle-matrix

interfaces were perfectly coherent to the grains to the structure as a region within

the polycrystal was designed as rigid. The compression strain rate used in all the

simulations was 5 × 108s−1 in the Y direction. The simulations were carried out

until the specimens undergo significant plastic deformation. The deformation in

the structure was observed by tracking the defects in the specimens with com-

mon neighbor analysis tool provided in OVITO [64]. The stress-strain curves were

plotted using LAMMPS [58] output files. The yield point was found by using stress-

strain curves and OVITO visualizations.

5.3 Results and Discussion

The simulations with specimen A0 approved that compressive yield strength

of Ag polycrystal was 1.1 GPa. The Youngs modulus of Ag was around 30 GPa.

These mechanical properties seem convincing when compared to the in-situ ex-
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periments of NC Ag [86, 87]. The yield point is observed at a strain of 3.9%. The

snapshots of the X-Y cross section of specimen A0 at different strains are dis-

played in figure 5.3. These simulations were first tested with atomistic simulations

of Cu specimens performed by Van Swygenhoven et al. [27] and the results were

consistent with the approach adopted in this work.

Figure 5.3: Snapshots of specimen A0 at different strains. The yield point was
observed at a strain of about 3.69%.

The simulations of specimens with particles (A1-A5) suggested that the yield

point of the nanocomposites occurs at a very less strain compared to specimen

A0. Figure 5.4 shows the visualization of specimen A3 at different strains. The

yield point of specimen A3 occurs at 1.46% strain which is very less than 3.9%

strain corresponding to yield point of specimen A0.

Figure 5.5 displays the stress-strain curves of specimens with different particle

volume fractions. These curves suggest an increase in the yield point of nanocom-

posites with an increase in volume fraction when the packing fraction of the speci-

mens is kept constant.
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Figure 5.4: Snapshots of specimen A3 at different strains. The yield point was
observed at a strain of about 1.8%.

Figure 5.5: Effect of volume fraction on stress-strain curves of different specimens
of type A.
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Figure 5.6: Effect of volume fraction on normalized yield strength of different spec-
imen types.

Figure 5.6 displays the effect of volume fraction on normalized yield strength for

different specimen types. Normalized yield strength is defined as the ratio of yield

strength of specimen with particle w.r.t. yield strength of specimen without parti-

cles. As periodic boundary conditions were implemented to study the compression

of Ag polycrystals and the strain rate was kept constant in all the simulations, the

yield strength of specimens A0, B0 and C0 were roughly equal. As seen in the

figure, type A specimens have slightly higher yield strength when compared to

type B specimens. This is because the type A specimens have smaller particle

size and inter-particle distance compared to type B specimens. Another observa-

tion in this figure is that as the volume fraction increases the difference between

the normalized yield strengths of the two specimens increases. These simula-
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tions if extended to even bigger specimen sizes, say few micrometers (which is

not possible in LAMMPS) would reveal the properties of micro-scaled composites

and would not show much effect on the particle size of the composites. The yield

strength increases to about 5 times when the particle volume fraction of the par-

ticles is increased to 50%. This tremendous effect may not be seen in the case

of MMCs and the yield strength may increase only up to 2 times when the volume

fraction increases to 50% of the MMC [45]. Hence, in coarse-grained composites,

the volume fraction has a smaller effect on the yield strength when compared to

their nanocomposites counterparts. A notable remark in this analysis is that even

though the yield strength of nanocomposites varies with volume fraction in a quali-

tatively consistent way, the nano-size of the particles in MMNCs produce a stronger

effect on the yield strength than in MMCs.

Figure 5.7: Effect of particle size and volume fraction on normalized yield strength
of different specimens.

In MMCs, the inter-particle distance is of the order of few micrometers unlike

in MMNCs, where it is of the order of few nanometers. To discuss more, an ob-
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servation on the change in yield strength when inter-particle spacing is varied was

conducted. The particle size and inter-particle distance have a linear relationship

when cubic particles are used. Hence, the yield-strength vs inter-particle distance

plots have a trend similar to figure 5.7.

Figure 5.8: Effect of inter-particle spacing and volume fraction on normalized yield
strength of different specimens.

Figure 5.8 shows the effect of inter-particle distance on the yield strength when

volume fraction of the specimens is kept constant. As previously discussed in

this chapter, Orowan strengthening may be the cause of this huge increase in the

yield strength by decreasing the inter-particle distance. Orowan strengthening is

known to occur only when the inter-particle distance is less than 100 nm, which is

the case of all our simulations. The lesser the inter-particle distance, the more is

this strengthening effect. Although the plots seem qualitatively convincing, precise

evaluation of the strengthening of the specimens caused by Orowan effect is not

done as cubic particles were used in the simulations. There was significant re-

search on Orowan strengthening when spherical particles were used, however the
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case of cubic particles was not investigated vigorously. Also, the effect of Orowan

strengthening when particle volume fraction reaches as high as 50% was not re-

searched over the last few years. So, a clear suggestion cannot be made whether

Orowan strengthening is the main cause responsible for this huge increase in the

yield strength.

Another probable reason for the huge increase in the yield strength of nanocom-

posites may be the use of cubic particles in the simulations. As cubic particles

provide twice as much pinning effect as spherical particles do, the yield strength in-

crease may also be attributed to this effect. The Orowan strengthening effect when

cubic particles are used in nanocomposites has not been studied significantly.

5.4 Conclusion

Though the yield strength-volume fraction curves of the nanocomposites with

ductile matrices seem qualitatively consistent with the existing continuum mod-

els, the results do not seem convincing. Unlike the continuum models, the yield

strength in the case of nanocomposites vary not only with the volume fraction but

also with the particle size. The results show that in the case of nanocomposites,

another parameter, inter-particle spacing (which depends on the particle size in

specimens with same volume fraction) also can be related to the yield strength of

the nanocomposite. The effect of inter-particle spacing on the yield strength of

nanocomposites was studied over the past, and the effect is known as Orowan

strengthening effect.

The maximum yield strength of nanocomposites with 50% particle volume frac-

tion is about 5 times the yield strength of Ag polycrystal with no particles. This is

significantly high and cannot be just explained by the existing continuum models

on high volume fraction of particles in ductile matrix. This extensive strengthening
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can be partially convincing with the studies on strengthening mechanisms in the

field of nanocomposites.

Experimental studies in the field of nanomaterials were done significantly over

the past few decades. Various factors that depend on the strengthening of nanocom-

posites were documented well before. The strengthening of nanocomposites is

commonly achieved by: a) Orowan strengthening b) load bearing effect c) En-

hanced dislocation density mechanism.

To summarize, the results of Scanlon et al. [54] and the continuum models

explored by Bao et al. [6] were taken as reference while performing the study on

MMNCs in this chapter. The results in this study showed an increased effect of

volume fraction on the yield strength of the nanocomposites than the results from

the literature. The higher yield strength as discussed in the previous section may

be attributed because of the following aspects:

1. The grains of the polycrystals chosen in this study were truncated octahe-

drons which are perfectly coherent to the grain structure. This case is differ-

ent from the Scanlon et al.’s methodology where metal granules of irregular

shapes were injected in to the ceramic targets using sputtering and the level

of coherency of the metal granules with the ceramic target is unknown.

2. Cubic particles were used to investigate the particle-reinforced MMNCs in

this study, which offer a very strong pinning effect in the polycrystals when

compared to spherical particles.

3. The particles in the polycrystal specimens were considered as rigid and

hence, their effect on the yield strength of the matrix material would be higher

than that produced by ceramic particles.

4. Unlike the nature of particles in continuum models, the nano-sized particles

have strong cohesion with matrix material and provide bonding at atomic
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level which gives rise to an increase in the yield strength due to load bearing

effect.

5. When the inter-particle spacing is less than 100 nm which is the case of the

study in this chapter, Orowan strengthening is known to cause an increase

in the yield strength. This mechanism is not evident in MMCs as the inter-

particle spacing in micro-sized MMCs is of the order of few micrometers and

hence, the increase in yield strength due to this mechanism would be negli-

gible.
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CHAPTER 6 SUMMARY AND FUTURE PROSPECTS

Nanocrystalline materials can play a vital role in applications where high yield

strength materials are desired because of their outstanding mechanical properties.

NC materials have higher strength because of their lower grain sizes. These NC

materials can further be strengthened by adding second-phase particles. Addi-

tion of second-phase particles hinders the grain boundary motion by a mechanism

called Zener pinning. The effect of Zener pinning depends on several factors such

as: a) type of grain boundary b) particle size c) particle-boundary interface d) tem-

perature e) orientation of grain boundary with the particle.

Zener pinning is significant even when the size of the second phase particles

is around 0.5 nm and with a mere 0.2% volume fraction of particles in the spec-

imens. The hindering of grain boundary motion helps in preventing grain growth

in NC materials and hence, maintain the strength of the NC material. The study

of Zener pinning can be extended by implementing spherical particles to assess

more realistic experimental situations. The effect of high particle volume fractions

in NC materials was studied in Chapter 5. The effect of volume fraction and parti-

cle size on the yield strength of the nanomaterials is studied. The nanocomposites

showed that as particle size is reduced when the volume fraction of the particle

phase is kept constant, an increase in the yield strength was observed. The high-

est increase in yield strength of nanocomposite specimens observed in this study

was about 5 times time yield strength of NC specimen without any particles. This

huge increase is possible only in nano-sized specimens and cannot be observed

in micro-sized MMCs. Hence, nanocomposites can be used to produce ultrahigh

strength structures. However, the matrix material should be ductile enough to re-

duce the presence of high stress concentrations that would be generated near the

interface between matrix and particle phases.
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In future, the research on these high particle volume fraction nanocompos-

ites can produce some interesting insights in developing materials for applications

such as in aircraft, heat-sinks, bullet-proof materials where ultrahigh strength is

desired. As a part of future work, atomistic simulations on nanocomposites with a

non-rigid second phase which may reveal exactly how NC materials behave with

high volume fractions of particles in the specimens. Also, the study of Orowan

strengthening when high volume fraction of particles is used can deduce some in-

teresting phenomenon on how the yield strength varies with volume fraction and

inter-particle spacing and also to know if Orowan strengthening is the main cause

of the high yield strength observed in Chapter 5.
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APPENDIX A CALCULATION OF PARTICLE SIZE AND INTER-

PARTICLE SPACING IN CUBIC NC SPECIMENS

In chapter 5, cubic particles were used as reinforcements in Ag polycrystals.

The volume fraction of different specimens was used to calculate the particle size,

d and inter-particle spacing, r. The length of the specimens of types A, B and

C used in the simulations were 24.6 nm, 36.9 nm, and 49.2 nm as mentioned in

section 5.2. If the specimen length is assumed as ‘a’, the expression for the volume

of particle can be described as

Volume of particle = (Volume fraction of particle)×(Volume of specimen)

d3 = fa3, (1)

where, f is the volume fraction of particle. The above equation can be simplified as

d = f 1/3a. (2)

The inter-particle spacing, r is given by

r = a− d = a(1− f 1/3). (3)

The particle size and inter-particle spacing specified in tables 5.2, 5.3, and 5.4 for

different specimens were calculated using the equations (2) and (3) respectively.
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