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ABSTRACT

The effects of IF filtering on the error rate performance of QPSK 

transmission systems utilizing integrate-and-dump detectors are studied. 

It is assumed that (1) the QPSK demodulator reference signals are noise-free, 

(2) timing for the integrate-and-dump detectors is perfect, and (3) the 

channel noise is additive, white, and Gaussian, with zero mean. Two different 

filter types are considered: the ideal rectangular filter and a practical 

single-pole filter.

It is found that the bit error probability for bandlimited QPSK systems 

is affected by (1) a reduction in amplitude of the bit under detection,

(2) intersymbol interference from adjacent bits in the same channel, and

(3) crosstalk from the data stream in the quadrature channel. Computations 

of error probability are made for each filter type, using a series 

approximation method which can provide any desired degree of accuracy. For 

the cases considered, it was sufficient to assume that the effects of 

intersymbol interference and crosstalk were limited to 5 bits on either 

side of the bit under detection.

It is observed that the ideal filter provides superior performance 

in the noise-limited (low signal-to-noise ratio) region of operation. 

However, better performance is generally provided by the single-pole filter 

in the region of high signal-to-noise ratio where intersymbol interference 

and crosstalk become significant.
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CHAPTER I

INTRODUCTION

Considerable interest has developed over the past several years in 

conununications systems which transfer information in discrete or digital 

form. The digits which are transmitted may constitute information directly 

or they may represent approximations (usually in coded form) of scanptes of 

a continuous (analog) information signal. In the latter case, the 

transmission system must be designed such that no more than some acceptable 

level of quantisation noise is introduced by the process of representing 

each sample of the analog signal by one of a finite number of possible 

amplitude levels. In general, quantization noise can be reduced by 

quantizing more finely (increasing the number of possible amplitude levels), 

but this requires a greater number of digits to identify (code) each level. 

As will subsequently be pointed out, transmission of a greater number of 

digits per second decreases the capability to make error-free decisions 

regarding the identity of each digit. Hence the advantage of quantization 

decreases as more stringent requirements are imposed on the signal-to- 

quantization-noise ratio. Assuming that an acceptable tradeoff has been 

achieved between quantization noise and transmission rate, the problem is 

essentially how to combat the effects of channel noise, which may be 

introduced anywhere between the transmitter and the detector.

Fig. 1.1 illustrates in block diagram form the basic components of a 

digital communications system. In general, each digit which is transmitted 

can assume one of m possible values, and the resulting system is called an
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information 
source

To 
information 
sink

Fig. 1.1 -A binary communications system
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m-ary system. Of special interest, and by far the most widely used, is the 

binary system, for which m = 2. This is the system illustrated in Fig. 1.1.

The transmitter has the task of assigning to each message digit m.(t) 

a waveform S^(t) which is suitable for transmission over the channel. 

For carrier systems, the transmitter thus must perform, in addition to 

other tasks such as power amplification, the process of modulation, in which 

each digit m^(t) is used to determine either the phase, frequency, or 

amplitude of S^(t).

The waveforms provided by the transmitter are passed through the 

channel, which can be a wire link or a radio link. It is during passage 

through the channel that the transmitted waveforms are invariably 

contaminated by noise. Most frequently this noise is assumed to be 

additive, white, and Gaussian; this is a particularly good assumption for 

certain classes of channels such as the space communications channel and 

a notably bad assumption for certain other channels such as many of the 

wire links in use today.

The task of the receiver is to consider each noisy waveform which it 

receives and to decide which message digit nu (t) most likely resulted in 

that particular received waveform. The receiver output is thus indicated 

in Fig. 1.1 as consisting of a sequence of estimated message digits iru(t). 

The process of formulating the estimates iru (t) is generally referred to 

as bit detection. For carrier systems, the operations performed by the 

receiver are sometimes identified separately as carrier demodulation and 

bit detection, where the latter is considered to be a baseband process.
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In actuality, however, carrier demodulation can be visualized as being 

merely the first step of a multistep bit detection process.

Because of the presence of noise at the receiver input, the bit 

detector will occasionally make an erroneous decision. The probabi-tity of 

error associated with the estimated digits in^(t) is a convenient and 

widely used criterion for evaluating the overall performance of any digital 

transmission system. For any given application, there will generally be a 

maximum allowable bit error probability. The optimum bit detector minimizes 

the signal-to-noise ratio required to provide operation at or below some 

designated error probability; alternately, the optimum detector minimizes 

the bit error probability for a given signal-to-noise ratio. For ideal 

binary communications over the additive, white, Gaussian noise channel, the 

optimum bit detector has been shown (see, for example, [1], [2], or [3]) to 

be a eoTYe'Lat'Lon detector or, equivalently, a matched fitter. Fig. 1.2 

illustrates these two embodiments of the optimum detector. It has also 

been shown [4] that the bit error probability which results when the 

optimum bit detector is used is given by

_ J- erfcl/ 0-PJ
2, errcy

where is the average energy per signal bit

Nq is the single-sided noise spectral density



(a) Correlation detection

(b) Matched filter detection

Fig. 1.2.  - Optimum detection for binary transmission 
over the additive, white, Gaussian noise channel
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and p is the correlation coefficient of the two waveforms Sg (t) 

and Si(t)

Note that so far there have been no restrictions placed on the waveforms 

(t). However, choice of a different set of waveforms does, in general, 

affect the correlation coefficient p and thus the error probability P .e 
In addition to having an optimum bit detector for a given signaling set, 

it appears that there should also be an optimum signaling set. This is 

indeed the case, and the optimum set is that for which p = -1 and Pe is 

thereby minimized. The optimum waveforms for binary transmission over the 

additive, white, Gaussian noise channel are thus related by

Sod) = -Sfd) d-2)

For baseband signaling, an optimum set of waveforms is the set of bipolar 

pulses shown in Fig. 1.3(a), while an optimum set of waveforms for carrier 

signaling is the set of phase-shift keyed (PSK) sinusoids shown in

Fig. 1.3(b).  When one of the optimum signaling sets is used, the structure 

of the correlation detector can be somewhat simplified. This is because the 

binary decision can now be based upon simply the atgebraia sign of the 

received waveform. Fig. 1.4 illustrates these simplified correlation 

detection schemes. Note that the detection scheme for PSK requires a 

reference waveform accurate in both frequency and phase. This detection 

scheme is therefore sometimes referred to as a coheren't detection scheme, 

and the multiplication process is sometimes called coherent demodulation.

By substituting (1-2) into (1-1) , it is readily determined that the 

probability of error for the optimum binary signaling sets (using 

correlation detection) is given by
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Transmitted 
digit

0

Transmitted waveform

(a) Baseband signaling

Transmitted 
digit

0

Transmitted waveform

(b) Carrier signaling

Fig. 1.3. - Optimum waveforms for binary transmission 
over the additive, white, Gaussian noise channel



So(t)
+A for 0 S t < t

0 otherwise

Si(t) = -S0(t)

(a) Baseband signaling

sin cd tc

!
+A sin a) t for 0 < t < T
0 otherwise

S!(t) = -S0(t)
(b) Carrier signaling (PSK)

Fig. 1.4.  - Simplified correlation detection schemes for optimum binary signaling sets 
(s0(t) = -Si(t)^ oo
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The familiar plot of Pe vs. —, obtained using (1-3), is included for 

reference as Fig. 1.5. The ratio of signal energy per bit to single-sided
Ebnoise spectral density, -—, is sometimes referred to as s'bgmt-to-noise 
No

rati-o -tn'the btt rate bandwidth or, more simply, as signat-to-noise ratio:

Justification for this terminology can be obtained by substituting the 
appropriate expression for ^this expression will always involve the

bit transmission rate, R = and making a simple modification. Thus,

for baseband signaling

and for PSK signaling,

E^. = AlT/2. AVa _ aYz
N= No N, (4) No R (1’:

EbFor either class of signaling, it can be observed that — is equivalent 
o

to signal power divided by the noise power in a (fictitious) bandwidth

numerically equal to the bit rate R.

The digital transmission systems that have been described up to this 

point have been idealized systems, in the sense that performance (bit 

error probability) was assumed to be limited only by the noise encountered 

during transmission. In practice, however, signal distortion is frequently 

a significant factor in determining the overall performance of the system. 

Signal distortion can be introduced in a number of ways, including 

filtering, limiting, nonlinear amplification, and system phase



10
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Fig. 1.5. - Probability of error for optimum binary signaling
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instabilities. The effects of some of these sources of distortion can be 

made insignificant in many cases by careful system design. One major source 

of distortion, however, is inevitable in most systems. This is the result 

of restricted system bandwidth or of fi-ltev'Lng in the transmitter, the channel 

or the receiver. Bandwidth limiting will generally cause a reduction in 

energy per bit (E^) and, more importantly, can cause a significant amount 

of inter symbol interference due to the smearing of waveforms in time.

The effects of filtering on digital signaling systems are discussed 

in more detail in Chapter II, and the results which have been obtained by 

previous researchers in their attempts to completely describe the effects 

of bandwidth limiting on bit error probability are summarized.

Ideal quadriphase signaling, which provides a 2:1 reduction in 

required channel bandwidth while transmitting information at the same rate 

(and at the same bit error probability) as PSK, is briefly described in 

Chapter III. Since quadriphase can theoretically double the information 

rate which can be transmitted over a fixed bandwidth channel, it is an 

important digital signaling technique. Unfortunately, the effects of 

signal distortion are even more severe in quadriphase systems than in PSK 

systems.

The central problem of this dissertation is, simply, hoti is the bit 

error rate of a quadriphase transmission system affected by bandwidth 

Zimiting? Chapter IV treats this problem in detail and shows that 

bandwidth limiting results in (1) a reduction in energy per bit, 

(2) intersymbol interference, and (3) crosstaik between the two quadrature 

channels associated with a quadriphase signal. Performance curves



/ Eb\
Ip vs. —I are obtained for quadriphase systems containing (1) an ideal
\ N°/
rectangular bandpass filter and (2) a practical (single-pole) bandpass 

filter.

12
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CHAPTER II

EFFECTS OF BANDLIMITING ON DIGITAL SIGNALING

As discussed in the previous chapter, optimum systems for transmission 

of binary information over the additive, white, Gaussian noise channel 

utilize either a set of bipolar pulses (for baseband transmission) or a set 

of PSK sinusoids (for carrier transmission). An optimum detector for 

baseband signaling consists of an integrate-and-dump circuit [Fig. 1.4(a)], 

and for carrier signaling consists of an integrate-and-dump circuit preceded 

by a product device [Fig. 1.4(b)]. The bandwidth of the transmission system 

has been assumed to be infinite.

For fi/rvi/te transmission bandwidth, the detectors shown in Fig. 1.4 are 

no longer optimum. This is because bandlimiting alters the shapes of the 

received waveforms, such that the inputs to the integrate-and-dump circuits 

are no longer rectangular pulses. The integrate-and-dump circuits are true 

matched filters (and are therefore optimum) for rectangular pulses, but are 

not true matched filters for bandlimited pulses. In practice, however, the 

relative simplicity of the integrate-and-dump circuit frequently dictates 

its use in the detection process for bandlimited signals. Considerable 

research has been performed to relate the system error probability (using 

the integrate-and-dump circuit) to the transmission bandwidth. As 

transmission bandwidth decreases, of course, the waveforms become more 

distorted, the integrate-and-dump circuit becomes less optimum, and the 

error probability increases.
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There are actually two effects introduced by bandlimiting a binary 

signal, each of which tends to increase error probability. First, the 

energy per bit (E^) seen by the integrate-and-dump circuit is decreased. 

Fig. 2.1, which shows the response of an ideal (rectangular) lowpass filter 

to a rectangular pulse, illustrates this reduction in with decreasing 

bandwidth.

The second effect of bandlimiting, also evident from Fig. 2.1, is due 

to the "smearing" of each bit in time. That is, after bandlimiting, each 

bit occupies more than a single time slot. The result of this time-smearing 

of bits is that the energy per bit seen by the integrate-and-dump circuit 

is affected not only by the bit to be detected (the current bit), but also 

by adjacent bits. Fig. 2.2 provides an example of this 'Ln’tei*symbol/ 

-interference by applying superposition to determine the response of an ideal 

lowpass filter to a rectangular pulse train. It can be observed that the 

energy of the second bit (the shaded area between T and 2T) is greater 

than that of the fourth bit (the shaded area between 3T and 4T). The 

energy of any particular bit of a bandlimited pulse train is, in fact, 

determined by the state of that bit and by the states of some number of 

adjacent bits.

Depending on the pattern which exists around a certain bit, its 

energy may be greater than, less than, or equal to its energy prior to 

bandlimiting. It has been argued [5] that for a random pulse train (since 

the average energy per bit is the same as the energy of a single filtered 

bit without intersymbol interference) , the average error probab'il/'ity for 

the filtered pulse train is the same as for a single filtered bit. However, 

as was pointed out in [6] , this argument is in error because the relationship
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(a) Filter bandwidth > 1/T

(b) Filter bandwidth = 1/T

(c) Filter bandwidth = 0.5/T

Fig. 2.1. - Response of ideal lowpass filter to a rectangular pulse
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(a) Response to a single positive pulse (a sero)

(b) Response to a single negative pulse (a one)

(c) Response to a pulse train (00010...)

Fig. 2.2. - Illustration of intersymbol interference 
for ideal lowpass filtering of rectangular pulses 
(filter bandwidth = 1/T)
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between error probability and energy per bit is not a linear one. Thus the 

average error probability does not correspond to the average energy per bit 

and, consequently, the effects of intersymbol interference cannot be 

neglected. In fact, intersymbol interference is frequently the most 

significant factor in determining the performance of a given transmission 

system.

Determination of error probability for the bandlimited digital system 

is considerably more difficult than for the ideal (infinite bandwidth) 

system. One possible analytical approach involves the convolution of the 

probability density of the intersymbol interference with that of the noise. 

As noted by Saltzberg [71, however, this can be very difficult, since the 

probability density of the intersymbol interference is itself typically 

highly complex and irregular and hence difficult to compute. Approximations 

to this density by simpler functions may lead to gross misinterpretation.

An approximation to the error probability for a bandlimited digital 

system can be obtained by first assuming that the intersymbol interference 

is limited to a finite number (N) of symbols preceding and following the 

symbol under detection. The conditional error probabilities are computed 

for each of the truncated pulse sequences and then averaged with respect to 

the probability of occurrence of these sequences. This approach gives good 

results if the intersymbol interference is limited to only a few adjacent 

symbols, but the computational effort becomes prohibitive as N becomes 

large. Martindes and Reijns [8] applied the averaging method to a 40-bit 

periodic sequence and assumed that the intersymbol interference was 

limited to only the two nearest bits on either side of the bit under
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detection. Tu [9] applied the averaging method to a random sequence and 

assumed that the intersymbol interference was limited to the five nearest 

bits on either side of the bit under detection. Excellent agreement was 

obtained between these two investigations for lowpass filter bandwidths 

greater than the bit rate. However, for smaller bandwidths, Tu showed that 

Martinides1 results were optimistic.

Because of the difficulties associated with the purely analytical 

approach involving convolution of the probability densities of intersymbol 

interference and noise and because of the computational problems associated 

with the averaging method, several researchers have made attempts to obtain 

bounds on the average error probability for bandlimited digital systems. 

The effects of intersymbol interference have frequently been bounded by 

means of the eye pattern [10]. The eye pattern is the superposition of all 

possible signals presented to the integrate-and-dump circuit and can be 

determined analytically or experimentally. The experimental determination 

involves exciting an oscilloscope with a random binary pulse train and 

synchronizing to the bit rate. A typical eye pattern is shown in Fig. 2.3. 

In the absence of intersymbol interference, the eye is open (rectangular). 

The two worst-case transmitted sequences (which are negatives of each other) 

result in the inner boundaries of the eye; hence, the size of the open 

portion of the eye pattern is a measure of the margin against intersymbol 

interference for the most adverse message sequence. As pointed out by 

Saltzberg [7], however, to use the eye opening to bound error probabilities 

is, in many instances, to be exceedingly pessimistic. A system with a 

completely closed eye pattern (and therefore a worst-case error probability 

of 0.5) can have a very low average bit error probability.
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Voltage

Fig 2.3 - Typical eye pattern
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Hartmann [11] analyzed the bandlimited PSK system by applying a 

numerical method to find the worst-case probability of error and using 

this value as an upper bound. Hartmann's bound suffers from the same 

problem as the eye pattern analysis, namely that it can be overly pessimistic. 

Lugannani [12] obtained an improved upper bound (which never exceeds the 

worst-case upper bound) by applying the Chernoff inequality. Unfortunately, 

evaluation of the parameters of Lugannani1s bound poses a computational 

problem about equal in magnitude to the problem of applying the averaging 

method to obtain an approximate solution.

Saltzberg [7] obtained an improved upper bound for error probability 

by separating intersymbol interference terms into two sets, one set 

containing larger components which subtract from the signal amplitude and 

another set containing smaller components which add to the noise power.

A very important result was recently obtained by Shimbo and Celebiler 

[13], in which an exact expression was obtained for the probability of error 

of a binary system having intersymbol interference and additive Gaussian 

noise. The procedure involves multiplying the characteristic functions of 

the noise and the intersymbol interference, which proves to be a 

considerably easier task than convolving the probability densities. Tu [9] 

applied the method of Shimbo and Celebiler to obtain numerical results for 

the error probabilities of several practical baseband and carrier binary 

systems. The computational effort required was orders of magnitude less 

than was required for obtaining the same results using the averaging method. 

Figs. 2.4 through 2.6 summarize the results obtained by Tu for the case of 

ideal bandpass filtering (rectangular filter characteristic) of a random 

binary PSK signal. The f T product represents the number of cycles
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Fig. 2.4. - Pe vs. E]-,/No for ideal bandlimited PSK with fcT = 1
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Fig. 2.5. - Pe vs. E^/Nq for ideal bandlimited PSK with fcT = 2
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Eb/No' dB *"
Fig. 2.6. - Pe vs. Eb/No for ideal bandlimited PSK with fcT = 00
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of the carrier (fc = carrier frequency) per bit of data (T = bit period, or 

1/T = bit rate). The B-^T product represents the ratio of filter bandwidth 

(BIF) to bit rate. Note that, for any particular value of fcT, Pe 

increases as B^T decreases. This is, of course, due to the increased 

intersymbol interference which results when the filter bandwidth is 

decreased. Also note that, for a constant value of Bt„T, P increases as 

f T decreases. This is because of the ccti-asing effect due to finite carrier 

frequency. Finally note from Fig. 2.6 that when f_T = 00 and Bt_T = 00, Xr
the curve previously shown in Fig. 1.5 for optimum binary signaling results.



25

CHAPTER III

IDEAL QUADRIPHASE SIGNALING

The discussion in Chapters I and II was primarily directed towards ideal 

(infinite bandwidth) and non-ideal (finite bandwidth) binary transmission 

systems. The remainder of this dissertation will be concerned with a 

signaling scheme known as qizadripliase or QPSK, which theoretically allows 

a 2:1 reduction in the bandwidth required for transmission of a given 

information rate. For ideal systems, PSK and QPSK signals provide 

equivalent performance (the same bit error probability for the same power 

levels) although the actual bandwidth occupied by the QPSK signal is only 

one-half that occupied by the PSK signal. QPSK offers a real advantage 

when the system is bandlimited and when it is desired to reduce the error 

probability which is achievable for a given transmitted or received power 

level.

A QPSK signal may be generated in several ways, as illustrated in 

Fig. 3.1. These methods of generation are different in terms of the 

hardware required for mechanization, but equivalent in terms of the four- 

phase signal that results. The signal Sj (t) that is generated in the 

manner shown in Fig. 3.1(a) is given by

5, to - A, cos + Aan(t)J + A2sin V.Wc.'t *E>

- A, cos(uJfc-t)cos[AaM(.t)] - A|S^(u)fc-t)sin{AaM6t)]

+ A2£‘ia(u)c-L) LOS [E>bn^)] * A2CQs(l4c-t)SiA[Bbn(-£)]
(3-1)
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(a) Addition of phase-modulated quadrature carriers

Aan(t)

Bbn(t)

Aa (t) cos (u) t) n c

sin (a)ct)
Bbn(t) sin (tuct)

carrier by a quaternary (four-level) signal
a (t) = ±1, b (t) = ±1, and A Bl n n -i

(b) Addition of DSB-modulated quadrature carriers £an(t) = ±1, bn(t) = ±1J

(c) Phase modulation of a single 
fAa (t) + Bb (t) is four-level for Ln n

S2(t)

COS (a) t) 
c

bn(t). ±1]

Bbn(t)

Fig. 3.1. - Generation of QPSK signals
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Substituting a (t) = ±1 and b (t) = ±1 into (3-1), the output signal n n
reduces to

5] (t) = C,OS A bn tos'm

•*-[A2<lqsE> - A| Aytl^sm A J Sin (u)&-b') (3-2)

Using the relationship

(A Cjds X + /^sin x = cos (x-S')

where 0 = +M"1 (^)

(3-3)

the signal Sj(t) can be represented by

r z ’
=^[Atcz>s/\ 4-Azbn^)si/iB]x+[Al^>sB-Aldn(t)sinA] cos(i>ict-

(3-

I -I AzCZ>S B - A
tuhere e=T«.n [_ A, ess A + bnto Sin 8

From (3-4), it can be seen that Sj(t) has, in general, four possible 

amplitude states and four possible phase states corresponding to the
IT possible combinations of and F°r A = B = 2"' S1

becomes

5,(t) = VA2 + A,2-' cos - tan"' (3-5)

/ L "z "n cc/J 1 
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which is a signal having only one amplitude and four phase states. Further, 

for Ai = A2 (equal power in each quadrature carrier), the four phase 

states are exactly 90° apart. This condition will henceforth be referred to 

as balanced quadri-phase. The condition for which the phase states are not 

90° apart will be referred to as unbalanced quadriphase.

The signal S2(t) that is generated in the manner shown in Fig. 3.1(b), 

by adding two PSK signals which are in phase quadrature, is given by

S2 to = A (£) 60S + 5 b„ to sm (We €)

v L [.ri (.t) J (3-6)

which is equivalent to the expression given by (3-5) in that four phase 

states and a single amplitude state results.

The signal S3(t) that is generated in the manner shown in

Fig. 3.1(c) is given by

s3 to = At Cos [^c*t + A ti-n to + B to] (3-7)

This signal has a single amplitude state and four possible phase states (A+B, 
TT TT TT TTA-B, -A+B, -A-B). For A = — and B = —, or for A = — and B = — , 

these four phase states are 90° apart.

As discussed in the preceding paragraphs, several methods are available 

for generating a quadriphase signal. Each of the methods illustrated 

utilizes two bipolar (±1) signals an(t) and bn(t). As no restrictions 

were imposed upon (t) and bn(t), they could be obtained either from 

separate, independent sources or from a single source (by means of a 

serial to parallel conversion device which converts a signal of 
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rate R bits/second to two parallel signals each of rate — bits/second). 

The latter case will be referred to as singlze-channel, operation, while the 

former case will be referred to as ducct-ehannet operation.

Regardless of the method used to generate the quadriphase signal, the

quadrature detection scheme shown in Fig. 3.2 is the optimum means of

recovering the two signal components a (t) and b (t). This is because n n
for the ideal case, no crosstalk occurs between the two quadrature channels

and each signal component is recovered using a correlation detector. Using

the quadriphase representation given by (3-6), the input to the upper

integrate-and-dump circuit is

€। (t) = [Ad.* tocz>s(u)tt) * 8 bn toA o cos+ 4^

~ [Adnto u>s(u)t-Ey Bb^tos-A^^JlAeCos^c^cos^) - AoSV^'O5'*!

A Ao A.n^toc^>S - B Ao (i) sin
= 2

+ BAob^ticz.s* - AA.a.nWs;n* sin

+ A 6 A. bntosln.* ^(2.^ (3.8)

Assuming that the double-frequency terms make no contribution to the output 

of the integrate-and-dump circuit, and assuming <#> = 0 (the ideal case) , the 

effective signal input to the upper integrate-and-dump circuit is given by

e,,w(t) = = K| an(t) (3-9)
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Fig. 3.2. - Detection of a QPSK signal
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Likewise, it is easily shown that the effective signal input to the lower 

integrate-and-dump circuit is

ea,feW(t) = -e V"(-t) (3-10)

Therefore, for the ideal case in which the reference phase error <j> = 0, 

the upper half of the quadriphase detector is a correlation detector for 

a (t) and the lower half is a correlation detector for b (t). In the n n
event that 4> 0, an undesirable CYOSstaVk terms appears in each quadrature

channel. The problem of recovering a good phase reference will not be 

treated here, so it will be assumed throughout that <j) = 0.

Since the detection of a quadriphase signal has been shown to consist 

of two separate correlation detection processes, the probability of error 

associated with each of these processes is the same as previously given by 

(1-1):

p _ I _ A J (l-P)E'b
r€ ~ 2. er^y (3

For each of the two correlation detection processes, p = -1 and the 

energy per bit is given by

= channel power -r rate

PA
— for upper channel
ra

PB
— for lower channel (3-12)
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In order to meaningfully compare the performance of quadriphase 

transmission to that of biphase transmission, the same total information 

rate should be assumed for each scheme. For quadriphase signaling, the 

error probability in the upper channel can be expressed as

p 
•ea — "Z. 1 Ne

1 £ - / PA
= T e-H-c. (3_13)

Similarly, the error probability in the lower channel can be expressed as

P ’ 6B - -L

- V (3-“-
The error probabilities Pp and P can be compared with the error A ®b

probability for PSK transmission of the same information rate (RA + Rg

bits/second) at the same total power level (PA + PB watts), as given by

P. _ l p / E-x- er4-c.\/—rr-
V No

- 4- *P* (3-15)
- z. ertc-yN.(Ea+R,) (315>

For balanced QPSK operation, half of the total power is allocated to each of 

the two quadrature channels, or

PR - P • b ” 27" (3-16)
Also, for balanced QPSK operation, the individual transmission rates are 

equal, or

Ra
- R - -E
- "" 2- U-Yl'i

The QPSK energy per bit is thus given by
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2 T" R"' - = — for upper channel
I

~— = — for lower channel
7

(3-18)

The resulting error probability for QPSK transmission of R bits/second is

therefore 

(3-19)

and is the same as for PSK transmission of R bits/second (with the same 

total power). Note, however, that the bandwidth occupied by each quadrature 

channel (corresponding to a rate R/2) is only one-half that occupied by the 

equivalent PSK channel.

For unequal bit rates in the two quadrature channels, it is necessary 

to divide the channel powers unevenly in order to maintain equal error 

probabilities. That is, more of the total transmit power must be allocated 

to the higher rate channel in order to equalize the energy per bit in the 

two channels. For this case, A / B and unbalanced operation results. For 

equal error probabilities

Pr/Ra = Pb/^b <3‘20’
and

(3-21)

For PSK transmission of R^ + RB bits/second with a power level of ?A + PB 

watts, the error probability is given by
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(3-22)

which is again the same as for QPSK.

The preceding discussion establishes the error rate performance of 

ideal (infinite bandwidth) QPSK signaling with a perfect phase reference. 

Since QPSK is very attractive for bandlimited applications, however, it is 

important to determine the error rate performance of non-ideal QPSK systems. 

This problem is investigated in considerable detail in the next chapter.
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CHAPTER IV

PERFORMANCE OF BANDLIMITED QUADRIPHASE SYSTEMS

This chapter is concerned with the error rate pp-rformance of bandlimited 

OPSK systems. The more significant assumptions which will be made for this 

analysis are as follows:

e The demodulator reference signals are noise-free.

• Timing for the integrate-and-dump detectors is perfect (no jitter). 

e The channel noise is additive, white, Gaussian, zero-mean, and 

has single-sided noise spectral density Nq.

The system model which will be used for this investigation is shown in 

Fig. 4.1. The effects of bandpass (RF or IF) filtering will be considered, 

but it will be sometimes convenient to include lowpass (baseband) filters 

prior to the bit detectors. Baseband filtering alone (either prior to 

modulation or subsequent to demodulation) need not be considered here 

because the results previously obtained [9] for baseband filtering of PSK 

signals are directly applicable to each of the two quadrature channels of 

the OPSK system. As will be shown, however, bandpass filtering of a QPSK 

signal results in the generation of crosstalk which (along with a reduction 

in energy per bit and the generation of intersymbol interference) contributes 

to the degradation in bit error rate performance. The results previously 

obtained for bandpass filtering of PSK signals do not account for this 

crosstalk and, therefore, are not applicable to QPSK systems.

The QPSK modulator of Fig. 4.1 could be any of the three types 

discussed in the previous chapter and depicted in Fig. 3.1. The QPSK



Data 
in

Fig. 4.1. - Bandlimited QPSK model

Data 
out

(Additive, white, Gaussian noise)

Channel

u> cn
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detector is the correlation detector (for ideal QPSK signals) shown in

Fig. 3.2. Two different types of bandpass filters will be considered in this 

analysis. A filter with the ideal rectangular characteristic will first be 

assumed, and attention will then be directed to a more practical filter, the 

bandpass equivalent of the single-pole Butterworth.
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IDEAL RECTANGULAR FILTERING

The ideal rectangular filter will first be assumed as the device which 

limits the bandwidth of the QPSK signal. As shown in Fig. 4.2, the 

magnitude of the filter characteristic H(f) for this filter is equal to a 

constant value (normalized to unity) for frequencies within the passband and is 

zero elsewhere. The characteristic for the ideal rectangular filter is 

actually given by

H(f) = H(f)
where t represents the constant time delay introduced by the filter, o
Without loss of generality, t can be assumed to be zero. (The impact of

this assumption is that the period of integration for the QPSK integrate-

and-dump circuits will be 0 to T, rather than t to t + T).o o

The QPSK signal present at the input to the bandpass filter can be 

expressed as the sum of the two infinite sequences
oe ee

■S(t) = 53 bn (i) (4-2)
Ms— w

where

\ A + A ov- — A -For * -fc £
S q elsA.uuh<,re.

and /

)6n = E> »*■ nT.
b to = )n / o elseidkere

The sequence is the desired output signal from the
nis^-ee

upper (in-phase) channel of the QPSK detector of Fig. 3.2. This in-phase



Fig. 4.2 - Bandpass filter characteristic for ideal rectangular filter
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channel will henceforth be referred to as Channel. A. Likewise, the sequence 
oo
IX to is the desired output signal from the lower (quadrature)

he-ee
channel, which will be referred to as Channel B. Fig. 4.3 defines the

detection model which will be used in this portion of the analysis. As
•e

discussed in Chapter III, the sequences and lon(i) are
!n=-«e n*—

either derived from a single source (single-channel operation), in which

case T = T , or from two independent sources, in which case (in general) A B
T* * td-A B

To determine the effects of ideal rectangular filtering, a frequency 

domain (rather than a time domain) approach will be used initially. This is 

because the mathamatics associated with the ideal filter are much simpler in 

the frequency domain. Consequently, the Fourier transform of the m1-*1 bit of

Channel A (at the filter input) is

fCW1"l)TA -•Z.TT-P-t
Am ('■f) = / [d-w(-i)eos e. J-k

jyaTa

(4-3)

This expression can be simplified by making the assumption that

fcTA is an integer, or that an integral number of cycles of the carrier 

frequency f occurs in each bit period T^ of Channel A. This assumption 

is not unreasonable, as the bit timing for many practical systems is derived



Channel A

Channel B

Fig. 4.3. - QPSK detection model for ideal rectangular filtering
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from the same source as the carrier frequency. Making this assumption and

simplifying accordingly, (4-3) reduces to

Am(f) =
- jTr-P (ll-awOT^

(4-4)

The output of the bandpass filter corresponding to the m^ bit of

Channel A can be expressed in the frequency domain as

|A„(f) for ft-

SiaW = <Am6F) -For -Ft<.

I 0 otke-rwise. (4_5)

The time domain response of the filter to the m^ bit of Channel A is 

determined by taking the inverse Fourier transform of (4-5).

As shown in Appendix A, (4-6) can be reduced to
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is easily found to be

(4-8)Bn(f)

The time-domain response of the bandpass filter corresponding to the

nth bit of Channel B

-j Bn •£ SiA ^IF-TTb)

which, as shown in Appendix A, can be reduced to

J-F
(4-9)

Following the same procedure for Channel B and making the assumption

that f T is an integer, the Fourier transform of the n^1 bit of Channel B c B y

is

-3 Bn ~r~e- Sin 6r-PTa) 
' __ Z V 2. ->\ c

/ it BjpTft .

Z/ISeS ) x
H 2 r /

"2w^T,yj 5'"
V ) (4-10)

An interesting observation can be made from (4-7) and (4-10). The

response of the bandpass filter to the mth bit of CHannel A contains both

in-phase (cos 2'n-fct) and quadrature (sin 2irfct) terms. Likewise, the

filter response to the nth tit of Channel B contains both cos 2irfct and

sin 2irf t terms. This means that the output of the Channel A demodulator c 
OO OO

will depend on as well as on , with the same
n=-ee we-ee

phenomenon occurring at the output of the Channel B demodulator. One effect

of the bandpass filter then, is the introduction of crosstalk between the
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two QPSK channels. The ultimate effect of this crosstalk will be an increased

error rate in each channel.

Combining (4-7) and (4-10), rearranging terms, and summing the response

to all m bits of Channel A and all n bits of Channel B yields

As illustrated in Fig. 4.3, the signal Sj(t) is applied to the

Channel A and Channel B demodulators. The signal output from the Channel A 

multiplier is given by

SZA(<) “ [S!Iti)(z-TT^t) + SIQ toS’.n(2tt£c£)] cosIz-n-Fc-t:)

= —!2 [ 1 + Cos S’lACwfc-fc) (4-12)

Since the double-frequency terms will not appear at the output of the

lowpass filter, the signal output of the Channel A lowpass filter is

= 2- (4-13)
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Likewise, the signal output from the Channel B lowpass filter is

e /l\ - Sl ft) 
vt) 2 (4

The output of the Channel A integrator (at the sampling instant TA>

resulting from all m bits of Channel A and all n bits of Channel B

The signal output of the Channel B integrator at the sampling instant

tb is similarly given by

54b(Tb) = j S36 (t) dt

°T1
-- I pt

-rB
-j pi

Q n*-eo ve J )



(4-16)

Inspection of (4-15) and (4-16) reveals the presence of both a desired 

signal term and an undesired crosstalk term at the output of each integrator. 

As could be expected, the signal terms in Channels A and B are identical in 

form, as are the crosstalk terms. The computation of error probability, 

therefore, is identical for each channel. Consequently, these 

computations wll be made only for Channel A.

From (4-15), the signal voltage for Channel A is seen to be
eo . _ <' 2.

4A,si5nal it j 3
° (4-17)

and the crosstalk voltage is seen to be •■n

a n[6 ~ ^m)^] j
54A,Gros5idk ^a) ' J ylyz-

n=-w v<* J (4-18)
Appendix B shows that the signal voltage can be reduced to

S4A, signal CT.') = £ -Yla6m)] <4-19)

Ms— oo
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where

and
O

The expression for the Channel A output signal given by (4-19) is identical to

that derived in [9] for bandlimited PSK transmission. The (o)I1
term indicates an amplitude reduction in the bit being detected (o^ bit) 

while the Y (m) terms for m 0 define the intersymbol interference

(contributions due to all previous and subsequent bits). The (m)I2
terms result because of al/ta.S'trig or because the ratio of carrier frequency 

(fc) to bit rate (1/T^) is not infinite.

Appendix B also shows that the crosstalk voltage at the output of
i

Channel A can be reduced to

The total voltage at the output of Channel A (at the sampling instant

Ta) is
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=..ro = £ . v_ wj

if

4- V In"7!/—!------Vy /n\ 3P / <1
2 ^Tr4rr8;lTr3(r)j rr4(n;j

a) out^"7!^ (4-21)

The signal and crosstalk terms are deterministic and can be evaluated 

directly for specific sequences of bits in Channel A and Channel B. As 

discussed in Chapter II, if all possible sequences of finite length are 

considered, an averaging method could be applied to obtain a solution for 

error probability. The noise voltage n ^(T.) is a random variable, 

however, and only certain of its statistical properties can be determined. 

As shown in Appendix C, the noise pou)eT* at the output of Channel A is given 

by

where (o) is as previously defined.

Although error probability could be determined in a straightforward 

manner using an averaging method, it was previously noted that such an 

approach has the disadvantage of requiring excessive computational time, 

even when a very high-speed computer is used. To overcome this disadvantage, 

a series expansion procedure similar to that followed by Shimbo and Celebiler 

[13] and later by Tu [9] for PSK systems will be applied here. The details 

of this approach are contained in Appendix D. The resultant expression for
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the bit error probability is

p । | _ er#«/A^.
1 e | I 2.M, (o)

- g 2

£ S 2bzxh2jkf-/) <S2x+21_3 (4-23) 
a6i fe-t ;

where the b2i are defined by (D-27) , the h2]c are defined by (D-28) , and

the Gj are defined by (D-36) 

for a given value of A2Ta/2Nq

In order to compute the error probability

(the Channel A energy per bit per single­

sided noise spectral density), the recursive relationships for b2i, 

and G. given by (D-44), (D-51), and (D-37), respectively, must be used.

It should be noted that the expression for bit error probability given 

by (4-23) is actually valid only for Channel A. However, it was previously 

observed that the error probability computation for Channel B is identical 

to that for Channel A. Thus if such a computation is to be made for 

Channel B, the A2T,/2N term in (4-23) can simply be replaced by B2!_/2N .Ao Bo
Since L (m) and (m) , and therefore bo-i and G-;, were originally T1 j
defined in terms of the parameters m. A, and T^, it is also necessary to 

substitute the parameters n, B, and into the appropriate expressions. 

Likewise, since the h2]< were originally defined in terms of ’l'l (n) and 

V (n) which, in turn, were dependent on the parameters n, B/A, and T /T , III H A
it is necessary to substitute m, A/B, and /T into the appropriate 

expressions.

It is convenient at this point to express (4-23) in the form

pe = * Pe, (4-24)
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where

inThe first term (P ) 
el

(4-24) represents the contribution to the total

probability of error due to the bit being detected. It can be observed that

the energy per bit per single-sided 

detection is degraded by the factor 

bandlimiting the signal and noise.

noise spectral density for the bit under
[’ll10’ " '•'i,101]2
—1—----- which results fromY_ (o)II

Recall that the term Y (o) II represents

an amplitude reduction in the bit being detected (m = 0), and that the term

'P (o) represents an additional degradation which results because of

aliasing. For a large value of f T , the (o) c A I2 term is very small, and

the energy per bit per single sided noise spectral density for the bit under

detection is degraded only by the factor ^(o).

A review of the derivations outlined in Appendix D reveals that the

second term (P ) in (4-24) represents the contribution to the total e2
probability of error due to intersymbol interference (and aliasing) on the

bit under detection.

expression for P e2
(D-44) indicate that (m) - Yt (m) for Il 12 J

Equation (D-37) shows that the i-1 terms in the 

are affected only by ¥ (0) - (o)L but (D-41) and
L I1 12 J

the b2j terms are dependent on 

all m not equal to zero.



51

talk from Channel B.

but

for all n.
:pn
dependent on Y 

lit

Yt (o) (D-51) and (D-49) indicate that the h^ terms are

From Appendix D it can also be seen that the third term (P ) in (4-24) 
e3

represents the contribution to the total probability of error due to cross-

The terms are stiH affected only by

The significance of the fourth term (P ) in (4-24) is not intuitively 
eit

obvious, since Appendix D shows it to result from a cross-product due to

the multiplication of the characteristic functions of the intersymbol 

interference and crosstalk terms.

In order to obtain numerical results for bit error probability, it is 

necessary to assume that the effects of intersymbol interference and 

crosstalk are confined to a finite number of bits preceding and following 

the bit under detection. To assist in determining how many bits must be 

considered, numerical solutions for Y (m), Yt (m), Y (n), and
T1 I2 t3

Yt (n) were first obtained. Table 4.1 shows values of Y (m) for various lit II
values of B.„T, and for various bit positions. Note from (4-19) that IF A

the integrand of YT (m) is an even function of m and therefore that II
computations need not be made for negative values of m.

The numbers presented in Table 4.1 satisfy previous observations

regarding the significance of the Yt (m).
Il

The term Y_ (o) II represents

the amplitude of the bit being detected, and a finite IF filter bandwidth

should cause Y (o) to be less than unity. Table 4.1 indicates that as 
II

the IF filter bandwidth increases (BIFTA "* ”)> Yt (o) ->• 1 and that as the II
filter bandwidth decreases (Bt„T 1), YT (o) does become smaller. The IF A Ii
Y (m)II for m / 0 represent intersymbol interference from bits preceding
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Table 4.1. - Some values of T (m)
Z1

B T IF A (0) VT (1) 
■l-l Yt (2) Y- (3) Yt (4) 'i'T (5) (6)

1.0 0.7737 0.1291 -0.0222 0.0094 -0.0052 0.0033 -0.0023

1.2 0.8393 0.0673 0.0292 -0.0271 0.0152 -0.0028 -0.0063

1.6 0.8960 0.0433 0.0033 0.0054 0.0031 -0.0012 -0.0029

2.0 0.9028 0.0471 0.0012 0.0002 0.0001 0.0000 0.0000

2.4 0.9066 0.0493 0.0002 -0.0025 -0.0017 0.0004 0.0013

2.8 0.9218 0.0440 -0.0082 0.0051 -0.0023 0.0001 0.0014

3.0 0.9311 0.0353 -0.0011 0.0004 -0.0002 0.0001 0.0014

4.0 0.9499 0.0248 0.0002 0.0000 0.0000 0.0000 0.0000

5.0 0.9592 0.0206 -0.0003 0.0001 -0.0000 0.0000 0.0000



53

and following the bit under detection. Intuitively, the interference

resulting from more remote bits (|m| >> 0) should be less than from bits

closer to the bit being detected. Table 4.1 verifies this observation.

Note that for any particular filter bandwidth. generally decreases

with increasing m. Also note that for any particular value of m,

I'f (m) I 0 as B,„T, -> 
Il IF A

and for various bit

is an even function

terms represent signal degradations which result from

Also note that for any given

increasing m.

Values for various values of TA/TBof

BipTg, and n.

it can be seen from (4-20) that it is actually

As previously observed, the degradations

which result because of crosstalk B.

are generally less significant for largerTable 4.3 shows that

zero when

ta

TA

B T , IF A'

for positive values of n

and BIFTa,

aliasing. Note that for any particular values of m and

Y (n) terms represent signal I3
from the bit stream in Channel

(n) are shown in Table 4.3
t3

Although values are shown only

|YTJm)|^0 as f^

(m)I generally decreases with 
I2

Table 4.2 shows values of Y, (m) for various values of f T , B T
Io C A IJt? A

values of f T_ c A

positions.. Since, from (4-19), the integrand of YJ (m) 

of m, computations need not be made for negative values

necessary to compute Y (n) I3
for negative values as well. For the special case when T, = T.,, Y_ (n) H 13
is an odd function of n and values need not be computed for negative

T into the defining expression for Y_ (n) given by (4-20).B I3

of m. The Y (m)

values of n.

values of n. It is

the Yt (n)
I3 

interesting to note that YT (o) is alwaysI3
Tg. That this should be the case is readily seen by substituting
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Table 4.2. - Some values of (m)12

f T
c A B T 

IF A (0)
I2

VT (1)
I2 Yt (2) t2 ,1'l2<3’ Yt (4)I2 Yj (5)

I2 Y (6)
I2

1 1.0 0.0131 -0.0067 0.0001 -0.0000 0.0000 -0.0000 0.0000

1.2 0.0184 -0.0116 0.0042 -0.0028 0.0013 -0.0001 -0.0007

• 1.6 0.0258 -0.0144 0.0003 o.ooii 0.0007 -0.0002 -0.0006

2.0 0.0273 -0.0135 -0.0001 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0511 -0.0267 0.0016 -0.0006 0.0003 -0.0002 0.0001

5.0 0.0575 -0.0300 0.0016 -0.0006 0.0003 -0.0002 0.0001

2 1.0 0.0032 -0.0016 0.0000 -0.0000 0.0000 -0.0000 0.0000

1.2 0.0044 -0.0028 0.0010 -0.0006 0.0003 -0.0000 -0.0002

1.6 0.0061 -0.0034 0.0001 0.0002 0.0001 -0.0000 -0.0001

2.0 0.0064 -0.0032 0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0100 -0.0050 0.0000 -0.0000 0.0000 -0.0000 0.0000

5.0 0.0187 -0.0094 0.0001 -0.0000 0.0000 -0.0000 0.0000

3 1.0 0.0014 -0.0007 0.0000 -0.0000 0.0000 -0.0000 0.0000

1.2 0.0020 -0.0012 0.0004 -0.0003 0.0001 -0.0000 -0.0001

1.6 0.0027 -0.0015 0.0000 0.0001 0.0001 -0.0000 -0.0001

2.0 0.0028 -0.0014 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0043 -0.0022 0.0000 -0.0000 0.0001 -0.0000 0.0000

5.0 0.0075 -0.0038 0.0000 -0.0000 0.0000 -0.0000 0.0000

5 1.0 0.0005 -0.0003 0.0000 -0.0000 0.0000 -0.0000 0.0000

1.2 0.0007 -0.0004 0.0002 -0.0001 0.0000 -0.0000 -0.0000

1.6 0.0010 -0.0005 0.0000 0.0000 0.0000 -0.0000 -0.0000

2.0 0.0010 -0.0005 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0015 -0.0008 0.0000 -0.0000 0.0000 -0.0000 0.0000

5.0 0.0026 -0.0013 0.0000 -0.0000 0.0000 -0.0000 0.0000

10 1.0 0.0001 -0.0001 0.0000 -0.0000 0.0000 -0.0000 0.0000

1.2 0.0002 -0.0001 0.0000 -0.0000 0.0000 -0.0000 -0.0000

1.6 0.0002 -0.0001 0.0000 0.0000 0.0000 -0.0000 -0.0000

2.0 0.0003 -0.0001 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0004 -0.0002 0.0000 -0.0000 0.0000 -0.0000 0.0000

5.0 0.0006 -0.0003 0.0000 -0.0000 0.0000 -0.0000 0.0000
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Table 4.3. - Some values of L (n)I3

T»/Tt> A B B T IF B ’!'l3(°) yt (1)
13

YI3(2) VI3(3) VI3(4) YI3(5) VT (6)
13

0.01 1.0 0.0050 0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000

1.2 0.0069 -0.0017 0.0013 -0.0007 0.0002 0.0001 -0.0004

1.6 0.0095 -0.0011 -0.0008 -0.0001 0.0004 0.0002 -0.0001

2.0 0.0100 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0150 0.0001 -0.0001 0.0000 -0.0000 0.0000 -0.0000

5.0 0.0248 0.0002 -0.0001 0.0001 -0.0001 0.0000 -0.0000

0.10 1.0 0.0471 0.0039 -0.0021 0.0015 -0.0011 0.0009 -0.0008

1.2 0.0666 -0.0142 0.0124 -0.0082 0.0035 0.0005 -0.0031

1.6 0.0954 -0.0136 -0.0071 0.0008 0.0042 0.0018 -0.0018

2.0 0.1030 -0.0027 -0.0008 -0.0004 -0.0002 -0.0002 -0.0001

3.0 0.1353 -0.0110 -0.0060 0.0041 -0.0032 0.0026 -0.0022

5.0 0.2073 -0.0161 -0.0087 0.0060 -0.0046 0.0038 -0.0032

1.00 1.0 0.0000 0.3638 -0.1099 0.0699 -0.0516 0.0410 -0.0341

1.2 0.0000 0.3311 -0.0506 -0.0056 0.0277 -0.0307 0.0222

1.6, 0.0000 0.2283 -0.0230 0.0055 -0.0074 -0.0084 -0.0003

2.0 0.0000 0.2139 0.0077 0.0020 0.0008 0.0004 0.0002

3.0 0.0000 0.2915 -0.0390 0.0238 -0.0174 0.0138 -0.0114

5.0 0.0000 0.2752 -0.0235 0.0143 -0.0105 0.0083 -0.0068
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Table 4.4 shows values of 1'_ (n)I4 for various values of f T , T,/TC Bz A B
biftb' and n- As for the computation of ’F_ (n) 

la
it is actually necessary

to compute Y_ (n) for negative values of n except for the special case

of T = TA B Table 4.4 indicates that the ¥ . (n) are generally less

significant for the larger values of n. Again, for the special case when

T = T , it can be observed that (o) = 0 A B Ii. for all values of f T c B and

Btt,T . It can also be observed that IF B l’l,_ (n) I decreases for all n as

f T increases, c B

Tables 4.1 through 4.4 indicate that (m), ¥ (m), ¥ (n), and
I1 I2 I3

¥ (n) generally are negligibly small for values of m and n greater

than about 5. Values of Pe were computed for several cases of interest, 

using |m| <5 and [n| <5. The effects of intersymbol interference and 

crosstalk were therefore assumed to be limited to the 10 bits closest to 

the bit under detection.

The results of these P calculations will now be summarized, e

Single-Channel (Balanced Power) Results

As pointed out in Chapter III, single-channel operation refers to the 

case in which a serial to parallel device converts a signal of rate R bits/ 

second to two parallel signals each of rate R/2 bits/second. These two 

parallel signals are then applied to the inputs of the two quadrature channels 

of the QPSK modulator. After QPSK demodulation and after independent bit 

detection processes have been performed, the two parallel signals are 

recombined to form an estimate of the original signal of rate R bits/ 

second. If equal transmit powers are allocated to each of the two QPSK



Table 4.4. - Some values of Y_ (n)Ik

f Tr, c B T /TK B B T IF B (0)
114

HL (1) 
lit

1,T (2) VT (3) VT (4) Tit n/T (5) 'r (6)
ii+

1 0.01 1.0 0.0050 0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000

1.2 0.0069 -0.0017 0.0013 -0.0007 0.0002 0.0001 -0.0004

1.6 0.0095 -0.0011 -0.0008 -0.0001 0.0004 0.0002 -0.0001

2.0 0.0100 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0149 0.0001 -0.0001 0.0000 -0.0000 0.0000 -0.0000

5.0 0.0247 0.0002 -0.0001 0.0001 -0.0001 0.0000 -o.ouoo

0.10 1.0 0.0360 0.0025 -0.0014 o.oop -0.0007 0.0006 -0.0005

1.2 0.0507 -0.0111 0.0094 -0.0062 0.0025 0.0005 - .0024

1.6 0.0723 -0.0100 -0.0055 0,0004 0.0031 0.0015 -0.0013

2.0 0.0778 -0.0017 -0.0005 -0.0003 -0.0002 -0.0001 -0.0001

3.0 0.1046 0.0071 -0.0039 0.0027 -0.0021 0.0017 -0.0014

5.0 0.1638 0.0106 -0.0058 0.0040 -0.0031 0.0025 -0.0021

1.00 1.0 0.0000 -0.0082 0.0077 -0.0048 0.0035 -0.0028 0.0023

1.2 0.0000 -0.0053 0.0026 0.Q017 0.0032 0.0031 -0.0021

1.6 0.0000 0.0086 -0.0059 -0.0016 0.0013 0.0017 0.0002

2.0 0.0000 0.0117 -0.0024 -0.0007 -0.0003 -0.0001 -0.0001

3.0 0.0000 -0.0479 0.0465 -0.0298 0.0221 -0.0176 0.0146

5.0 0.0000 0.3139 -0.0615 0.0389 -0.0287 0.0228 -0.0189

2 0.01 1.0 0.0049 0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000

1.2 0.0068 -0.0017 0.0012 -0.0007 0.0002 0.0001 -0.0004

1.6 0.0094 -0.0011 -0.0008 -0.0001 0.0004 0.0002 -0.0001

2.0 0.0099 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0148 0.0001 -0.0001 0.0000 -0.0000 0.0000 -0.0000

5.0 0.0246 0.0002 -0.0001 0.0001 -0.0001 0.0000 -0.0000

0.10 1.0 0.0121 -0.0004 0.0002 -0.0002 0.0001 -0.0001 0.0001

1.2 0.0167 -0.0043 0.0030 -0.0017 0.0004 0.0005 -0.0009

1.6 0.0225 -0.0022 -0.0020 -0.0003 0.0009 9.0007 -0.0002

2.0 0.0234 0.0003 0.0001 0.0000 0.0003 0.0002 0.0000

3.0 0.0378 -0.0010 0.0005 -0.0004 0.0003 -0.0002 0.0002

5.0 0.0678 -0.0008 0.0004 -0.0003 0.0002 -0.0002 0.0001

1.00 1.0 0.0000 -0.0020 0.0019 -0.0011 0.0008 -0.0007 0.0005

1.2 0.0000 -0.0013 0.0007 0.0004 -0.0007 0.0007 -0.0005

1.6 0.0000 0.0018 -0.0013 -0.0003 0.0003 0.0004 0.0000

2.0 0.0000 0.0025 -0.0006 -0.0001 -0.0001 -0.0000 -0.0000

3.0 0.0000 -0.0068 0.0064 -0.0039 0.0029 -0.0023 0.0019

5.0 0.0000 -0.0159 0.0149 -0.0092 0.0067 -0.0053 0.0044
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Table 4.4. - Some values of f (n) (continued)

f Tt,C B Vtb B T IF B V (0) v (1)
14

Y (2)
14

Yt (3) VT (4) Yt (5) * (6)
Ik

5 0.01 1.0 0.0047 0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000

1.2 0.0065 -0.0016 0.0012 -0.0007 0.0002 0.0001 -0.0003

1.6 0.0089 -0.0010 -0.0007 -0.0000 0.0004 0.0002 -0.0001
• 2.0 0.0094 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0140 0.0001 -0.0001 0.0000 -0.0000 0.0000 -0.0000

5.0 0.0232 0.0002 -0.0001 0.0001 -0.0001 0.0000 -0.0000

0.10 1.0 -0.0001 ' 0.0000 -0.0000 0.0000 0.0000 -0.0000 0.0000

1.2 -0.0001 0.0000 -0.0000 0.0000 -0.0000 -0.0000 0.0000

1.6 -0.0003 0.0001 0.0000 -0.0000 -0.0000 -0.0000 0.0000

2.0 -0.0003 -0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

3.0 -0.0010 -0.0001 0.0001 -0.0001 0.0001 -0.0001 0.0000

5.0 -0.0036 -0.0009 0.0005 -0.0004 0.0003 -0.0002 0.0002

1.00 1.0 0.0000 -0.0003 0.0003 -0.0002 0.0001 -0.0001 0.0001

1.2 0.0000 -0.0002 0.0001 0.0001 -0.0001 0.0001 -0.0001

1.6 0.0000 0.0003 -0.0002 -0.0001 0.0000 0.0001 0.0000

2.0 0.0000 0.0004 -0.0001 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0000 -0.0010 0.0009 -0.0006 0.0004 -0.0003 0.0003

5.0 0.0000 -0.0017 0.0016 -0.0010 0.0007 -0.0006 0.0004

10 0.01 1.0 0.0038 0.0000 -0.0000 0.0000 -0.0000 0.0000 -0.0000

1.2 0.0052 -0.0013 0.0010 -0.0006 0.0002 0.0001 -0.0003

1.6 0.0072 -0.0008 -0.0006 -0.0000 0.0003 0.0002 -0.0001

2.0 0.0076 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000 -0.0000

3.0 0.0113 0.0001 -0.0000 0.0000 -0.0000 0.0000 -O.UOOG !

5.0 0.0188 0.0001 -0.0001 0.0000 -0.0000 0.0000 -0.0000

0.10 1.0 -0.0000 0.0000 -0.0000 0.0000 0.0000 -0.0000 0.0000

1.2 -0.0000 0.0000 -0.0000 0.0000 -0.0000 -0.0000 0.0000

1.6 •-0.0001 0.0000 0.0000 -0.0000 -0.0000 -0.0000 0.0000

2.0 -0.0001 -0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

3.0 -0.0002 -0.0000 0.0000 -0.0000 0.0000 -0.0000 0.0000

5.0 -0.0009 -0.0002 0.0001 -0.0001 0.0001 -0.0001 0.0000

1.00 1.0 0.0000 -0.0001 0.0001 -0.0000 0.0000 -0.0000 0.0000

1.2 0.0000 -0.0001 0.0000 0.0000 -0.0000 0.0000 -0.0000

1.6q 0.0000 0.0001 -0.0000 -0.0000 0.0000 0.0000 0.0000

2.0 0.0000 0.0001 -0.0000 -0.0000 -0.0000 -0.0000 -o.ooon

3.0 0.0000 -0.0002 0.0002 -0.0001 0.0001 -0.0001 0.0001

5.0 0.0000 -0.0004 0.0003 -0.0002 0.0002 -0.0001 0.0001
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channels, the bit error probabilities will be the same for both channels. 

Computation of error probability thus need only be performed for one of 

the two channels.

Tables 4.5 through 4.7 show values of P , P , P , P , and total el e2 e3 e^'
error probability, Pe, for various signal-to-noise ratios an<^ f°r

various values of and f T . From Table 4.5, it can be seen thatIF A c A
when fcTA is high (corresponding to a large number of carrier cycles per 

bit) and BIFTA is low, the QPSK transmission system is noise-limited 

(Pe dominates) at low signal-to-noise ratios and intersymbol interference­

limited (Pe dominates) at high signal-to-noise ratios. However, 

Table 4.7 shows that when f T, and Bt_T_ are both low, c A IF A
crosstalk (P and P terms) becomes very significant at high 

e3 ett
signal-to-noise ratios.

Although it is very often assumed that the carrier frequency is much 

higher than the data rate, such an assumption is not always valid in 

practical situations. Even though the RF carrier frequency for a practical 

QPSK transmission system might be much higher than the data rate, hardware 

considerations would probably dictate that the QPSK demodulation process 

be performed at some intermediate frequency. This intermediate frequency 

could well be comparable to the data rate. The values of fcTA used in 

Tables 4.5 through 4.7 are therefore considered to be representative of 

practical transmission systems.

To provide additional insight into the performance of bandlimited 

QPSK systems, the results presented in Tables 4.5, 4.6, and 4.7 are plotted 

in Figs. 4.4, 4.5, and 4.6, respectively. It should be noted that the
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Table 4.5. - Error probability results for single-channel QPSK transmission 
with ideal rectangular filtering (fcTA = 10)

bifta ^(dB) 

o
p

61
p

=2
P 

=3
p

ilf
p e

1.0 0 1.068 x 10-1 1.002 x 10-2 2.352 x 10~5 -1.498 x 10”6 1.168 x io"1

2 -25.870 x 10 1.282 x IO-2 2.985 x IO”5 -1.322 x IO-6 -2
7.155 x 10

4 2.435 x io"2 1.304 x 10~2 2.909 x 10~5 1.875 x 10~6 -23.742 x 10

6 6.540 x jo-3 9.574 x 10~3 1.864 x io"5 8.637 x 10~6 -21.614 x 10

8 -48.917 x 10 4.537 x io-3 6.148 x 10~6 1.285 x 10~5 5.448 x IO-1

10 -54.196 x 10 1.227 x 10~3 7.087 x io"7 8.960 x 10"6 1.278 x io"3

12 3.689 x io”7 1.617 X 10-4 1.547 x io"8 2.827 X IO-6 -41.649 x io

1.5 0 9.128 x io~2 9.976 X io-4 7.674 x 10~6 -4.288 x IO-8 9.228 x 10~2

2 4.667 x io~2 1.186 x IO-3 9.107 x 10*6 -1.306 x IO-8 4.786 x io~3

4 1.732 x 10~2 1.045
-3 

x 10 7.975 x io'6 1.302 X IO-7 -21.837 x 10

6 3.912 x io"3 5.773 -4 x 10 4.315 x 10~6 3.166 x IO-7 4.494 x io"3

8 -44.068 x io 1.543 -4 x 10 1.089 x io”6 2.669 x IO-7 -45.624 x 10

10 1.249 x io"5 1.354 X io-5 8.194 x IO”7 6.529 X io-8 2.618 x IO-5

2.0 0 8.958 x io”2 1.073 x IO-3 5.585 x 10~6 -3.302 x IO-8 9.066 x io'2

2 4.540 x io”2 1.265 x IO*3 6.574 x io"6 -7.935 x IO-9 4.667 x io”2

4
-2

1.662 x 10 1.101 X io-3 5.683 x io"6 1.054 X IO-7 -21.773 x 10

6 3.677 x io"3 5.957 X IO-4 3.013 x io"6 2.461 X IO-7 4.276 x 10~3

8 3.700 x 10~4 1.541 x IO-4 7.3555x IO"7 1.997 X io-7 5.250 x io”4

10 1.079 x io-5 1.280 x IQ*5 5.258 x io"8 4.621 x 10~8 2.368 x lo"J

5.0 0
-28.316 x io 1.936 -4 x 10 8.621 x io-6 -8.544 x 10-9 -28.336 x ]0

2 -24.071 x 10 2.206 -4 x 10 9.823 x 10~6 4.724 x IO-10 4.094 x IQ-2

4 1.413 * 10*^ 1.814 -4 X io -68.065 * io 3.340 x 10~8 -21.432 x io

6 2.875 x io-3 8.898 X io-5 3.940 x io-6 6.626 x 10"8 2.968 x io-3

8 2.538 x io"4 1.931 X IO-5 8.454 x io-7 4.466 x IO-8 -42.740 x 10

10 6.022 x io”6 1.159 X IO-6 4.926 x io-8 7.532 x 10~9 7.238 x io~G
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Table 4.6. - Error probability results for single-dhannel QPSK transmission 
with ideal rectangular filtering ’(fcT^ = 5)

IF A
EbA

o

P 
ei

P P 
«3

P p e

1.0 0 1.069 x io-1 *21.005 x 10 9.425 x 10-5 -6.024 x 10~6 1.171 x io-1

2 -25.879 * 10 -2
1.287 x 10 1.197 x IO-4 -5.341 x 10-6 -27.177 x 10

4 -22.441 x 10 -2
1.309 x 10 1.167 x 10~4 7.461 x 10-6 -23.762 x io 2

'6 6.562 x io"3 9.626 x IO-3 7.497 x IO-5 3.463 x 10~5 -21.630 x io
-4 -3 -5 -5 -3

8 8.964 x 10 4.371 x 10 2.486 x 10 5.172 x 10 5.544 x io 0

10 4.229 x io-5 1.240 x IO-3 2.902 x IO-6 3.634 x IO-5 1.322 x io-3

12
-7

3.736 x io 1.644 x IO-4 6.525 x 10-8 1.163 x IO-5 1.764 x io"4

14 2.336 x IO-10 8.138 x 10"6 1.100 x IO-10 1.391 x IO-6 9.530 x io'6

x, -2 -3 -5 -7
1.5 0 9.145 x 10 1.014 x 10 3.069 x 10 -1.746 x 10 9.249 x io

2 4.679 x 10 Z 1.207 x io"3 3.645 x IO-5 -5.441 x 10-8 -24.804 x io
-2 -3 -5 -*7 -24 1.739 x io 1.065 x 10 .3.197 x 10 5.270 x 10 1.849 x io

6 3.936 x io-3 5.985 x IO-4 1.734 x IO-5 1.288 x 10-6 4.546 x io-3

8 4.106 x 10-4 -41.582 x 10 H 4.393 x 10~6 1.091 x IO-6 5.743 x io-4
— c -5 -7 -7 -510 1.267 x 10 1.397 x 10 3 3.336 x 10 2.695 x 10 2.725 x io

-2 -3 -5 -7 -22.0 0 8.976 x io 1.091 x 10 2.230 x 10 -1.343 x 10 9.087 x io

2 4.554 x io-2 1.288 x IO-3 2.627 x IO-5 -3.331 x IO-8 -24.685 x io
. -2 -3 -5 -7 -24 1.670 x 10 1.122 x 10 2.274 x 10 4.260 x 10 1.784 x io

6 3.702 x io-3 -46.088 x 10 1.209 x IO-5 9.995 x IO-7 4.324 x io-3

8 3.738 x 10~4 1.581 x IO-4 2.964 x 10-6 8.154 x IO-7 -45.357 x io *
_ c -5 -7 -7 -510 1.096 x io 1.324 x 10 2.136 x 10 1.905 x 10 2.460 x 10

-2 -4 -5 *8 -25.0 0 8.359 x 10 2.125 x 10 3.491 x 10 -3.818 x 10 8.384 x 10
-2 -4 -5 -9 -22 4.102 x io 2.427 x 10 3.988 x 10 1.277 x 10 4.130 x io

, -2 -4 *5 -7 -24 1.429 x 10 2.003 x 10 3.287 x 10 1.473 x 10 1.452 x io z
-3 -5 -5 -7 -3

6 2.925 x 10 9.885 x 10 1.616 x 10 2.954 x 10 3.041 x 10 3
-4 -5 -6 -7 -48 2.606 x io 2.167 x 10 3.504 x 10 2.016 x 10 2.860 x io
-6 -6 -7 -8 -610 6.273 x 10 ° 1.323 x 10 2.080 x 10 3.472 x 10 7.839 x io °
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Table 4.7. - Error probability results for single-channel QPSK transmission 
with ideal rectangular filtering (fcT^ = 1)

B T IF A (dB) 
o

P 
ei

p 
62

p 
63

p 
elf p

e

1.0 0 1.107 x 10-1 1.110 X 10~2 2.500 x 10~3 -4-1.804 x 10 1.241 x IO”1

2 6.184 x 10~2 -21.441 x 10
-3

3.227 x 10 -1.810 x IO-4 -27.930 x 10

4 2.630 x io"2 1.502 x 10*2 3.247 x 10~3 -41.455 x 10 4.473 x 10-2

6
-3

7.345 x 10 1.150 xlio"2 2.253 x IO-2 9.190 x 10~4 2.202 x 10*2

8 1.064 x io-3 5.857 x io"3 -48.821 x 10 1.571 x IO-3 9.374 x IO-3

10 5.510 x io"5 1.783 x io'3 1.502 x 10~4 -3
1.374 x 10 3.362 x 10~3

12 5.634 x io-7 -42.832 x 10 7.968 x io”6 6.662 x io“4 -49.580 x 10

14 4.443 x io"10 1.854 x 10~5 8.821 x IO-8 41.800 x lo 1.986 x IO-4

1.5 0 -29.741 x 10
-31.697 x io 7.552 x io-4 -7.591 x IO-6 -29.986 x 10

2 -25.133 x io 2.076 x io“3 9.226 x io'4 -4.053 x io"6 -25.432 x 10

4 -21.995 x 10 1.918 x 10-3 -48.482 x io 1.836 x 10~5 -22.274 x 10

6 -34.845 x io 1.148 x io-3 -44.990 x 10 5.333 x io"5 6.544 x 10~3

8 -45.640 x 10 -43.521 x io -41.461 x io -55.380 x 10 1.116 x io"3

10 2.070 x 10"5 3.940 x io"5 1.451 x 10-5 1.805 x IO-5 9.266 x io-5

2.0 0 9.628 x IO-2 1.804 x io"3 -45.110 x 10 5.406 x 10~6 -29.858 x 10

2 -25.045 x io 2.195 x io"3 6.210 x 10~4 2.676 x 10~6 -25.327 x 10

4 1.945 x io"2 2.013 x 10~3 -45.656 x 10 1.365 x io”5 2.204 x io'2

6 4.662 x io-3 1.190 x IQ-3 3.271 x 10~4 3.385 x 10~5 6.217 x IO-3

8 -45.318 x io -43.588 x io 9.273 x io'5 3.752 x io”5 1.021 x io'3

10 1.890 x io"5 3.903 x 10~5 8.631 x io'6 1.194 x 10~5 7.850 x 10~5

5.0 0 -29.646 x io 1.185 x io"3 5.279 x 10~5 -3.673 x io”7 9.769 x io"2

2 5.059 x io'2 1.443 x io"3 6.416 x io"5 -1.775 x io"7 5.210 x 10~2

4- -21.953 x 10 1.321 x io-3 5.837 x IO-5 9.498 x io"7 2.091 x IO-2

6 4.690 x io"3 -47.742 x io 3.357 x io"5 2.632 x io'6 5.501 x io"3

8 -45.368 x io -42.274 x io 9.339 x io-6 2.490 x 10~6 7.761 x io"4

10 1.917 x io"5 2.313 x io"5 8.243 x io*7 7.169 x io"7 4.385 x 10~5
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Eb/No (dB) ------ ►
Fig. 4.4. - Error probability results for single-channel QPSK

transmission with ideal rectangular filtering
(fcTA = 10)

0) 
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Fig. 4.5. - Error probability results for single-channel QPSK
transmission with ideal rectangular filtering
(fcTA = 5)
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Eb/No (dB) ------- -
Fig. 4.6. - Error probability results for single-channel QPSK

transmission with ideal rectangular filtering
(fcTA = 1)

<D 
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plots are versus E,/N rather than the E,,/N used in the tables,bo bA o
This is because the tables contained values of Channel A error probability 

corresponding to the energy oer bit (in Channel A) per single-sided noise 

spectral density. In order to meaningfully assess the performance of a 

OPSK transmission system, however, the QPSK error probability should be 

compared with the error probability for PSK transmission of the same 

information rate (R^ + bits/second) at the same total power level 

(PA + Pg watts). Thus instead of plotting Channel A error probability 

versus plots of Channel A and Channel B error probability versus

Eb/No should be presented. For balanced, single-channel operation, the 

error probabilities are equal in Channel A and Channel B, so only one plot 

is required. Since (3-13), (3-18), and (3-19) show that E, /N = E, ,/N , b o bA o 
the preceding discussion is of little consequence for this case. However, 

for unbalanced, dual-channel operation, these points will be very significant.

To facilitate evaluation of the performance of bandlimited single­

channel QPSK transmission, two additional curves are presented on each of 

the three figures. The bit error probability curve for ideal (infinite 

bandwidth) PSK transmission is included, along with a curve for bandlimited 

PSK transmission [9], The curves for bandlimited PSK are for the case when 

the IF filter bandwidth is equal to the data rate, or when BIFT = 

These curves should be compared with the QPSK curves for = 2,

because the input to the IF filter consists of two parallel channels each 

of half the rate of the equivalent PSK channel. A comparison of the PSK 

curves with the appropriate QPSK curves indicates that the effects of a 

fixed bandwidth IF filter are not as severe in a QPSK transmission system.



Tais is an intuitively satisfying result and indeed provides justification 

for the additional complexity involved in implementing a QPSK system.
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TXtal-Chcmriel, (Unbalanced. Power) Results

Dual-channel operation refers to the case in which the parallel inputs 

to the two quadrature channels of the QPSK modulator are obtained from 

separate, independent sources. After QPSK demodulation and after independent 

bit detection processes have been performed, the two parallel signals are 

routed to different points. Equation (3-20) shows that, for equal output 

error probabilities in the two channels,

/ - Pb /P» (4-25)
For Ra / Rg, however, this relationship is valid only for the infinite 

bandwidth case. The reason for this is obvious if it is observed that a 

finite bandwidth filter will result in a more severe performance degradation 

in the high rate channel than in the low rate channel. It would appear, 

then, that if the bandwidth is limited and if it is desired to equalize the 

Channel A and Channel B error probabilities, the power in the high-rate 

channel will have to be somewhat greater than the value which satisfies 

(4-25) .

Figs. 4.7 through 4.10 show Channel A and Channel B error probabilities 

for various signal-to-noise ratios (E, /N ) and for various values of bo
B T , T /T , and f T . No attempt has yet been made to equalize the IF A A B c A
Channel A and B error rates by properly unbalancing the power levels in the 

two channels. Rather, for the cases illustrated in Figs. 4.7 through 4.10, 

the ratio of amplitudes for the two channels was obtained using (4-25),
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Fig. 4.7. - Error probability results for dual-channel QPSK
transmission with ideal rectangular filtering
(fcTA = 10, Ta/Tb =0.01)
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Eb/No (dB) *"
Fig. 4.8. - Error probability results for dual-channel QPSK

transmission with ideal rectangular filtering
(fcTA = 10, Ta/Tb = 0.1)
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Eb/No (dB)
Fig. 4.9. - Error probability results for dual-channel QPSK.

transmission with ideal rectangular filtering
(fcTA = 1, Ta/Tb = 0.01)
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Eb/No (dB) ------- ►
Fig. 4.10. - Error probability results for dual-channel QPSK

transnission with ideal rectangular filtering
(fcTA = 1, TA/TB =0.1)



which assumes infinite bandwidth. Substituting

and
(4-26)

(4-27)

into (4-25) yields

or
(4-28)

(4-29)

Using the ratio of amplitudes given by (4-29) gives

The signal-to-noise ratio, or energy per bit per single-sided noise

spectral density (E^/N^), used in Figs.4.7 through 4.10 is a total-

signal-to-noise ratio and is given by
Ek _ PA 4- Pa

Substituting (4-26) and (4-27) into (4-30)
El A2" * Bz

gives

(4-30)

NJo 2Ni> (\/tr * । (4-31)

directly related to the individual signal-to-noise ratios in Channels A

A2- T ' A
^0 2-Wo(7ta * '/ ZAJO

3Z.)

or £
 

cO

i

+ ') (X
) N

"M", ZAJo^i/Ta * '/T»> ZMo (4-33)

Thus the total signal--to-noise ratio used in Figs. 4.7 through 4.10 can be

(SNRa) and B (SNRb).

Letting

sweA = (4-34)

and
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it is seen that

SMRg,
or

A

SN]Ra

Sm^a

(4-36)

(4-37)

Equation (4-37) provides a means for determining that value of B/A 

which equalizes the probability of error in the two channels. It is not 

generally possible to make the Channel A and Channel B error probabilities 

everywhere equal, since one effect of filtering is to change the shapes of 

the error probability curves. However, suppose that it is desired to find 

the value of B/A which, for given values of f T , T /T , and B T , 

equalizes the probability of error at, say, 10-t|. Using the appropriate 

curves, such as given by Figs.4.7, 4.8, 4.9, or 4.10, the values of SNR^ 

and SNR^ required for a probability of error of 10-1+ should be determined. 

These values, along with the TA/TB ratio being assumed, should be 

substituted into (4-37) to yield a new trial value of B/A. The process of 

determining the optimum B/A is necessarily iterative, since the probability 

of error for each of the two channels is affected by that ratio. Using the 

new value of B/A, the probability of error can be computed again for each of 

the two channels. This entire process can be repeated until the error 

probability curves cross at 10-it. No more than two iterations were required 

to equalize error probabilities at 10-lt for the particular cases considered 

in this study. Figs. 4.11 through 4.14 illustrate the types of results 

provided by this iterative process for BIFTA = T^e same process

could be used to obtain results for other values of f T,, T_/T , and c A A B
BIFTa' or to force the error probability curves to cross at any arbitrary 

point.
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Fig. 4.11. - Iterated error probability results for dual-channel 
QPSK transmission with ideal rectangular filtering 
(fcTA = 10, TA/TB = 0.01, BIFTA = 1)
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Fig. 4.12. - Iterated error probability results for dual-channel
QPSK transmission with ideal rectangular filtering
(fcTA = 10, TA/TB = 0.1, BifTa = 1)
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QPSK transmission with ideal rectangular filtering 
(fcTA = 1, Ta/Tb = 0.01, BIFTA = 1)
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Eb/No (dB) ------- ►
Fig. 4.14. - Iterated error probability results for dual-channel 

QPSK transmission with ideal rectangular filtering 
(fcTA = 1, TA/TB =0.1, BIFTA = 1)
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PRACTICAL FILTERING

In the previous section, the ideal rectangular filter was assumed to be 

the device which limited the bandwidth of the QPSK signal. Such a filter is 

nonrealizable, however, and can only be approximated in practice. It is of 

interest to determine the effects on bit error probability of bandlimiting a 

QPSK signal with a realizable filter. For this analysis, the simple 

first-order Butterworth (single-pole) filter will be assumed. The intent 

here is to illustrate an approach that can be used to analytically determine 

QPSK error rates for systems employing any particular filter type.

The frequency response for the lowpass equivalent of the single-pole

bandpass filter is [14]

H/f) (4-38)

where B. is the 3-dB cutoff frequency. As shown in [15] the frequency

characteristic for the bandpass filter is

H(f)

Fig. 4.15 illustrates the frequency characteristics for

O
-P >0

■Por -P<O

4=or- -T>O

the lowpass and

(4-39)

bandpass versions of the single-pole RC filter. Since the 3-dB bandwidth

of the bandpass filter is

Brr = 2-^1 (4-40)



19

= A(f)e^9(f)

(a) Lowpass

Fig. 4.15. - Frequency characteristics of single-pole filter equivalents
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then (4-39) can be written as

MC-f) =
j l + r'‘
1 JDnw -P > O

Normalizing (by letting Aq = 1) and rationalizing denominators, (4-41)

becomes / ' - i 2 6^") r r<o

H(f) = ( ?
1 i 5if ' r 4? > o/ ^p(f-F=)p । +r2(F-y«>p +o,r

1 L 8xf J 1 I J (4.42)

The output of the bandpass filter corresponding to the m1-^1 bit of

Channel A of the QPSK signal can be expressed in the frequency domain as

5IAcn = aw(-dh(p)
where A (f) is the Fourier transform of the m^ bit of Channel A and is 

m
given by (4-5).

The time domain response of the bandpass filter to the m^-^1 bit of

Channel A is

4.\2.-TT-Pt
= J (f) (Jl -P (4-44)

— oo
Substituting (4-5) and (4-42) into (4-44)f
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*i2ir-rt

o
(4-45)

Likewise, the time domain output of the bandpass filter corresponding to the

nth bit of Channel B may be expressed as
oe

si b to = j Bn (-P) HOT df (4-47)
— oo

Substituting (4-8) and (4-42) into (4-47) yields
r° ( )

/x -jBn-^s»n6rrT») -jir-Ptenyr* ) I . 2 < bif/ ( tjairFt.
sia^=J ------ e p*[^?]8 D

(4-48) 
which, as shown in Appendix E, can be reduced to
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eo

28n£ f sih 6rfT5) sin birFtt-^yr,]] 
v I (pz-f=i)fi+

The response of the bandpass filter to all m bits of Channel A and all n 

bits of Channel B is given by

s,(ti= £ + £s„ 60 (4-50)
m®--® n=-eo

The time-domain output of the Channel A multiplier is

S2A to = Sl C^S(U>C£)
ec •°

= (-4) cos ■*" 53 ^18 (4-5i)
ma-*

The output of the Channel A integrate-and-dump circuit (at the sampling

instant Ki + T,) is x A
rKl + TA

K,

Ki+Ta eo 
f Sv* 2-Afn f^s'"26ir-FT*)cos j )

K, O BXF 3

»o
+ J V* jAw Jr)

IM (f’-fWl *I>(4s)]li d I
K, 6 1 J 7

• cos(<tic-£) Jit
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K i oo

+ f(f. 28„F.[t-

Ki o

Interchanging the order of integrations in (4-52) and then performing the

m=--ep

(4-53)

4 Am 

irBrc

inner (time domain) integrations yields

where
x, = zit-ft; (4^ -w)

Xi - 2ir<fc,
and

X3 = irPTg - (I+Zn)]
-# *» u I g J

Since the QPSK receiver is now causal, the output of the Channel A 

integrate-and-dump circuit is not affected by bits which occur aftep the 
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sampling instant Kj + T^. Assuming that Kj < T , the Channel A (high-rate 

channel) bits corresponding to m > 2 and the Channel B (low-rate channel) 

bits corresponding to n > 2 do not affect S3A(K1 + T ). Modifying (4-53) 

accordingly, changing variables by letting y = irfT^ in the first two 

integrals and y = irfT^ in the last two integrals, and considering the 

effects of channel noise, the total Channel A output voltage becomes

. g („>_ y>iW]

- 06 *

•ere, T„

(4-54)

The upper limit of the first infinite summation in (4-54) would be 0 

if the integrate-and-dump circuit always integrated over a 0 to 

interval. However, since integration was assumed to be from to 

K} + T^, the effects of all bits pvtor (-== < m < 0) to the bit under 

detection, plus the effect of the one bit (m = +1) fottoving the bit under 

detection must be considered.

Since the period of integration in the Channel A integrate-and-dump 

circuit was assumed to be to Kj + T^, the effects of crosstalk due to 

all bits in Channel B prior (-=» < n < 0) to the bit under detection, plus 

the bit in Channel B occupying the same time slot (n = 0) as the same bit 

under detection must always be considered. Additionally, if the data rate in 

Channel B is equal to or higher than the data rate in Channel A, the effects 

of some additional number of bits in Channel B must be taken into account.
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in Channels A and B, respectively, the

1 1, then the upper limit of the

in the center of the Channel A bit

in (4-54) are defined byThe functions

(4-57)

-T-FcTa casCs'>SXv'1^)1

(4-58)

(4-59)

-56)

period. For this example, the upper limit would have to be

= 10Ra and that integration begins

For data rates of R,A
effects of the bits from n = +1 to n = +(Rq/Ra)(k1/ta^ must be 

considered. Thus if R = R and 7=-*-
B A 1A

second infinite summation in (4-54) is +1. On the other hand, assume that

(4-55)

where

and

<* -»>)

J L Tb J
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Equation (4-54) is identical in form to equation (4-21), which was derived

for ideal rectangular filtering.

signal, intersymbol interference.

The terms represent

(n) - (n)L b3 Ek .

T (m) - (m)L B1 B2 . 
and aliasing, while the

terms represent crosstalk from Channel B. All these terms are deterministic 

and can be evaulated directly for specific combinations of bits in Channels

A and B. The noise voltage n . (Ki + T,) is a random variable, however, 

and its variance (which represents the noise power at the output of 

Channel A) is determined in Appendix F to be

Q- 1 (4-60)
v n 4 * k\

where Y is defined byn ee
^t/ 4 f__________

= -rr [^-(ir-FcTAyj1 S. riLe-irf6T-A>i2?
Jp l,TL ITBtpTA J J (4-61)

and can be obtained from (4-56) by letting m = 0 and Ki = 0.

Since (4-54) is exactly of the same form as (4-21), except for the 

summation limits, then the series expansion procedure detailed in 

Appendix D for computation of error probability for ideal rectangular 

filtering can be used for the practical filtering case now under 

consideration. The resultant expression for Channel A bit error probability 

is

erf I0-) - (Q)]1
ZMo ^.fo)

p - !
• e. - z )
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2 52 2. b2. (-D S2.^Lk.t |

x-1 k-' 7 (4-62)

Note that (4-62) is the same as (4-23) for ideal rectangular filtering except

that Y (o) and (o) have been replaced by 1' (o) and Y (o) ,

respectively. The b . , h , , and G, in (4-62) are defined exactly as for 
2i 2k

ideal rectangular filtering in (D-27), (D-28)r and (D-36), except that the

Y (m), Y (m), Y (n), and Y (n) are replaced by Y (m), Y (m) ,
Il 12 13 14 Bl B2

Y (n), and Y (n), respectively, and that appropriate modifications are
£>3 Bit

made to account for the differences in summation limits in (4-21) and (4-54).

The b^ in (4-62) are therefore defined by a modified form of (D-27).

jy cosily! (m) - = I •** 52 ^21 (4-63)
mar- OO 1 A= I

o

Paralleling the procedure followed in (D-31) through (D-44) for evaluation

of the b^ for ideal rectangular filtering, it is readily seen that if

m* o

then the recursive relationship given by (D-44) can be used to evaluate the

for single-pole filtering.

The h , 2k in (4-62) are likewise defined by a modified form of (D-28).

if = i + £

n=-o» fc-i
(4-65)
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Paralleling the procedure followed in (D-45) through (D-51) for evaluation 

of the h2k for ideal rectangular filtering, it is seen that if

(4-66)

then the recursive relationship given by (D-51) can be used to evaluate 

the h2]t • for single-pole filtering.

The

given by

in (4-62) can be evaluated using the recursive relationship

(D-37), if Yt (o) - (o)Il I2 is replaced by (o) - Y (o) .L Bl b2 J

The expression for the probability of error in Channel A given by 

(4-62) can be changed to the following form:

Pfi = Pei Pez •*' *63 + P«4 (4"67)
where

Pe, = -k I । - ffe,6)-Yei )
I ’ Yg,(o) (

Pe. = E2b,lM)X-.

Pe3 = £ 2 hik 
k6/ . ,

= E y 2l,uh2k (-1) Gli+lk_v
Equation (4-67) is exactly of the same form as (4-24) for ideal rectangular 

filtering and it might be expected that the individual Pe^ terms would 

have the same significance for both cases. That this is actually true, 

becomes evident upon a detailed review of the derivations of the Y and fi
the Yg., and upon a review of Appendix D. The term Pg^ again represents the 

contribution to the total probability of error due to the bit being
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detected, represents the contribution due to intersymbol interference

and aliasing, represents the contribution due to crosstalk from

Channel B, and P again results from a cross-product of the characteristic 
eit

functions of the intersymbol interference and crosstalk terms.

In order to obtain numerical results using (4-67), it is once again

necessary to assume that the effects of intersymbol interference and 

crosstalk are confined to a finite number of bits preceding and following 

the bit under detection. The numerical values for 'F (m) - (m)Bl B2
and L»b3‘”> - Yn (n) contained in Tables 4.8 and 4.9 indicate that these

quantities are negligibly small for values of m and n less than about 

-3 or -4.

Assuming that the effects of intersymbol interference were limited to 

the 5 bits prior to the bit under detection and to the single bit following 

the bit under detection, values of Pe were computed for several cases of 

interest. Since it was necessary to use time-consuming numerical 

integration techniques to evaluate the Y functions, and since many 
Bi

such integrations were required for each value of Pe computed, the cases 

considered were limited to single-channel operation (TA/TB = 1). However, 

the results obtained are quite sufficient to provide an indication of the 

relative performance of a OPSK transmission system employing single-pole 

IF filtering.

It was determined that, for most of the cases considered, was a 

fairly sensitive function of the normalized starting time (K^/T^) of the 

integrate-and-dump circuits. Consequently, for each case, Ki/Ta was 

varied over a wide range and the value which minimized Pe was finally



90

Table 4.8. - Some values of Y (m) - Y_ (m)I Bj B2
(Ki = 0)

fc A Bt„T_IF A
YB1 (0) 

- -

YB1("2)

- V"2)
?B1 (-3)
- w3)

\ ("4)
- '1'B2("4)

1 1 0.6833 0.2966 0.0132 0.0006 0.0000
2 0.8237 0.1678 0.0001 -0.0000 ....
3 0.8753 0,1160 -0.0003 -0.0000 ....
5 0.9186 0.0730 -0.0002 -0.0000 ....

10 0.9542 0.0390 -0.0001 -0.0000 ....

2 1 0.6917 0.2930 0.0128 0.0006 0.0000
2 0.8347 0.1618 0.0003 -0.0000 ....
3 0.8860 0.1101 -0.0000 • • • • . • • *
5 0.9273 0.0682 -0.0000 • • • • ....

10 0.9593 0.0363 -0.0000 .... ....

6 1 0.6950 0.2916 0.0126 0.0005 0.0000
2 0.8402 0.1590 0.0003 0.0000 • • • .
3 0.8926 0.1068 0.0000 • • • • • • • •
5 0.9344 0.0646 -0.0000 .... • • • •

10 0.9654 0.0332 -0.0000 .... ....

10 1 0.6954 0.2914 0.0126 0.0005 0.0000
2 0.8410 0.1586 0.0003 0.0000 • • • .
3 0.8938 0.1062 0.0000 .... . . ♦ •
5 0.9361 0.0638 0.0000 .... ....

10 0.9678 0.0320 0.0000 .... ....
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Table 4.9. - Some values of ¥_ (n) L B3 ■ (n)l <K1J 0, ta/tb - 1)

f TJ. B „T_
S' (0) 

b3 yb (-D 
b3

S' (-2) 
b3

(-3) 
b3

S' (-4) 
b3

S' (-5) 
b3

C B IF B - S' (0) 
Bu

- S' (-1) 
Bk

- S' (-2) 
b4 - Yb (-3) 

Blf
- S' (-4) 

Bit
- S' (-5)

B4

1 1 -0.0945 0.0455 0.0012 0.0005 0.0001 0.0001

2 -0.1175 0.0512 0.0048 0.0008 0.0002 0.0001

3 -0.1194 0.0523 0.0047 0.0007 0.0002 0.0001

5 -0.1073 0.0487 0.0033 0.0005 0.0002 0.0001

10 -0.0767 0.0361 0.0016 0.0003 0.0001 0.0000

2 1 -0.0631 0.0318 -0.0000 .... .... ....

2 -0.0993 0.0484 0.0009 0.0001 0.0000 ....

3 -0.1184 0.0574 0.0013 0.0002 0.0001 0.0000

5 -0.1293 0.0628 0.0013 0.0002 0.0001 0.0000

10 -0.1140 0.0558 0.0009 0.0001 0.0000

6 1 -0.0236 0.0122 -0.0001 -0.0000

2 -0.0453 0.0229 0.0000 ....

3 -0.0636 0.0318 0.0001 -0.0000

5 -0.0915 0.0457 0.0001 0.0000

10 -0.1253 0.0624 0.0001 0.0000

10 1 -0.0072 0.0037 -0.0000 ....

2 -0.0141 0.0073 -0.0000 ....

3 -0.0206 0.0107 -0.0000 ....

5 -0.0334 0.0171 -0.0000 ....

10 -0.0628 0.0317 -0.0000 ....
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chosen. Fig. 4.16 illustrates the sensitivity of Pe to variations in

Tables 4.10 and 4.11 show values of P , p , p , p , and P 
el e2 e3 61t e

for the optimum values of Kj/T^, for two different values of fcTA (10 anci D

for three values of BjFta and 5), and for various signal-to-noise

ratios (E, _/N ). From Table 4.10 it can be seen that when f T is high bA o c A
and B__T_ is low, P dominates at low signal-to-noise ratios and P IF A el e2

dominates at high signal-to-noise ratios. This same observation was made

earlier for the case of ideal rectangular filtering. Table 4.11 indicates

that when c A is low, the QPSK transmission system employing

practical (single-pole) filtering becomes crosstalk-limited (P dominates). eif

Some of the results presented in Tables 4.10 and 4.11 are plotted in 

Figs.4.17 and 4.18, along with the corresponding results previously 

obtained for the ideal rectangular filtering case. A comparison of 

these results reveals that better performance is generally provided by the 

ideal rectangular filter at the lower signal-to-noise ratios, while the 

single-pole filter appears superior at the higher signal-to-noise ratios. 

Such an outcome is not unreasonable, as the finite area under the ideal 

filter characteristic could be expected to pass less noise and thus 

provide superior performance in the noise-limited region. On the other 

hand, in the region where intersymbol interference is significant, the 

practical filter could be expected to offer some potential improvement. 

This is because, heuristically, the output of the ideal filter is sharply 

limited in frequency and hence must be "smeared" in time, while the output 

of the practical filter is not sharply limited in frequency and thus should 

not experience the same degree of time-spreading.
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Fig. 4.16. - Error probability results for single-channel QPSK 
transmission with practical filtering
(Kj/Ta varying, fcTA = 1, BIFTA = 1, TA/TB = 1)
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Fig. 4.10. - Error probability results for single-channel QPSK transmission 
with practical filtering (fcTA = -*-0)
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-42.357 x io *

5.366 x 10~6

1.499 x 10~8

-44.240 x io H
4.802 x io-4

3.909 x 10~4 
-4 1.888 x 10

4.002 x io"5

2.319 x 10-6

1.758 x io'8

5.951 x io"5

6.738 x io-5

5.478 x IO-5

2.637 x IO-5

5.533 x 10~6

3.122 x IO-7 
-9 2.211 x 10

-1.273 x 10-7 

1.430 x IO-8 

5.137 x 10~7 

9.930 x 10-7 
-7 6.528 x 10 

1.068 x IO-7 
-9 2.204 x 10

8.245 x IO'2 
-2 4.040 x 10 

1.413 x 10~2 

2.956 x IO-3 
-4 2.819 x 10 

8.105 x 10-6 

3.698 x 10“8



Table 4.11 - Error probability results for single-channel QPSK transmiss 
with practical filtering (fcTA = 1)

B T IF A
^1 
ta

^(dB) 

o
P 
ei

p p 
63

p 
ett

1.0 0.1068 0 9.242 X io"2 9.719 x io'3 1.663 x io-2 -9.338 x 10 4 1.178 io"1

2 4.752 X 10-2 1.169 X io"2 2.025 X io*2 -3.104 X io'4 7.916 X ir"':

4 1.779 X io-2 1.070 X io'2 1.947 x io"2 1.400 X io-3 4.936 < 10~"
6 4.075 Y io--3 6.533 X io-3 1.371 x ic"2 5.019 X io-3 2.934 x io-2

8 4.329 X io-4 2.247 X io-3 2.558 X IO"3 6.887 x io-3 1.213 x lo'1’

10 1.375 x io-5 1.139 X io"4 1.990 X 10~4 1.300 X io"2 1.627 io"'

12 6.494 X io"8 1.328 X io'6 2.321 X io"6 4.097 X io'5 4.468 X io”1’

3.0 0.0368 0 8.424 X io"2 1.102 X io-3 1.219 X IO-2 -7.140 x io"5 9.745 10~"

2 4.149 X io"2 1.265 X io'3 1.427 X io"2 6.692 X io-7 4.702 x 10~*'

4 1.453 X io"2 1.054 x io-3 1.269 X io*2 1.983 X io-4 2.848 < lu"J

6 3.001 / io-3 5.315 X io"4 7.805 X io"3 4.908 x io-4 1.183 io-2

8 2.709 X 10-4 1.225 X io-4 1.284 x io"3 5.277 X io-4 2.205 io"3

10 6.658 > io-6 8.422 X io-6 7.741 X io"5 6.408 X io-5 1.566 X io"4

12 2.098 X io"8 9.105 X io'8 6.028 X io"7 1.340 X io-6 2.055 10-<

5.0 0.0441 0 8.302 X io"2 4.846 x io"4 1.066 X io-2 -2.703 x io"5 9.414 If)"2

2 4.061 X io-2 5.522 X io"4 1.237 x io-2 1.811 x 10-6 5.354 It)"2

4 1.408 < 10-2 4.541 X 10~4 1.237 X io-2 1.811 x io"6 2.545 io"2

6 2.859 X io*3 2.232 X io-4 6.436 X io"3 1.923 X io"4 9.710 io'3

8 2.516 X io"4 4.887 X io-5 2.283 X io-3 1.927 X io"4 2.776 io"3

10 5.937 X io-6 3.012 X io-6 6.118 X - <5 2.268 X io"5 9.281 ll)"5

12 1.754 X 10~8 2.580 X io'8 4.469 X io'7 4.445 X io"7 9.347 * io"7
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Fig. 4.17. - Comparison of Error probability results for single-channel 
QPSK transmission (fcTA = 10, TA/TB = 1, BIFTA = 1)
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Fig. 4.18. - Comparison of error probability results for single-channel
QPSK transmission (fcTA = 1, TA/TB = 1, BipTA = 1)
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CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

The effects of bandlimiting on the error rate performance of QPSK 

transmission systems utilizing integrate-and-dump detectors have been 

investigated. Two different IF filter types were considered, and 

computations of error probability were made for several combinations of 

system parameters for each filter type.

It was observed that, for a given ratio of filter bandwidth to total 

transmission rate, the QPSK system provided better performance (lower 

probability of error) than did a PSK system transmitting the same bit 

rate. The reason for this result is obvious, since each parallel channel 

of the QPSK system operates at only half the total transmission rate and 

hence is not as severely bandlimited as the single channel for PSK.

A comparison of the results obtained for the case of ideal rectangular 

filtering and for the case of practical (single-pole) filtering indicated 

that the ideal filter provided superior performance in the noise-limited 

(low signal-to-noise ratio) region of operation. However, better 

performance was provided by the practical filter in the region of high 

signal-to-noise ratio where intersymbol interference and crosstalk became 

significant.

The results obtained herein were critically dependent on the 

assumptions stated at the beginning of Chapter IV, namely that (1) the 

demodulator reference signals were noise-free, (2) timing for the
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integrate-and-dump detectors was perfect, and (3) the channel noise was 

additive, white, Gaussian, and zero-mean. For any real system encountered 

in practice, it is anticipated that at least one of these assumptions would 

prove to be false. Several topics for future study are suggested by 

considering this possibility.

Another assumption which was made to simplify the analysis was that the 

carrier frequency was integrally related to the bit rates in each channel 

of the QPSK system, or that fcTA an^ ^cTB were integers. It is not 

believed that this assumption caused optimistic results to be obtained, 

but the assumption is by no means always valid in practical systems. Hence 

it could be of interest to devote some study to cases in which fcTA an<^ 

fcTB assume non-integral values.

It was necessary to make still another very important assumption in 

order to apply the series expansion method of Shimbo and Celebiler to obtain 

error probability expressions for the cases involving ideal and practical 

filtering. This was that all of the symbols in the Channel A and Channel B 

data streams were mutually independent. However, as pointed out by Glave 

[16] , eorre'la'ted. data streams are characteristic of many practical PCM 

systems. In addition to the study by Glave, in which an upper bound was 

derived for the probability of error due to intersymbol interference in a 

baseband system for both correlated and uncorrelated signals, an 

approximation technique for computing the error probability for certain 

kinds of correlated signals was developed by Hill [17]. It is suggested 

that these works could be extended to carrier systems such as PSK, DPSK, 

and QPSK.
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A final area suggested for future investigation is associated with the 

use of detectors other than the integrate-and-dump detector for bandlimited 

systems. The integrate and dump detector is optimum only for systems having 

infinite bandwidth. Under conditions of severe bandlimiting,, it is possible 

that (1) a better detector could be implemented for PSK and QPSK or (2) a 

suboptimum signaling scheme with a nonlinear detector (such as ASK with 

envelope detection or FSK with discriminator detection) could provide 

better performance.
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APPENDIX A

EVALUATION OF IDEAL RECTANGULAR BANDPASS FILTER RESPONSE
TO QPSK SIGNAL

Chapter IV shows that if the QPSK signal

oo
fl) eos(4Vc-t) + 2 bnti:)siy16v6^) (A-l) 

We-eo Ms— eo

is applied to the input of the ideal rectangular filter (with no delay), and 

if an integral number of cycles of the carrier frequency f occurs in each 

bit period T^ of Channel A, the time domain response of the filter to the 

mth bit of Channel A is

The first term of (A-2) can be simplified by a change of variable.

Letting x = f + f , this term becomes
C "•‘StF

_ A„ I z (x-tisMMx-fVrT-ja - CtijSjT-.l
* I 7T I (X-ft.)2 - ft e "X

-BtE (A-3)
Using the previous assumption that is an integer, T^ can be further

reduced to
4- Bif

a -\zir-Pc-b Cx-fc^^drxTA^e________________ ,
e J x(x-z^ d/

" Bif"T (A-4)
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-IT

A m js"irt

(A-5)

2
(A-6)

which, if

(A-7)z

fyMr-FteTA)sin^)eA

(A-8)-^75

By substituting (A-5) and (A-8) into

the time domain response of the filterfollowing expression is obtained for

'5tiTr4eTA

j ZU

~"r%F74

yy-2irfcTA)
4-TSorT*

(A-2) and collecting like terms, the

Again changing variables by letting y = irxT^

-Bif

f T, is c A

Cx*fcy- -

to the m^ bit of Channel A.

- — Am e 
I ~ TT

V,x 
sm op e _____ 

By substituting y = irxT^, T£ can be reduced to

1 3 r vj-TT-fcT^ ')t-lr-FcTA
-q [ y-2r^,TA ^ff+ZTF'ftTl

By substituting x = f - f , the second term of (A-2) becomes

__ Awl <.W(-Tr -H2irfx+-P<.)r-fc-fl

Awe
ir

A—

J yfyt-air-R.T*)

an integer, can be further simplified to

a ^4- f s. x Qi ~Am 4-^^ I (x-h-Fe) S M CtTXT*) &______________________________  j
Ja xfx+z.^ dx
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Am CZfS^ZTTii) I i [2^)-6+2m)J I)
■n" J e

-TTgj^Tj
-HT^xpTA 
r 2

jA-s'.nkvfcti l2-^-^ s-a^) ^3[2^)-0*^g
ir J yl-(^TA)x c*-^

-TTBffTA ,.
z (j

Equation (A-9) can be simplified considerably by substituting

e T* 'i- CAS^[2(^-)-6+ZM)]y} S‘.n|[2^) -6*2*')]')} (A-10) 

and then observing (1) that the integral of an even function between the 

limits -a to +a is twice the integral of the function from 0 to +“, and 

(2) that the integral of an odd. function between the limits -a to +« is 

zero. The resultant expression is

' ° ' (A-ll)

The above procedure can be repeated to determine a simplified expression 

for the time domain response of the filter to the n^ bit of Channel B.

Equation (4-9) shows that if fcTB is an integer
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5ig^) = -S 8n -R. s‘.*t tir-FTj) ^,+ Zm)",5 *Jirf-fr

-F6+^F
-j&-Pcs-.^irr7i) -’jirr6+2^75 +52^

. ir(-fa--F62) e d?
•Pc-Bff

(A-12)

By substituting x = f + into the expression for T3 and x = f - 

into the expression for , and by making the simplifications which apply 

when fcTB is &n integer, (A-12) becomes

c /J.X _ | s-.nCiptTa) bZTX I-t-'TbJ .
^18 - 7F I X6x-2^c) e AX

- ®D=
1 +B1F

TT J Xfx+24) 6 "
— Sip (A-13)

Equation (A-13) can be further simplified by substituting y =7rXTB and 

collecting like terms. The result is

wBxpT*
SIB(S = zs-v(i) ,

J “'i
-irBixTi

2.
-urBi^Ta

+ Bh^T. s;n(27r£^
8 JiCe'-tintWj e d.ij

2.
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irBneTi 
/ - z

\ 2 costzirto
I J j vwr^iyr t* i
\ o )

it^eTi x
/ r z )

-2B«^ < try?I jLH ■ tnr-riiy J 1
V6* ' (A-14)
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APPENDIX B

EVALUATION OF CHANNEL A SIGNAL AND CROSSTALK VOLTAGES
FOR IDEAL RECTANGULAR FILTERING

SIGNAL TERM

Chapter IV shows that for ideal rectangular filtering the output signal 

voltage for Channel A, at the sampling instant T&, is given by

The above integral can be expressed as the sum of two integrals, resulting 

in the following expression:

1TBifTn

m=-eo o

0

IT^4 A > Signal

o
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TBxi=i*
a.

2- ls<n2(y)c»$C2wy) j
IT J farST*)* - y«-

o

= £

W--eO

Reduction- of Y T(m)
J-l

The function

= (B-3)

can be simplified in terms of elementary functions and the tabulated sine 

integral. It is first noted that for m = 0,

to 2. sm2-^)
IT J y«.

o

(B-4)

By substituting z = 2yr (B-4) becomes
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(B-5)

where

Si (irBzpT^ = Si A (») J 
2- 

o

Substituting z = 2my into the first term of the preceding equation, 

z = (m + l)2y into the second term, z = (m - 1)2y into the third term, 

and simplifying all three terms yields

o



Ill

(cos [(mtpirBjpT*]

-nt

x (m+D-trBD,TA "
^JM±1

fm-D if

ri

m-i
2.

(m-nWBtpTx

M-i ( eos [6 m -/) tBifTa ]

Sin2
- 0 itBifTa

(B-7)
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Red-uet-Lon of y (m) 
1 2

The function
TTBjrpT* 

( a'
2 I S‘inZ-('j)C4>S
17" J <2TT'Fc-rA')x -4l 

o

dy (B-8)

can be evaluated in terms of elementary functions and the tabulated cosine

integral. It will be convenient to define the function first for m = 0

and then to express the function in terms of this value. Thus,

XJo)
"v'Bxf'Ta

= f s-inVy)

IT J C2Tr-F<.TAy-'j*- “ (B-9)

For m / 0

Xi

0

(B-10)
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Substituting z = my into the first term of (B-10)r z = (m + l)y into the

second term, and z = (m - l)y into the third term results in the following

expression:

-m 2 
IT

2

W-l

(ws-0ir6r<r*

2. I S iA1 M_____
TT j [tCm-DirfcT -̂]8- e2- 

o

t>»rA wvBrpTA BxfTa —* BtfT;
-FcTa -* m-FcTA

It is now necessary to evaluate

2 SinXe)
7T J ^wvir^TAy-B

—r (»i-08IPTA
•Ft. Ta —- (w) feTK

(B-ll)

(B-12)
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term yields

ZwiTT*12. X

(B-13)

2niir-£7^ -

Imit-FcTa *
(X-lwiirpe,lA>)

and x = -z + 2irmf T, into the second c A

Substituting x = z + 2mnfcTA into the first term of the preceding equation

u>kere

I ZirmfeT^ +
z-ttim Fc.Ta - - Ci (4irmfcTA

Ci (d) =
(B-14)
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CROSSTALK TERM

Chapter IV shows that for ideal rectangular filtering the crosstalk 

voltage for Channel A at the sampling instant Ta is given by

The single integral in this expression can be first expressed as the sum of 

two integrals, giving

J JO
^Tb

2‘ T
_ ysin^)s;n[6^)y] .

J - (2ir-FeT,y
p

2>')y]
J

r 2-

' y2- - (zir^T^3-

(B-16)
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Reduction of (n)J3

The function
irTSrpTii

17 J M
J -1 (B-17)

can be simplified in terms of the tabulated sine integral. Application of 

trigonometric product formulas yields

Y to
■wBxfTb

*5Z7T y

irBrFTB

Si»1

2.

sin [2.^1 
y

O

(B-18)

Making simple variable substitutions in each of the four integrals in the 

preceding equations provides the following result.

(B-19)
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Reductwn of Y T (n)

Application of trigonometric product formulas and expansion by partial

fractions allow the function

YI4 (n)

to be expressed as the sum of eight simpler integrals

y

y-t-air-FcTg

, 2.
sm [zf/+rt) yj j
y -t- z.irf'c.Tg “

o

+ J ytZTT-FcTB 
o

irBiplB

s-in [2(1- 
y-zr-^T, 

p

r Z
J s«>«(e-ny) j 

o

irggrTg 
f 2. 

SXn
I y- Zw'TeTB 
o

(B-21)

By making simple variable substitutions in each of these eight integrals 

and by making the simplifications that are possible for integral values of 

fcTB< the following result is obtained.
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Yr4(n) = [f. -Hi)irTB (H 4- Bif')]

- Si [(1- - B^)]

4- Si [hit 7^ C4-Fc4- Btf)] * Si [mttT; (4-k-Bjp)]

- Si [(l-K) tTb ^4-Bxf)] + Si [G+^ifTb^-Btf)]

+ S'l [ - ^itTb (^-Pc 4- Bjp)]

_ 5; [ (^ -h)tTb (4fe- | (B-22)
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APPENDIX C

EVALUATION OF CHANNEL A NOISE POWER 
FOR IDEAL RECTANGULAR FILTERING

As stated in the beginning of Chapter IV, the channel noise is assumed 

to be additive, white, Gaussian, zero-mean, and to have single-sided noise 

spectral density Nq watts/Hz. The channel noise is summed with the QPSK 

signal and applied to the input of the ideal rectangular bandpass filter. 

In order to be able to compute error probabilities at the outputs of the two 

quadrature channels of the QPSK detector, it is necessary that the variance of 

the noise at the output of each of the integrate-and-dump circuits be 

determined. For zero-mean processes, variance is equivalent to power, so it 

is actually the output noise power which will be determined.

The variance of the output noise for Channel A can be determined most 

readily by first combining the bandpass filter with the components of the 

Channel A detector and obtaining a composite frequency characteristic. The 

notation used for this step is summarized in Fig. C.l. It can first be 

observed that the bandpass filter output can be expressed in the frequency 

domain as

I X, (-F) for -fc- h £ f £

X^f) = X, (f) for t Bb

D otkemvuise (c-1)



Xl (t)

Xi (f)
H' (f)

y|TA>

Y(£>
evaluated 
at t = TA

Fig. C.l. - Combination of bandpass filter with Channel A detector components

120
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The time domain output of the bandpass filter is determined by taking the

inverse Fourier transform of (C-l).

[xe6r>]

The time domain output of the Channel A multiplier is given by

X3 (-k) - to C-OS

The frequency domain output of the Channel A multiplier is

/3(f) = - ^[x2(4:)CZ>S^i)] (C-4)
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Applying the identity [18]

-P(-t) C-z>r^c>e-t) **—* *^7 + + (c-5)

to (C-4) yields

X3 6f) = T (c-6)

Substitution of (C-l) into (C-6) gives

(•i[x,(r-fc)<-X,(-r+-F-c)] 4ir
X3(-F) =

I O crHteirwise.
(C-7) 

The frequency domain output of the lowpass filter is given by

(X3 (f) -fcr t

4L .T / O oTkeriPse.

I i [ X# (?--Pc) X|(-F^-Pc)] Pov- -^±^-4-^

/ Q o't^6hl*>><se.

(C-8)

The time domain output of the lowpass filter is

x4(ti = 9"[x^(f)]

4-8lf 
f 1 r -1= J X,(f-*-Fc)]eJ Jf (c-9)

" aT
The time domain output of the integrate-and-dump circuit, at the sampling

instant T , is



'jto = X4 ft) <H
123

(C-10)

Equation (C-10) can be simplified by expanding the single integral into two 

integrals and making simple variable substitutions. After making the

simplifications which apply when fcTA is an integer, the result is

Expressing (C-ll) as

(C-12)

the desired composite frequency characteristic is readily determined to be
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H'to =

©•bkev-^se.
(C-13)

The power spectral density of the noise at the output of the integrate-and-

dump circuit is given by

Sn,out^) = I
(C-14)

where S . (f) n, m is the power spectral density of the input noise.

Substituting (C-13) into (C-14) and using N /2

spectral density of the input noise.

as the double-sided power

-■Fe.”

(C-15)

The variance of the output noise is given by

(f) df

(C-16)



125

Substituting x = f + f into the first integral of the preceding 

eauation and x = f - f c into the second integral, and then making the

apply when fcTA is an integer the output noisesimplifications which

Substituting z = ttxT allows still another simplification and provides the

result in the more familiar form

(C-18)

where ? (o) is defined in Chapter IV for the signal at the output of
II

Channel A.
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APPENDIX D

DERIVATION OF ERROR PROBABILITY EXPRESSION
FOR IDEAL RECTANGULAR FILTERING

As shown in

at the output of Channel A of the bandlimited QPSK system is given by

(D-l)

voltage corresponding to the bit under detection

terms

the output of Channel A will now be derived, using the series expansion

mjthod first described by Shimbo and Celebiler [13] and later applied by Tu

Chapter IV, the total voltage (at the sampling instant T )

^2 out

[9] for bandlimited PSK systems.

the 'F (m)
I2

represent crosstalk from Channel B. An expression

1'T_ (o) . The (m) terms for m / 0 represent intersymbol interference 

terms result from aliasing, and the YT (n) - (n)

for error probability at

A T 
where -™-- if (o) is the 2 IT
(the o^h bit) and is reduced in amplitude (due to filtering) by the factor

yme. - eo

y\-- oo

Equation (D-l) is first modified slightly by separating the desired

(m = 0) signal term from the undesired (m / 0) intersymbol interference terms 

and then normalizing by dividing by AT^/2. The normalized Channel A 

output voltage is



e4A (T.) 
ATk 

a

= 2.
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1*1= - 60 
VA* O

+ 2n ( a)()(zwFaTs)

V\t.-eo

4- olJLt
ATm (D-2)

where z m ±1 with the same sign as A , z = ±1 with the same sign as m n
B , and A and n m B are as defined by (4-2). n

Defining new symbols S S c Sn to represent, respectively, the voltages

due to intersymbol interference, crosstalk, and noise, (D-2) can be written

as

X = e.t'i',, (o) -Yrt(o)] + S, * Se t Sn

where

W»-eo 
1*1 * O

[intersymbol interference]

= (a )(-£)( Z7f£7b) 2
— co [crosstalk]

!3 out r .CT — e [noise]A Ta

The normalized output voltage can be further expressed as
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x = -Yrtw] + s (D-4)

where

S = Sj + Sc + £„
A detection error in Channel A is said to occur if the normalized output 

voltage ■ X is negative when the input signal is positive (zq = +1) or if 

X is positive when the input signal is negative (zq = -1). The probability 

of error is

Pe = ?(x < o 1P^o=+i) + P(x>o^o = -i') p(ee=-i)
(D-5) 

For the binary symmetric channel,

- p(e.= -i) = lD’6’

and (D-5) becomes

Pe = i p(x<o|?.= *l) * iP(X’-O|#.= -!) (D-7)

From (D-4) it can be observed that zq = +1 means that

[^(o) + s

and that z = -1 means that o

x-- -[^,(6)-^ to] + S

(D-8)

(D-9)

Then

P(x<o]%e = P [ [lr, (o) - ^J.)] + S < O j

= P { s < - IX, (o) - X(e)] j

(D-10)
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and

P(x >o|^e=-l) ~ p +S >

= p 5 > L^IlM-'^xz/o)] | (D-ID

Substituting (D-10) and (D-ll) into (D-7) yields

Pe ‘ z { P { S < - L^ri M - tol} *■ f { s ’ [f^ to -">rn(o)]

= i p- P{-LTr,(o)-Yrtto]<S<[fI|(<>)-'IRto]}|
where “ "k O'” ^el (D-12)

Q e = P { -tti, to - Y^to)] < s < [Tj.W-Yr, M]}
Qe can be expressed in terms of the characteristic function of S using 

the relationship [19]

Q - -----------------------------------——------------------------------- $ (a?) Au>
^e. J Ts'1 v

~ 06 (D-13)

where $s(w) is the characteristic function of S. If an expression for

(a>) can be determined and if the above integration can be performed, then

the desired result will be obtained. It is first recalled that S is the

sum of the random variables S , S , and S . S , in turn, is the sum ofI c n i'
the random variables

= L'^ri "* , m #o (d-14)

and S is the sum of the random variables c
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If it is assumed that the bit pattern Czm’s) in Channel A is completely 

random, then the will all be statistically independent. Likewise, for 

a random bit pattern (z_'s) in Channel B, the S„ are statistically n

independent. Furthermore, the sim» the scn' an<^ the Sn will be mutually 

independent.

or

(m)

Since SIm can assume only the values

Y^Cm) with equal probability, the probability density function

of ST is given by
■Lm

6=() z S [M + (m) -^Gn)] + $[o\-^r|(m) +X.W]

(D-16)
The characteristic function of Sj is given by [19]

^Sr = / "Psr
— oO

< f j ~ -j LTr( M - ^rz^)l- 2. ye- -p e
= COS | [Tj, (w) - (w)] | (D-17)

The characteristic function of ST (the sum of all St for m 0) isi ■Lm
given by the product of the individual characteristic functions of the 

si-Lm

Si

- K 

* o*
o

cos ([■!■,,(«)to (0-18)

Likewise, the probability density function of the SCn is
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-p3Cnto =

+ ijs <X - ^)( ^X-^r.) [Yn to - Yr+to] j
(D-19)

The characteristic function of S is cn
•o

T / ( \U>*
= J to d*

— oO
= cos

(D-20) 
and the characteristic function of Sc is

$StG») = fr cos j [Y„to -?„(„)]j
n = - oo t. j

(D-21)

The probability density of the Gaussian noise term Sn is

4>_ to') = e 20-1 »-22)
r5n Jztt <r

where o2 is the variance of the normalized output noise. The variance for

the (unnormalized) output noise n t(TA) was s^own in Appendix C to be

Yr/o) <D-23>

Since the normalization factor is 2/AT^, the variance for the normalized 

output noise is

Ho
A^T-a

(o) (D-24)
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The characteristic function of Sn is [20]

- w'-a-1

(to) = e. a <D-25>

The characteristic function of S can now be written as the product of the 

characteristic functions of ST, S„, and S„.J- c n

- 5Sl (to>) fS1.(«>)

(D-26)

Equation (D-26) is not in an integrable form, so some modifications must be

made in order to be able to evaluate the expression for Qe given by (D-13).

The first modification is to replace the expression for (m)SI by a power

series in to.

ma-* 
nt* o

cx>s [Tr, M- I + S <D-27)1=1

The expression for (co) can likewise be replaced by a power series in o.

I
Jesi

The characteristic function of S is now given by
(D-28)
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$ = (l + e*
*-i N-i **

- * (' * EWK * E vfc
A»f JB»I *

+ S ^2^^" 22 (d-29)
I'l Jtal 7

Substitution of (D-29) into (D-13) yields

r -il’i'r.M-VftMJw _w=<r«
I O ' **** _ O - ‘(C> ------------------:------------^-E:---------------------------- A T-

J jZ-TT^ C
— oo

F„ >[■i'z, to - '?n(°)> _-> toiM - »«(•>]««>
I r - ■* * *<■

= Qe. + + Q&3 *
(D-30)
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EVALUATION OF Q 
ei

Since e —-— is the characteristic function of the normalized noise.

the first term of (D-30) is the probability that the normalized output noise

assumes a value between + Yt (o)L Ii - (o)
I2

and -Y- (o) L Ii - Yt (o)
I2

This

probability can alternately be expressed in terms of the probability density

function of the normalized output noise [19] .

11 “ - e________________e . I-------- e.
J jiir <T

Substituting t^ = x2/2a2 and simplifying, the above expression becomes

o

(D-32)
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EVALUATION OF Qe2

Interchanging the order of integration and summation allows the second 

term of (D-30) to be expressed as

7I ts-______________
J "j ZHU)— QO

e,_____________________
32T4*)

Substituting x = -a) only in the first integral of (D—33), interchanging 

limits, and then substituting a) = x yields

— oo

-J L^ri ’

2- 2.

air j e e, dco
-eo (D-34)

As shown in [20] the Gaussian probability density function results from 

the integration of the Gaussian characteristic, i.e.,

(* -etg? ।

-J- e z e Jlw = r^—e.2-tt j <r
— oo

(D-35)
The integration indicated in (D-34) is similar to the above, but has the
factor (-ja))2i 1. Since multiplication of the characteristic function 

by (-ju)) results in differentation of the probability density function

(D-34) can be written as
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1-1
(D-36)

2.TT

2

G3

below.

----- ----------s.

The G2i i "*"n ^i8 equation can be evaluated by means of a recursive 

relationship, as summarized

d 
dl?tyo)-W]

(T'z a*--3 (D-37)

Evaluation of the b„.2i in (D-36) is somewhat more involved. First recall

from (D—26) and (D-27) that

•o
= IT CAS { =

m=-oe 
1*1*0

1
x-i

(D-38)

Differentiating the infinite product of (D-38) with respect to u) yields

/ ( x) / 4>sim =... +

( , \ 1 / 5^ e* {
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Vhe-e®

The power series expansion for

ll-l
(Zl>!

where (D-40)

(air)ZJL

Equation (D-39) becomes

tan z given by [21] will now be used. Thus

l'’ 2 (21)1

W\»-<* V Jle.1
YW^O

{ [Tfj.M- ?„(")]<«> }tX

JL-< M=-ee

- -
1-t

where

4U-1 &X)!

An alternate expression for $ Z (co) 
SI 

summation of (D-38).

m* o

b2AE
ine-ee 
m* O

can be obtained by differentiating the
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<L ' 6o) = y, z-i b,. t*/1"-1 <d-42>

(D-43)

Setting (D-41) and (D-42) equal to each other now allows a solution for the

Equating coefficients of the powers of co allows the following recursive 

relationship to be obtained.

b. - I

V 4 = - + ^2. l)

+ ^4-^i '*■ J3)

(D-44)
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EVALUATION OF Q
e3

Referring back to (D-30), it can be observed that the term Q has 
e3 

exactly the same form as the term Q , with b^u)2"*" replaced by
“ 2k i=1

h co . Evaluation of Q is therefore performed in the same manner k=l 2k e3
as Q . The result is

62 (

Xx i f * n l

= 22 (0-45)

The g2]c_1 (0-45) can be evaluated by means of the recursive relationship 

given by (D-37).

Evaluation of the h„, is similar to that for the b„ . From (D-26) 2k 2n
and (D-28), it can be seen that

4'M = TT [-ro(n)-

■ 1 ■•‘22 (D-46)
Differentiating the infinite product of (D-46) with respect to to yields

-,e- X!s-o»

(D-47)
Substituting the power series expansion given by (D-40) for tan z into 

(D-47) yields
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5C. fls-,*
(- C-0L"'zll(z,l-i) K f / syTs.V-L=')

•152- - - - feTJi ®zx t( JL-i v x

= - {(V’lf
X=t (n--* 7

= c.^^- »-^>
i=i

where

- 1 ^Vz^-i) » (/ B\/-rBy_i \
^Zi-i *■ (2.X)1 ^ZX. ) A I'T* ',e »s*oo\

izl
• [^13 ' ^T4 ) (D"49)

Differentiating the summation of (D-46) with respect to to yields an 
alternate expression for $ * (co) . 

sc

= E

Setting (D-48) and (D-50) equal to each other, solving for h , , and 2k
equating like powers of to allows the following recursive relationship to 

be obtained.
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ak-i

k--l -
+ g ^1-J (D-51)
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EVALUATION OF Q 
e4

Referring back to (D-30) it can be observed that the term has the
2isame form as the term Q 

e2
if £ b a) 

i=l

Qett 

b2iU)
2i Ais replaced by 2^ 

i=l
V- , 2k L h2ku 
k=i 2K

Evaluating Q in the same manner as Q yields 
e4 e2

^e4 ? 52 zk
i=i jt=i

The G2i+2k-l in (D-52) can be evaluated by means of the recursive

relationship given by (D-37) , and the b^ and h^ are exactly as defined

earlier in the evaluation of terms Q and Q , respectively.
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APPENDIX E

EVALUATION OF SINGLE-POLE BANDPASS FILTER RESPONSE TO QPSK SIGNAL

Chapter IV shows that if the QPSK signal

(E-l)
fn»-<rO yta-eO

is applied to the input of the single-pole bandpass filter and if an integral

number of cycles of the carrier frequency f occurs in each bit period T^

of Channel A, the time domain response of the filter to the mth bit of

Channel A is

) I , Z-6:^) / +J'2X-Rr
af

(E-2)

The limits of integration for the two terms of (E-2) can be made equal by 

substituting f = -f for the first term. Thus
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'j Ti£ J [(-F')« - VI[H 2j
+ oo

C-ar')

o

p

Letting f = f in (E-3) and substituting the result into (E-2) yields
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i 2-A i**

oo

eM

(E-4)

be repeated to determine a simplified expression The above procedure can

for the time domain response

sl6to=

TTCf^-V)

Channel B. Chapter IV shows

of the single-pole filter to the n^ bit of

that if fcTB is an integer.

e_

(E-5)

The limits of integration for the two terms of (E-5) can be made the same by 

substituting f1 = —f for the first term and then interchanging the upper
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DIF0

and lower limits. If this is done and if f is then substituted for f in

the resulting expression, (E-5) becomes

tBif ^^--Fc2) f |4-[aC^)x5

s*»i\ (tvPT0 s ‘i h [-t ~ ( ^r) Tb J J

(E-6)
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APPENDIX F

EVALUATION OF CHANNEL A NOISE POWER FOR SINGLE-POLE RC FILTERING

Evaluation of the output noise for Channel A of the QPSK receiver is 

accomplished in much the same manner for practical filtering as for the ideal 

rectangular filtering case which was treated in Appendix C. A composite 

frequency response is first obtained for the combination of the bandpass 

filter with the components of the Channel A detector. Fig. F-l summarizes 

the notation to be used for this computation. For an input Xj(f) to the 

bandpass filter, the filter output can be expressed in the frequency domain 

as

where H(f) is the frequency response of the filter. For single-pole RC 

filtering, (4-42) shows that the filter frequency response is

H(f)

where H(f) consists of the characteristic of the lowpass equivalent single­

pole filter shifted to appear about plus and minus the carrier frequency f .

The time domain output of the bandpass filter is given by
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cos (co t) c

Xl (t)

X! (f)
H' (f)

y(TA)

Y(f)
t = ta

Fig. F.l. - Combination of single-pole filter 
with Channel A detector components
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Xz(-t) = [xz6f)j

* e»

j
(F-3)

The time domain output of the Channel A multiplier is

X3 (-ti = X2 l-k) Cz>5 (uVO

i_ wnle3 t-e?______ :
I k r^^)r
o
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(F-4)

The time domain output of the integrate-and-dump circuit, at the sampling

instant Ki + T , is A
-Ki+Ta

Xj (i) A-t 
K-!

(F-5)

If it is assumed that the input noise is stationary, then the actual limits 

of integration of (F-5) are not important and any interval could be used 

for computation of the output noise power. It is convenient to use 0 to

T, as these limits. Therefore A

j X3ti)clt

— o*

-te. ]

Jdt ? d-Fe- -
2- J 

0
(F-6)
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Performing the inner (time domain) integrations in (F-6) and making the 

simplifications which apply when fcTA is an integer, the time domain output 

of the integrate-and-dump circuit becomes

m(t) - ff s^Gt-FTa') e3Tfl* j

■ fx-Cf) z f )ei1rfr'' I

4. IXitf') £ s*« (it-ft*) e?1-.

— eO

•o

(F-7)

The desired composite frequency response is given by

(F-8)
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The magnitude of H'(f) is readily determined by expressing (F-8) in 

rectangular form and then taking the square root of the sum of the squares 

of the real and imaginary parts. Squaring this result gives

i^r=
f < o

(F-9)

The power spectral density of the noise at the Channel A output of the

QPSK receiver is

(F-10)

where Sn i-s tlie power spectral density of the input noise.

Substituting (F-9) into (F-10) and using Nq/2 as the double-sided power 

spectral density of the input noise.

(F-ll)

The variance of the output noise is given by
oo

^n2 = f SM,

— eO
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(F-12)

Equation (F-12) can be simplified somewhat by noting that the two integrands

represent a single even function. Thus

(F-13)

Substituting z = irfT,A allows still another simplification and provides

the result in a form which is more suitable for numerical evaluation. Thus

(F-14)
where

It is interesting to note that can be obtained from the function

'f—, (m) given by (4-56) by letting m = 0 and K. = 0. Thus 
B1

nqz _ -q/* / \ I1 n ” 1 ' i (f-15)

This is intuitively satisfying because the corresponding noise variance 

result given by (C-18) for ideal filtering was expressed in terms of the 

previously defined function Y (m) , evaluated for m = 0.

As another check on the result given by (F-14), 'F can be evaluated 

for the limiting case of infinite bandwidth. Thus
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Substituting y = z - 7TfcTA into the first integral of (F-16) and

y = z + "Tf Ta into the second integral, making the simplifications which 

apply when fcTA is an integer, and then combining the results.

= 1 (F-17)

Substituting (F-17) into (F-14), it can be seen that the output noise power 

for an infinite IF bandwidth is given by

An oV = -4— <F-18)
which is the same result as that obtained by letting B increase without 

bound in (C-18) for ideal rectangular filtering.


