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ABSTRACT 

 

Protein-rich liquid clusters exist in solutions of numerous proteins.  They play the 

role of nucleation precursors of ordered solids of both folded proteins and partially 

misfolded chains.  Examples include protein crystals, sickle-cell hemoglobin polymers, 

and amyloid fibrils.  The clusters hold the key to the understanding and control of protein 

aggregation, and hence insights of their physical properties is needed for development of 

successful crystallization recipes. 

We prove that protein clusters are not the nuclei of the dense liquid but rather 

represent a new phase which exists in homogeneous field of the protein phase diagram.  

With nuclear magnetic resonance method we find the regions of protein molecules 

flexibility, potentially participating in cluster formation.  We prove that water structuring 

interactions and partial protein unfolding contribute to clustering.  We show that common 

organic additives used in crystallization increase cluster volume fraction and surface area.  

The tests of insulin protein solutions explain why the two-step mechanism of nucleation 

is selected.  

We develop a new spatial cross-correlation tracking method suitable for large (> 

λ/2) clusters.  Monitoring of shape variations of intensity patterns of a single cluster 

indicates that protein clusters are liquid.  We employ depolarized oblique illumination 

microscopy to study the nucleation process and we show that crystals of lysozyme and 

glucose isomerase proteins indeed nucleate within protein-rich liquid clusters.  These are 

the first experiments of a direct observation of a two-step mechanism of nucleation in 

protein solutions. 
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CHAPTER 1 

INTRODUCTION 

 

Protein crystallization is one of dominant areas in protein science.  The necessity 

of proteins to be crystallized is brought by a desire to solve protein structures feasible 

nowadays by a significantly developed method of X-ray diffraction.  This technique 

requires protein crystals to be grown with minimum defects to a sufficient size of 50 – 

500 μm for conventional X-ray data collection1.  The challenges of protein crystallization 

are widely discussed in the literature and are particularly noticed for membrane proteins2-

4.  Hence, protein crystallization is a limiting step in characterization of protein single 

molecules crucial for elucidating of the mechanism of action and their role in living 

processes. 

Giegé and Ducruix in introduction to “Crystallization of Nucleic Acids and 

Proteins.”5 notice that the interest for protein crystallization started even prior arrival of 

X-ray diffraction method.  The early protein crystallization dates to 1840 when Hünefeld 

crystallized earthworm hemoglobin6. The crystals were obtained by empirical mistake 

when the blood was stored over a prolonged period of time between two microscope 

sides, so it slowly dried out.  After that, hemoglobin variants from various invertebrates 

and vertebrates were crystallized as well.  In 1851 Funke described the growth of 

hemoglobin crystals in solutions containing alcohol and ether7,8.  These discoveries 

initiated Felix Hoppe-Seyler studies on hemoglobin function which shed the light on 

oxygen binding to erythrocytes, a major hemoglobin function9. 
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Protein crystallization those days was mostly fascinating for bioscientists rather 

than had a research interest.  Yet, it brought significant discoveries in understanding of 

protein nature and helped to distinguish proteins from enzymes, small macromolecular 

catalysts.  The profound historical background on protein crystallization and 

understanding their particular nature is described the work of the French professor Claude 

Debru, “L'esprit des Protéines : Histoire et Philosophies Biochimiques”10. 

Since the first experiments with hemoglobin, crystallization of various proteins 

became more and more extensive.  In 1859 the first plant protein excelsin, the reserve 

protein of the Brazil nut, was crystallized by Maschke 11.  In 1890 – 1898 hen egg and 

horse serum albumins were crystallized by Hofmeister12 and Hopkins and Pinkus13 (2).  

In 1925 Sumner crystalized urease, mentioning the increase of protein activity of urease 

solutions from its crystals – the first indication of protein purification by crystallization14.  

This achievement is followed by crystallization of pepsin by Northrop in 192915 and 

tobacco mosaic virus by Stanley in 193516.  These achievements were recognized by the 

1946 Nobel Prize in Chemistry awarded to these three scientists for the importance of the 

discoveries in biology. 

The discovery of x-ray radiation in 1895 opened a new era in protein 

crystallization when protein crystals weregrown to resolve their molecular structure.  The 

first protein pattern produced with X-ray was of pepsin in 1934 by J.D. Bernal and D. 

Crowfoot-Hodgkin17.  Since this discovery many macromolecules were crystallized for 

the purpose of study of their structures.  The crystallization methods, as noticed by Giegé 

and Ducruix5, were still empirical since scientists were mostly focused on the 

development of X-ray diffraction as a new method to study crystal structures. 
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Nowadays, there are two areas in protein science focused on crystallization.  First, 

the structure of biological macromolecules with high atomic resolution is required for 

understanding proteins functions and their interactions with other molecules and 

molecular compounds of living organisms.  And, second, the delivery of 

biopharmaceuticals foresees its potential in development and engineering proteins and 

macromolecules capable to crystallize.  This approach promises to show benefits in 

delivering biopharmaceutical at high concentration, higher molecular stability, low 

viscosity  of their formulation along with a benefit of slow and controlled release18.  

Protein insulin, however, still remains the only protein to be approved in therapeutic use 

in crystalline state and much more of progress is needed in this area to put forth 

therapeutic applications of proteins.  The formation of protein crystals and protein 

aggregates are of significant interest for researches investigating the molecular 

mechanisms of some diseases originating from protein malfunction: anemia19-22, 

cataract23-25, prion diseases26, and others. 

Opposite to crystallization of inorganic compounds, protein crystallization 

remains a pure empirical process with no exact general approach of obtaining crystals 

from a randomly taken protein.  The reason for this fact lies in the structure complexity of 

these molecules.  Periodical pattern, required for crystal formation, might not be achieved 

for protein molecules due to a highly complicate combination of electrostatic, 

hydrophobic and steric interactions of its parts.  As a result, conditions of protein 

crystallization are not predictable, the crystals are extremely sensitive to external 

conditions, such as temperature, pH, ionic strength.  Even when crystallization is 

achieved the protein crystal growth and crystal structures analysis remains challenging 
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procedures due to several factors.  Protein crystals have high solvent content (from 30 to 

80%) which makes them very soft and fragile and the size of protein crystals, when they 

are obtained, remain quite small due to accumulation of surface stress arresting the 

further growth.  Overall, protein crystallization remains a challenging area of protein 

research and understanding how crystals grow is a required step for further progress. 

As mentioned above, structural biology strictly relies on the ability to grow 

crystals of sufficient size capable to produce qualitative diffraction patterns.  The 

necessity to use intensive X-rays leads to an extensive damage of protein crystals before 

the data of acceptable quality is obtained27-29.  This is especially true for small protein 

crystals. Chapman et al.30 present a method in which they use X-ray pulses briefer than 

the timescale of most conventional imaging methods which allows them to determine the 

structure of crystals of non-sufficient sizes for other imaging techniques.  This approach 

allows molecular structure determination for crystals as small as 200 nm, meaning that 

the growth process for these crystals is practically eliminated, leaving nucleation as 

primary step on the way of preparing a study material.  Hence, profound understanding of 

nucleation as a process leading to crystal formation is a crucial requirement for structural 

biologists on their way to solve structures of living macromolecules. 

Unlike inorganic compounds which could be crystallized from vapor, solution or 

melt, protein crystallization uses different designs of crystallization from a solution.  The 

driving force for a transformation of protein molecules from liquid to solid state is the 

excess of the free energy of the initial system phase (solvent) in comparison to the final 

state (crystal and solvent).  In other words, ΔGcryst has to be negative for crystal formation 

to be possible: 
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∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  ∆𝐻𝐻𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑇𝑇∆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 < 0, (1-1) 

where ∆𝐻𝐻𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the enthalpy change of crystallization, ∆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the entropy change of 

crystallization, and T is absolute temperature.  The classical nucleation theory was 

described by J.W. Gibbs in 19th century31,32. 

Nucleation is the first step in crystallization.  It is the example of the first order 

phase transition,when the derivative of the free energy of the system with respect to a 

thermodynamic variable experiences a discontinuity across the phase boundary, which 

means, that the coexisting phases would have different entropies, Scrystal and Ssolvent.  In its 

turn that leads to the fact that the system must absorb or release heat during the phase 

transition, i.e., the system has a non-zero enthalpy of transformation 

∆𝐻𝐻𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  𝑇𝑇(𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) =  𝐻𝐻𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 . (1-2) 

The origin of this matter is the rearrangement of solvent molecules, participating in 

crystallization, mostly water molecules. 

The structuring of water molecules around building material of crystals in 

solutions is an important factor in the thermodynamics of crystallization33.  Both 

scenarios were proven to be true, structured water molecules can be released when the 

molecules or ions join the growing crystal34 or additional water molecules can be also 

trapped during crystal formation35.  Both ways of reorganization of water molecules have 

significant enthalpic and entropic consequences.  The enthalpy effect significantly 

depends on the system of study and this term may vary from crystal to crystal.  Enthalpic 

contributions in crystallization are mostly weakly negative and derive from the side chain 

interactions between protein molecules within the crystals replacing the protein-solvent 

interactions.  The change in entropy of crystallization is due to two terms 
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∆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  ∆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + ∆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, (1-3) 

where ∆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is loss in rotational and translational freedom of the protein in the crystal 

lattice if compared to solution (negative term), ∆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is a gain in the solvent entropy 

due to the release of water molecules from both, hydrophobic and polar, surface residues 

(positive term, usually, 5 cal mol-1 K-1 per one water molecule released). 

As mentioned above, protein crystals might have large quantities of water 

entrapped.  Hence, in case of proteins the entropy contribution due to solvent trapping or 

release can be significant and determinant in the direction of the phase transition.  In the 

example of apoferritin crystallization it was found that enthalpy of crystallization and the 

related energy of pair interactions in the solution are close to zero and crystallization is 

mostly driven by the increase of solvent entropy due to release of up to two water 

molecules in each of the 12 intermolecular crystal contacts34.  This entropy gain is 

roughly estimated as +160 J K-1 per mole of protein with lowering the free energy by 

about -47 kJ mol-1.  In a different example of crystallization of the human mutant 

hemoglobin C, the positive contribution of the enthalpy of crystallization has to be 

counterweighed by a negative enthalpy of the phase transformation.  It is achieved by the 

release of about 10 water molecules per crystal contact and net gain of free energy upon 

crystallization about -20 kJ mol-1  35. 

Nucleation is the first step in the formation of a new thermodynamic phase and 

whether the newly created phase continues to grow or dissolves depends on the energetic 

considerations of the system and bears stochastic character.  Generally, nucleation is 

distinguished either as homogeneous or heterogeneous.  For simplicity, we may start with 
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a spherical nucleus of radius r nucleating in a bulk solution.  This scenario is related to 

homogeneous nucleation.  The change of the net free energy of the system is 

ΔG =  ΔG𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + ΔG𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  −
4
3𝜋𝜋𝑟𝑟

3

𝛺𝛺
𝛥𝛥𝛥𝛥 + 4𝜋𝜋𝑟𝑟2𝛾𝛾,  (1-4) 

where Ω is the volume per molecule, Δμ the free energy response to molecules 

transferring from liquid to solid phase, γ is the interfacial free energy.  The two terms in 

the equation above signify two distinct contributions to the overall transformation36.  The 

first term is the free energy difference between the solid and liquid phases, i.e., the 

volume free energy.  Its value depends on the experimental conditions and for the 

temperatures below the equilibrium solidification temperature the value Δμ is positive, 

making the overall negative contribution to the bulk free energy.  The second energy term 

results from the formation of the new interface between crystal and solution.  Associated 

with this term the free surface energy γ is positive since the molecules of the nucleus 

acquire uncompensated bonds of higher energetic cost.  This term remains positive at any 

possible experimental conditions. 

The contributions of the volume and surface fee energies and the resulting net 

Gibbs free energy ΔG are illustrated in Fig. 1-1.  Each component of the net free energy 

is a monotonic function of the nucleus radius while their combination first increases, 

passes through a maximum and then monotonically decreases.  Physically, this behavior 

means that the formation of a new solid phase, crystal nucleus, is associated with the 

increase of the free energy.  When the net gained free energy reaches its maximum ΔG* 

the further increase of nucleus size lowers the free energy of the system.  This 

characteristic size r* is called critical nucleus size and all nuclei that due to random 

fluctuations in its dimensions reached this size will continue their growth to 
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macrocrystals.  The nuclei smaller than the critical size have two pathways.  Random 

fluctuations may help them to exceed the critical parameter and then their existence will 

follow the previously described scenario, or, if they stay below the critical size, they will 

dissolve as thermodynamically expensive aggregates due to the excess of their surface 

free energy contribution 4πr2. 

 

 

To solve for the critical radius r* we may take the derivative at the maximum of 

ΔG and we get 

𝑟𝑟∗  =  −2𝛺𝛺𝛺𝛺
𝛥𝛥𝛥𝛥

= 2𝛺𝛺𝛺𝛺
𝑘𝑘𝐵𝐵𝑇𝑇𝑇𝑇

  , (1-5) 

where kB is the Boltzmann constant and σ is the supersaturation of the system.  Hence, the 

critical net Gibbs free energy is 

𝛥𝛥𝐺𝐺∗ = 16𝜋𝜋/3 𝛾𝛾3

(𝛥𝛥𝛥𝛥)2
= 16𝜋𝜋/3 𝛾𝛾3

3(𝑘𝑘𝐵𝐵𝑇𝑇𝑇𝑇)2
  . (1-6) 

For the nucleation at the foreign surface, heterogeneous nucleation, the critical 

nucleus radius takes the form 

 
 

Figure 1-1.  The change of the system free energy due to a formation of crystal nucleus. 
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𝑟𝑟∗ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  = 2𝛺𝛺𝛾𝛾′

𝑘𝑘𝐵𝐵𝑇𝑇𝑇𝑇
, (1-7) 

where modification to the surface free energy γ’ is of the form 

𝛾𝛾′ =  𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠−𝑐𝑐𝑟𝑟𝑦𝑦𝑦𝑦𝑦𝑦 �1 − 𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
2𝛾𝛾𝑠𝑠𝑠𝑠𝑠𝑠−𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

�, (1-8) 

where indices sol, surf, cryst stand for solution, surface and crystal components of the 

interface.  The free energy of the crystal-surface interface is less than that of the surface-

solution, making the term in the brackets less than one.  As a result, the value of r*hetero at 

the foreign surface is smaller than for nucleation in bulk, homogeneous nucleation. 

The critical nucleus size controls the probability of nucleus formation at any given 

timescale33.  Equation (1-6) determines the kinetics of nucleation.  Similarly to any other 

kinetically-limited chemical processes, the nucleation probability is proportional to the 

exponential of the barrier height normalized by kBT.  This nucleation rate was described 

by Nielsen and Abraham37,38 

𝐽𝐽𝑛𝑛 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 �− 𝛥𝛥𝐺𝐺∗

𝑘𝑘𝐵𝐵𝑇𝑇
� , (1-9) 

where preexponential factor A depends on many parameters.  For the rate of nucleation 

from solutions it is proportional to the density of the dissolved substance, n, and to the 

particle flux towards the surface of the crystal nucleus with area 4πr*2(Chernov)39.  In 

solutions this rate depends on the rates of diffusion and addition of particles to the 

nucleus.  The addition of particles requires breaking of several of their bonds with the 

solvent, i.e., overcoming the potential barrier.  The preexponential factor can be written 

as 

𝐴𝐴 ≅ 4𝜋𝜋𝑟𝑟∗2𝑛𝑛2𝜈𝜈𝜈𝜈 exp �− 𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎
𝑘𝑘𝐵𝐵𝑇𝑇

�, (1-10) 

9 
 



 

where ν is the frequency of attachment of particles to the crystal surfaces, a is the 

characteristic size of a particle, Gact is the activation energy for the addition of particles. 

Obtaining the data on nucleation rates is always challenging and laborious 

measurements.  In protein crystallization, the first measurements of nucleation rates were 

achieved in 2000 by Galkin and Vekilov40.  Importantly, their measurements could 

separate heterogeneous nucleation from homogeneous, allowing the extraction of the 

steady-state rate of homogeneous nucleation from solution.  Shortly, the method required 

a protein solution to be loaded at a temperature chosen to prevent nucleation or liquid-

liquid demixing.  Then the temperature was lowered to a selected T1 at which nucleation 

occurred.  After a time period of Δt the temperature was raised from the nucleation 

temperature T1 to the growth temperature T2.  At T2, supersaturation was at levels where 

nucleation rate was almost eliminated but already formed crystals could grow to 

detectable sizes.  This allows separation of the nucleation from the ensuing growth.  After 

the growth stage, the nucleated crystals were counted.  To suppress undesired 

heterogeneous nucleation at the solution-air interface, the protein solution droplets were 

suspended in inert silicon oil. 

The dependences of nucleation rates obtained in40 contained certain peculiarities.  

One of those was the fact, that all measured nucleation rates were about ten orders of 

magnitude less than the prediction of the classical nucleation theory.  The estimation of 

the homogeneous nucleation rate suggested that the difference between the 

experimentally determined J and the prediction of the classical nucleation theory is due to 

a lower preexponential factor. 
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To solve the puzzle above, the two-step mechanism of nucleation in protein 

solutions was suggested, proposing that crystal nucleation occurs inside metastable 

mesoscopic clusters of dense protein liquid.  According to this mechanism, crystal nuclei 

assemble within preexisting protein-rich clusters rather than from molecules in the dilute 

solution.  Since the surface free energy at the interface between the crystal and the 

solution is significantly higher than at the interface between the crystal and the dense 

liquid, the barrier for nucleation of crystals from the solution would be much higher.  

This would lead to much slower nucleation of crystals directly from the solution than 

inside the clusters.  Thus, the protein crystal nucleation follows the two-step mechanism 

of nucleation because it provides for faster rate of the solution to crystal phase transition 

and in this way for faster decrease of the free energy of the system, which corresponds to 

faster increase of the entropy.  Numerical estimates of the typical surface free energy of 

the nucleus suggest that it is on the order of 10–4 J m–2,40-45 (i.e., up to two orders of 

magnitude lower than γ of a nucleus forming in the solution).  Since the nucleation 

barrier depends on the cube of γ,40 this mechanism leads to orders of magnitude lower 

barriers and makes nucleation feasible over laboratory timescales. 

The evidence for existence of dense liquid clusters comes from monitoring 

soultions of three hemoglobin variants, oxy-HbA, oxy HbS, and deoxy-HbS, proteins 

lumazine synthase and lysozyme by dynamic light scattering46-49, discussed in detail in 

chapter 2, Principal Experimental Techniques.  A typical intensity correlation function of 

a lysozyme solution in the homogeneous region of the phase diagram would reveal two 

processes.  The fast process corresponds to the Brownian motion of single lysozyme 

molecules which is present at all solution concentrations.  The related hydrodynamic 
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radius could be determined by Einstein-Stokes equation and yields the value of about 1.5 

nm and matches well the diameter of a lysozyme molecule of 3.2 nm46,50.  The slower 

process takes longer times in comparison to monomers diffusion.  Its amplitude increases 

with higher lysozyme concentrations50.  This characteristic time could come from either 

compact lysozyme clusters suspended in the lysozyme solutions, or from single lysozyme 

molecules embedded in a loose network structure constraining their free diffusion.  Since 

the measured previously low-shear viscosity of lysozyme solutions is equal to those 

determined using high shear rates51, no loose networks of lysozyme molecules exist in 

these solutions and the conclusion is that long times in correlation functions indeed 

correspond to lysozyme clusters.  Since the clusters appear immediately after the solution 

preparation, it was reasonable to assume that these clusters are liquid.  The detailed study 

of clusters state is discussed in chapter 9, The Liquid Nature of Protein-Rich Clusters. 

The cluster diameters vary from ca. 100 nm for the relatively small lysozyme50 to 

several hundred nanometers for larger proteins52,53.52,53. The results on the behavior of 

clusters of dense liquid in solutions of hemoglobin and lumazine synthase are discussed 

in48,52,54 68, 70, 72. The cluster radius stays relatively steady over a prolonged periods of 

time.  It was found that with all studied proteins so far, the clusters exist in broad 

temperature and protein concentration ranges. 

The number density n2 of the dense liquid clusters and the fraction of the total 

solution volume φ2 they occupy are evaluated from the amplitudes A1 and A2 of the 

intensity distribution function54 as 

𝑛𝑛2 = 𝐴𝐴2
𝐴𝐴1

1
𝑃𝑃(𝑞𝑞𝑅𝑅2)𝑓𝑓(𝐶𝐶1)

� 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶2
�
𝑇𝑇,𝜇𝜇

� 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶1
�
𝑇𝑇,𝜇𝜇

(𝜌𝜌1
𝜌𝜌2

)2(𝑅𝑅1
𝑅𝑅2

)6𝑛𝑛1  and (1-11) 
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𝜑𝜑2 = 𝐴𝐴2
𝐴𝐴1

1
𝑃𝑃(𝑞𝑞𝑅𝑅2)𝑓𝑓(𝐶𝐶1)

� 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶2
�
𝑇𝑇,𝜇𝜇

� 𝜕𝜕𝜕𝜕𝜕𝜕𝐶𝐶1
�
𝑇𝑇,𝜇𝜇

(𝜌𝜌1
𝜌𝜌2

)2(𝑅𝑅1
𝑅𝑅2

)3𝜑𝜑1 , (1-12) 

where P(qR2) is the shape factor for the clusters of radius R2, q is the scattering vector, 

C1,2 is the concentration of monomers and clusters correspondingly, f(C1) is a virial 

expansion containing the coefficients of the solution osmotic compressibility, 

� 𝜕𝜕𝜕𝜕
𝜕𝜕𝐶𝐶1,2

�
𝑇𝑇,𝜇𝜇

are the refractive index increments at constant temperature and chemical 

potential of monomers and clusters correspondingly, ρ1,2 are the densities of monomers 

and clusters.  Experimental data showed that the clusters occupy volume fraction up to 

10-3  55. 

To evaluate the lower boundary of the lifetime of the lysozyme clusters, it was 

noted that cluster decay processes contribute a q-independent component to the overall 

rate sensed by DLS56, 

𝛤𝛤2 = 𝛤𝛤0 + 𝐷𝐷2𝑞𝑞2 (1-13) 

and can be distinguished from cluster diffusion.  Here, 𝛤𝛤0 is the rate of cluster decay, D2 

is the cluster diffusion coefficient.  The q-dependent, diffusion component indeed 

dominates the DLS signal.  Using 

𝛤𝛤0 ≪ 𝐷𝐷2𝑞𝑞2, (1-14) 

a lower bound for cluster lifetime is estimated as 1
𝛤𝛤0
≈ 15 ms50. 

Analysis of the lumazine synthase solutions revealed that the clusters exist at all 

times and only when their volume fraction exceeds 10-8 they can be detected with DLS.  

In contrast to the macroscopic dense liquid the clusters are metastable with respect to the 

low-concentration solution, the characteristic time is limited to ~ 10 s, after which they 

decay.  In addition to detection by dynamic light scattering, clusters of lumazine synthase 
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were directly imaged by atomic force microscopy which confirmed their macroscopic 

lifetimes48,52.  The new studies of protein clusters conducted with Brownian microscopy 

method, (discussed in details in chapter 2, Principal Experimental Techniques), suggests 

that clusters of lysozyme and glucose isomerase reveal lifetimes greater than their 

characteristic diffusion time over the distance of 5 μm.  In all discussed scenarios, the 

lifetimes of the clusters significantly exceeds the equilibration times of the protein 

concentration at sub-micrometer length scales, i.e., 10-5 s33.  Thus, the compact clusters 

represent a metastable phase separated from the bulk, dilute solution by a free energy 

barrier. 

Attempts to rationalize the finite size of clusters have focused on a balance of 

short-range attraction, due to van der Waals, hydrophobic or other forces, and screened 

Coulombic repulsion between like-charged species57,58.  While small clusters, tens of 

particles or so, naturally appear in such approaches, large clusters are expected only if the 

constituent particles are highly charged, with hundreds or so elementary charges.  Such 

high charges are feasible for micron-size colloidal particles, however proteins in solutions 

are known to carry somewhat around 10 elementary charges per molecule as an order of 

estimate.  While these theories have been successfully applied to aggregation in colloidal 

suspensions59-61, a distinct mechanism is at work in protein systems, where clusters 

contain as many as 106 molecules46.  The alternative approach of forces governing cluster 

formation is discussed in details in chapter 5, Lack of Dependence of the Sizes of the 

Mesoscopic Protein Clusters on Electrostatics, where the combination of hydrophobic 

and water-structuring interactions is suggested as a principal net effect leading to cluster 

formation. 

14 
 



 

Recently, a mechanism was proposed where the clusters consist of a concentrated 

mixture of protein complexes and monomers46.  In this mechanism, cluster formation 

results from an interplay between monomer influx, complex formation, and subsequent 

complex outflow and decay.  The complexes are characterized by non-typical tertiary or 

quaternary structures, depending on the protein.  In the case of monomeric proteins, such 

as lysozyme, these complexes likely represent an ensemble of dimers made of partially 

unfolded monomers, including domain-swapped dimers62,63.  In oligomeric proteins, such 

as hemoglobin and glucose isomerase (both are typically tetrameric), the complexes may 

be oligomers whose order is likely higher than its typical value, while the degree of 

unfolding is insignificant.  The domain swapping mechanism and the residues 

participating in this process are discussed in chapter 3, Molecular Level View of 

Oligomerization in Protein Solutions, along with nuclear magnetic resonance 

characterization of lysozyme clusters.  The mechanism of cluster formation in glucose 

isomerase solutions, including the hypothesis of the new species formation, is discussed 

in chapter 6, Alternative Mechanisms of Cluster Formation on the Example of Protein 

Glucose Isomerase.  Shape change, either by domain swapping or misassembled 

oligomers, emerges as a crucial precondition for the formation of the clusters.  Thus, 

contrary to intuitive views of crystallization, limited protein conformational flexibility 

becomes a necessary facilitator for crystal nucleation64-67. 

In my dissertation thesis I present our recent advances in understanding of the 

protein clusters nature.  I discuss the mechanism of the formation of new species 

contributing to cluster existence, the forces governing their formation.  I present the 

newly obtained results on the liquid nature of protein clusters and with a new method of 
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Brownian microscopy discuss the challenges of diffusion characterization of micron-size 

clusters.  Finally, I attempt to explain why the two-step mechanism of nucleation is 

selected on the example of protein insulin.  In the concluding chapter I show the evidence 

of the two-step-mechanism of nucleation visualized for the first time with oblique 

illumination dark field microscopy on the example of nucleation of proteins glucose 

isomerase and lysozyme. 
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CHAPTER 2 

PRINCIPAL EXPERIMENTAL TECHNIQUES 

 

The requirements for the techniques employed in the investigation of protein-rich 

liquid clusters are determined by the clusters properties.  For the several proteins studied 

so far, the cluster radii have been in the range 50–500 nm, the fraction of the solution 

volume occupied by the cluster population has been in the range up to 10−3 with the lower 

boundary limited by restrictions of methods.  The cluster volume fraction and size 

indicate that the average separation between clusters in solution is of the order of 

micrometers.  The cluster size and separation precludes the use of small-angle neutron 

and X-ray scattering: these two methods detect structures with characteristic length scales 

in the angstrom and nanometer range61,68,69.  The fraction of protein held in the clusters is 

about 10× the cluster volume fraction meaning that the nuclear magnetic resonance 

(NMR) signal from the clusters may be too weak to be detected. 

Brownian microscopy (BM) and dynamic light scattering (DLS) rely on visible 

light scattered by the monomers and clusters.  According to the Rayleigh law, the 

intensity scattered from an object is proportional to the sixth power of its radius.  Hence, 

the clusters, which are about two orders of magnitude larger than the monomers, provide 

a scattering intensity stronger by 12 orders of magnitude.  These considerations make 

DLS and BM particularly well suited for the detection and characterization of the 

mesoscopic protein-rich clusters. 
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2-1.  Dynamic light scattering 

The method of dynamic light scattering relies on light scattered by concentration 

fluctuations.  Since the rate of intensity decay is determined by the diffusion of the 

scatterers, this rate yields the diffusion coefficient of the scatterers and, using the 

Einstein–Stokes relation and the viscosity of the medium, their size70.  The concentration 

of individual species is determined from the intensity that each of them scatters. 

The rate of intensity variation I(t) is determined from the intensity correlation 

function g2(τ) of the scattered light.  This function is defined from the intensity at two 

times, t and (t – τ), as71 

𝑔𝑔2(𝑡𝑡) = 〈𝐼𝐼(𝑡𝑡)𝐼𝐼(𝑡𝑡−𝜏𝜏)〉𝛥𝛥𝛥𝛥
〈𝐼𝐼〉𝛥𝛥𝛥𝛥

2  , (2-1) 

where 〈〉Δt signifies averaging over time Δt and 〈I〉Δt is the average intensity.  The 

normalized correlation function g2(t) – 1, illustrated in Fig. 2-1, can be represented as the 

square of the sum of exponential members characterizing the scatterers with different 

diffusion rates Γi.  The characteristic diffusion times τ1 and τ2 and the amplitudes A1 and 

A2 of the monomers and clusters, respectively, are shown on the graph. 

 Our dynamic light-scattering experiments are aimed at identifying mainly two 

scatterers: single molecules and larger clusters. Hence72, 

𝑔𝑔2(𝜏𝜏) − 1 =  �𝐴𝐴1 exp �− 𝑡𝑡
𝜏𝜏1
� + 𝐴𝐴2 exp �− 𝑡𝑡

𝜏𝜏2
� �

2
, (2-2) 

where τ1 = 1/Γ1 and τ2 = 1/Γ2 are the characteristic times of the diffusion of scatterers, 

whose contribution to the scattered light has amplitudes A1 and A2. 
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The characteristic times τ1 and τ2 and the amplitudes A1 and A2, also shown in Fig. 

2-1, are readily determined from the distribution function G(τ) defined by the expression 

𝑔𝑔2(𝜏𝜏) − 1 =  �∫ 𝐺𝐺(𝜏𝜏) exp �− 𝑡𝑡
𝜏𝜏1
� 𝑑𝑑𝑑𝑑 �

2
. (2-3) 

Hence, G(τ) is calculated by numerically inverting the Laplace transform with (g2 − 1)1/2, 

using a software package based on the CONTIN algorithm73,74. 

To calculate the equivalent hydrodynamic radii from the values of the relaxation 

times τ1 and τ2, the Stokes–Einstein relation is used, modified with Γi = τi
−1 = Diq2, 

𝑅𝑅𝑖𝑖 = 𝑘𝑘𝐵𝐵𝑇𝑇𝑞𝑞2

6𝜋𝜋𝜂𝜂𝑖𝑖
𝜏𝜏𝑖𝑖 , (2-4) 

where i = 1, 2 for single molecules or clusters, respectively, kB is the Boltzmann constant, 

T is the absolute temperature, ηi is the viscosity to which a diffusing object i is exposed, 

Di is its diffusion coefficient and the scattering vector q = 4πn/λsin(θ/2), where n is the 

refractive index of the solvent, λ is the wavelength of the laser beam and θ is the 

scattering angle.  The amplitudes A1 and A2 are the basis for the determination of the 

concentration n2 and volume fraction φ2 of the clusters54. 

 
 

Figure 2-1. Example of the normalized correlation function of the scattered light         
g2(t) – 1 and the intensity distribution function G(t) of a lysozyme solution. 
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CONTIN algorithm tends to produce questionable results in protein solutions 

analysis75.  To avoid uncertainties, we also fit experimental data by cumulative method, 

in which the intensity distribution function was modeled as a sum of two Dirac delta 

functions corresponding to the monomers and clusters respectively, 

𝐺𝐺(𝜏𝜏) =  𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝜏𝜏1) +  𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏2) =  𝐴𝐴1𝛿𝛿(ln 𝑡𝑡 − ln 𝜏𝜏1) + 𝐴𝐴2𝛿𝛿(ln 𝑡𝑡 − ln 𝜏𝜏2),    (2-5) 

where A1 and A2 are the amplitudes of the peaks corresponding to the monomers and 

clusters, respectively, and τ1 and τ2 are the respective diffusion times. 

We collected DLS data by ALV light scattering device equipped with He-Ne laser 

(λ = 632.8 nm, 35 mW) and ALV-5000/EPP Multiple tau Digital Correlator (ALV-

Gmbh, Langen, Germany).  During the experiment, protein solutions were held in 

cylindrical cuvettes of volume from 0.5 to 1 ml at 22⁰C.  The autocorrelation functions 

were acquired at 90⁰ for 60 s during 30 mins unless indicated otherwise.  If the long-term 

evolution of the scattering objects in a solution was of interest, numerous data sets can 

was collected in sequence for up to several days or even longer. 

2-2.  Static light scattering 

Pairwise interactions in protein solutions can be characterized using static light 

scattering (SLS) technique.  We performed SLS measurements on the same ALV device 

used for DLS.  The scattered intensity we collected at 90⁰ and the results we showed as 

Debye plots.  For molecules in the dilute solution regime the simplified scattering 

equation is 

𝐾𝐾𝐾𝐾
𝑅𝑅𝜃𝜃

=  1
𝑀𝑀𝑤𝑤

+ 2𝐵𝐵2𝑐𝑐, (2-6) 

where Rθ=Iθ/I0 is a Rayleigh ratio of the scattered to the incident light intensity, c is 

the protein concentration, 𝐾𝐾 = 1
𝑁𝑁𝐴𝐴
�2𝜋𝜋𝑛𝑛0

𝜆𝜆2
 �
2
�𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
�
2
 is an optical constant, NA is the 
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Avogadro number, n0 = 1.331 is the refractive index of the solvent at the wavelength 

of the laser beam, assumed to be equal to that of water, dn/dc = 0.199±0.003 ml g-1 is 

the refractive index increment of the solutions.  This parameter was determined for 

each solution composition, using a Brookhaven differential refractometer operating at 

λ = 620 nm and calibrated with KCl solutions in water 25⁰C, Fig. 2-2.  The value 

dn/dc was measured in two solvents, in water, where the ionic strength I ≅ 0 mM, and 

in 60 mM HEPES at pH = 7.8, where I = 40 mM.  Measurements did not reveal 

significant difference between the two solvents: both data sets yield dn/dc = 0.199 

ml/g. 

 

 

Each data point in the Debye plot is an average value of six measurements at 

identical conditions.  The vertical and horizontal error bars represent the standard 

deviations of the intensity and protein concentration measurements, respectively.  If the 

correlation function taken in parallel indicated the presence of clusters, we subtracted the 

 
 

Figure 2-2.  The refractive index increment dn/dc of lysozyme solutions. 
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intensity scattered by the clusters from the total and used the difference to evaluate the 

Rayleigh ratio. 

2-3.  Brownian microscopy 

Brownian microscopy (BM) is a relatively new method but it is already 

intensively used to study clusters behavior65,66.  We used Nanosight LM10-HS 

microscope (Nanosight Ltd, currently Malvern Instruments, USA  ) to examine the 

Brownian motion of individual clusters in the tested solutions.  We loaded a solution 

sample in a thermostatically controlled cuvette of volume ~0.3 ml and depth 0.5 mm.  

The solution was illuminated by a laser beam configured so that it does not enter the 

objective lens of an observation microscope, Fig. 2-3 a.  The observation volume is 

determined by the focal depth of the objective lens and the view field of the microscope, 

and is typically 120 × 80 × 5 μm3 (width × length × height). 

All species in solution scatter the incident light. The intensity scattered by a 

protein cluster is (𝑅𝑅2
𝑅𝑅1

)6 ≈ 306 ≈ 7.3 × 106-fold greater than that scattered by a monomer 

(R1 is the monomer radius), so the clusters are well seen on the background of monomers 

even at a relatively high protein concentration, Fig. 2-3 b.  A 20× lens transfers the entire 

picture to a sensitive CMOS camera that records a movie of clusters undergoing 

Brownian motion.  The rate of movie acquisition depends on camera settings and in our 

experiments it was about 25 fps unless it is noted otherwise.  Each frame of the movie is 

an image of clusters as bright white spots on a dark background.  Careful observation 

reveals that the cluster spots consist of concentric fringes that result from optical 

geometry. 
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The accompanying software package determines the center of these spots in each 

frame of the movie and builds contiguous cluster trajectories, Fig. 2-3 c.  The cluster 

diffusivity is obtained from the slope of the dependence of the mean squared 

displacement on lag time.  The cluster radius R2 is evaluated from the Stokes-Einstein 

equation using viscosity values determined as discussed above.  The number of cluster 

spots in a frame (using the focal depth of 5 μm) yields the cluster concentration.  The 

results are output as the concentration of clusters of a certain size as a function of this 

size, Fig. 2-3 d. 

 
 

Figure 2-3.  Cluster characterization by Brownian microscopy.  a, Schematic of the BM 
setup.  b, A typical BM image shown as a negative.  c, An example of 
cluster trajectory.  d, Distribution of cluster sizes. 
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We carefully matched the movies recorded by the Nanosight device with the data 

file that it outputs.  We found that objects recorded for times shorter than 1 s are 

interference spots from two or more clusters tracked for significantly longer times.  This 

observation is supported by the estimate that a cluster with diffusivity D2 ≈ 10-12 m2 s-1 

would be detectable in a focal plane with depth 5 μm for about 25 s.  Hence, the objects 

recorded for < 1 s are likely not clusters and we did not consider them as parts of the 

cluster population in the determination of the cluster parameters. 

The BM method was tested using a solution of latex particles of 200 nm radius in 

water and was found to faithfully reproduce the particle size and concentration.  The 

distribution obtained with BM are consistent and agree within 10% with the sizes and 

concentration of the clusters in the same solution determined from DLS data. 
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CHAPTER 3 

MOLECULAR LEVEL VIEW OF OLIGOMERIZATION IN PROTEIN 

SOLUTIONS 

 

The presence of clusters in protein solutions is confirmed by several studies48,52,54, 

though the mechanism of cluster formation remains elusive.  Pan et al.46 propose, from 

thermodynamics considerations, the formation of new protein species contributing to 

clustering behavior.  They make an attempt to explain the appearance of new species in 

solutions by partial unfolding of the protein monomers and their oligomerization. 

It was clearly established that some proteins reveal domain swapping 

phenomenon63.  This behavior is a sequence of the complex protein structure.  The long 

chain of amino acids tends to arrange itself in order to reach the minimum of the free 

energy thus implying existence of a definite tertiary structure for each particular protein.  

Some of the forces contributing to this structure are more stable than others (in 

comparison, covalent bonds or disulfide bridges are more stable than those that are 

determined by hydrophobic/hydrophilic or electrostatic interactions).  Within one 

molecule there are well stabilized regions, domains, linked together by a relatively short 

sequence, hinge.  Under special conditions the attractive interaction between the domains 

may be weekend and the protein will take partially unfolded conformation.  As the new 

conformation will possess higher free energy than the native state of the protein (due to 

the exposure of the hydrophobic residues) unfolded monomer will be energetically 

unstable.  If two (or more) partially unfolded proteins happen to be in a close proximity 

the domain swapping can take place.  The domain of one molecule will stabilize itself by 

interaction with the opposite domain from the other molecule.  As a result the dimer (or 
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higher order oligomer) will form out of the initially unfolded monomers.  The mechanism 

of domain swapping is schematically illustrated in Fig. 3-1 b. 

The free energy of the new interaction in domain swapped molecules will be 

lower than for unfolded monomers but still higher than in case of native conformation.  

As a result the new formed species may show metastable state rather than stable one.  

The is given In Schlunegger et all  63 present a profound discussion of the domain 

swapping mechanism, consider the structures that lead to domain swapping, give the 

general scheme of the process, and show the examples of proteins revealing this 

behavior. 

In the swapped oligomer only hinge sequence has a conformation different from 

the one in the native state of the molecule.  The structure of the hinge is a critical 

parameter which determines the possibility of the domain swapping63.  The length of the 

hinge has to be enough to keep the monomer in its native state, and the particular 

sequence of the hinge should be such that allow the formation at least the metastable 

dimer (oligomer). 

Our model system of study is protein lysozyme.  The lysozyme folded chain, 

illustrated in Fig. 3-1 a, contains two stabilized regions, called domains, linked by a 

relatively short and flexible sequence, called hinge76.  Two domains of the molecule are 

shown in pink and orange.  The active center is highlighted in red and the hinge is 

colored in yellow.  Yellow spheres represent the disulfide bridges. 

Even though there are no reports of domain swapped lysozyme oligomers, 

theoretical investigations reveal an internal molecular vibrational motion76,77, which 

occurs between the two domains and involves the displacement of the hinge region.  This 

26 
 



 

process is crucial for lysozyme activity and may lead to partial molecule unfolding.  

Nuclear magnetic resonance (NMR) studies of lysozyme have indicated different 

hydrogen-deuterium exchange (1H-2D) rates in native vs denatured states of the 

molecule78 in D2O-based solutions.  These studies reveal that some hydrogens are more 

protected than others and the protection is strictly depends on the molecular 

conformation.  We use this concept to test the involvement of partial protein unfolding in 

oligomerization leading to cluster formation.  

 

 

 
 

Figure 3-1.  Formation of protein oligomers.  a, Protein lysozyme structure (RCSB PDB: 
2VB1).  b, Schematic representation of the domain swapping mechanism. 
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3-1.  Materials and methods 

We used lyophilized 6× crystallized lysozyme powder from Seikagaku (Japan).  

Two protein solutions of high and low clusters volume fractions were prepared using 

D2O-based HEPES buffer, 20 mM, pH 7.8.  The control sample was at concentration 25 

mg ml-1 at which cluster volume fraction is low (<10-7).  To achieve a higher volume of 

the cluster population, we prepared a second similar solution with protein concentration 

of 200 mg ml-1, Fig. 3.2. 

In both solutions, hydrogen-deuterium exchange was allowed to proceed for 1 and 

72 hours before it was stopped by quenching the samples to pH 3.8 with a mild solution 

of acetic acid in D2O79.  The quenching diluted the concentration of the protein 8-fold.  In 

the control solution, the concentration was brought back to 25 mg ml-1 by centrifugation.  

The protein concentration in the tested solution was equal to that and it was not 

centrifuged. 

3-2.  Monomer flexibility as revealed by nuclear magnetic resonance 

The amino acid residues with unexchanged hydrogens yielded signal in 1H-15N 

HSQC 2D spectra, based on the natural abundance of 15N in the protein.  Residues 

assignment was done by BMRB 483180.  The data on the rates of amide hydrogen 

exchange are shown on corresponding spectra Fig. 3-3.  Red labels indicate H-atoms 

present in dilute, but absent in concentrated solution, black labels – those present in both; 

unlabeled peaks do not correspond to amide hydrogens. 

The results can be summarized as following: all non-amide and most amide 

hydrogens exchanged rapidly at both concentrations; several residues equally preserved 

their amide hydrogens in both control and cluster containing solutions; no residue 
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exhibited faster exchange rate in the control solution; several residues showed faster 

exchange rate in cluster-containing solution, these are F34, N39, K97, Q121, A122 at 1 

hour, and K33, I98, V92 at 72 hour.  We highlight these amide hydrogens in Fig. 3-1 a as 

blue spheres. 

 

 

 

 

 
 

Figure 3-2.  Schematic of NMR experiment. Two samples were prepared with initiated 
1H-2D initiated.  After 1 or 72 hours from preparation 1H-2D  was stopped.  
Both solutions were tested for remaining 1H-15N signal by NMR. 
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3-3.  Conclusions 

The faster 1H-2D exchange rate in the high concentration solution is 

counterintuitive for a homogenously distributed protein and suggests that the protein in 

the clusters is partially unfolded.  Importantly, Fig. 3-1 a shows that the 1H -atoms 

exposed in the high concentration solution are near the hinges between the two lysozyme 

structural domains76.  These results support the notion that partial unfolding of the 

domains followed by dimerization, as schematically depicted in Fig. 3-1 b, may be a part 

of this protein’s cluster mechanism.   

 

 

 

 

 

 

 

 
 

Figure 3-3. 1H-15N HSQC spectra of a dilute (in red) and concentrated (black) lysozyme 
solution at 1 (left) and 72 hours (right) after solution preparation. 
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CHAPTER 4 

TERMINAL SIZE IN CLUSTER EVOLUTION 

 

Pan et al.46 suggested thermodynamical model describing the existence of liquid 

clusters in protein solutions.  The model states that clusters consist of non-equilibrium 

mixture of monomers and dimers (or higher order oligomers), and the diffusion reaction 

scheme accounts for complex formation, complex decay and diffusion of these two 

populations, monomers and oligomers.  Following this reasoning, cluster radius R2 can be 

expressed as 

𝑅𝑅2 = �(2𝑘𝑘1𝑛𝑛1
𝑜𝑜𝑜𝑜𝑜𝑜

𝐷𝐷1
+ 𝑘𝑘2

𝐷𝐷2
), (4-1) 

where k1, k2 are rates of dimers (a simple case of oligomers) formation and dimers decay, 

D1, D2 are diffusion coefficients of monomers and dimers respectively, 𝑛𝑛1𝑜𝑜𝑜𝑜𝑜𝑜, 𝑛𝑛2𝑜𝑜𝑜𝑜𝑜𝑜 are 

monomers and dimers number density. 

The condition of the local equilibrium far from the core of the cluster is 

𝑘𝑘1(𝑛𝑛1𝑜𝑜𝑜𝑜𝑜𝑜)2 =  𝑘𝑘2𝑛𝑛2𝑜𝑜𝑜𝑜𝑜𝑜. (4-2) 

Assuming low dimer concentration, 𝑛𝑛2𝑜𝑜𝑜𝑜𝑜𝑜

𝑛𝑛1𝑜𝑜𝑜𝑜𝑜𝑜
 ≪ 1 (experiments show that the volume 

fraction of clusters is of the order of 10-6 – 10-7) the cluster size becomes 

𝑅𝑅2 = �(𝐷𝐷2
𝑘𝑘2

). (4-3) 

Hence, the cluster radius is determined only by its diffusion coefficient and the rate of 

dimers decay. 
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4-1.  Materials and methods 

The experiments were carried out with the protein lysozyme purchased from 

Seikagaku (6× crystallized, Japan).  Lyophilized powder was directly dissolved in 20 mM 

HEPES buffer pH 7.8 adjusted with KOH pellets.  Protein concentration was adjusted to 

85 mg ml-1.  The protein solution was filtered into a quartz cuvette (10 mm diameter, 

Helma) through 0.22 μm filter (PES, Lightlabs, USA).  All solutions were kept close to 

prevent evaporation.  Experiments were carried out at 22⁰C, in between the 

measurements solutions were kept in water thermostat at 22⁰C.  DLS measurements were 

performed as described in chapter 2.  The viscosity measurements were carried out as 

in54. 

4-2.  Results 

The previously observed evolution of the cluster size50 is in apparent 

contradiction with the main result of the model, and gradual increase of the clusters size 

could manifest the possibility that the studied objects are not mesoscopic clusters but 

domains of a stable phase slowly evolving towards a macroscopic final size.  There are 

four arguments refusing this scenario. 

First, the cluster volume fraction preserves low values despite the increase of 

protein concentration50.  This observation forbids the principle of macroscopic phase 

separation. 

Second, all tested solutions remained homogeneous over a prolonged observation 

time of 30 days.  No stable phases, liquid or solid, were revealed over this time. 
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Third, if the clusters consisted of a stable dense liquid, their size and volume 

fraction would increase dramatically faster than the observed evolution.  The fast 

nucleation and growth of the droplets in tested 4% NaCl and 50 mM Na acetate buffer 

conditions is consistent with previous microcopy observations81,82.  Fourth, we 

experimentally proved that clusters are constrained to their mesoscopic sizes and 

extremely low volume fractions even after extended periods of equilibration with the 

solution. 

 
 

Figure 4-1.  Intensity correlation functions from: a, a lysozyme solution with shown 
concentration at shown time after solution preparation, b, an identical 
solution containing latex spheres with Rspheres = 200 μm. 
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Fig. 4-1 a displays the correlation function from a solution similar to studied in50 

at 656 h after solution preparation.  A shoulder with characteristic τ1 = 20 μs corresponds 

to lysozyme monomers and a shoulder with τ2 = 26 ms to clusters.  This function reveals 

a ~3× slower diffusion of clusters compared to those, observed after the solution 

preparation.  To understand this slowing down, we monitored in parallel the dynamics of 

latex spheres of 212 nm radius (carboxylate-modified polystyrene microparticles, 

OptiLink, USA) suspended at 10-5 volume fraction in an identical solution.  The 

correlation function from the solutions with the suspended spheres is illustrated in Fig. 4-

1 b.  A shoulder at τ1 = 20 μs corresponds to lysozyme monomers and a shoulder at τ2 = 

30 ms to the latex spheres.  Since the spheres scatter light significantly better than the 

clusters, light scattered from the clusters is not detected.  The correlation function 

indicates that the solution viscosity has increased by ~3×, from 1.45 to 4.5 mPa s.  The 

characteristic diffusion time of the spheres in Fig. 4-1 b is similar to that of clusters in 

Fig. 4-1 a, hence, the cluster radius is about R2 = 200 nm.  Using this radius, we 

determine the cluster volume fraction from the intensity scattered by them as φ2 ≈ 2×10-6. 

4-3. Conclusions 

Substantial amount of information is already available on clusters and in all 

studies of their behavior they are assumed to represent a new aggregation phenomenon in 

homogeneous protein solutions.  Fair thermodynamic considerations, do not prove the 

uniqueness of clusters formation and a new argument was needed to validate the 

assumption that clusters are the new population in protein solutions and not the droplets 

of a dense liquid phase.  Here, we presented the experimental results which showed that 

the cluster population reaches its terminal size upon a prolonged ripening and the clusters 
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do not coalesce in a new dense liquid phase.  Along with other arguments in detail 

explained in Li et al.50, this statement closed the question whether clusters are just nuclei 

of phase separation or the independent population in protein solutions in a favor of the 

last assumption – clusters are the new type of aggregates in homogeneous protein 

solutions and not the domains of a stable phase.  
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CHAPTER 5 

LACK OF DEPENDENCE OF THE SIZES OF THE MESOSCOPIC PROTEIN 

CLUSTERS ON ELECTROSTATICS 

 

The protein clusters result from interplay of monomer influx, oligomer formation, 

and subsequent oligomer outflow and decay.  Reaction-diffusion schemes are derived 

within the hydrodynamic description by connecting the rate of approach to equilibrium 

and the degree of deviation from equilibrium83.  By solving two coupled reaction-

diffusion equations, in which both diffusivities and reaction constants are explicitly 

present, the cluster size R2 emerges as a function of the oligomer diffusivity Doligomer and 

decay rate constant koligomer
84.  

While the oligomer mechanism appears to fit the available data on the mesoscopic 

clusters better than the colloid theory, the applicability of either mechanism to the latter 

cluster class has never been tested.  Here we probe effects of Coulomb interactions on the 

properties of the mesoscopic clusters as a test of the colloid clustering scenario. 

From a fundamental perspective, Coulomb forces determine protein 3D 

structure85,86, substrate binding87,88, enzyme activation89,90, signal transduction91, etc.  

Importantly, Coulomb forces govern two major classes of protein aggregation: amyloid 

fibrillation92-94 and crystallization95,96.  Hence, understanding of their role in cluster 

formation will highlight the similarities and differences between the formation 

mechanisms of the mesoscopic clusters and those two major classes of protein 

aggregates.  Furthermore, as electrostatic forces can bind protein oligomers97, Coulomb 

interactions could contribute to the oligomer scenario.  Thus, quantifying the effect of 

Coulomb forces on the mesoscopic clusters is crucial for establishing how the clusters 
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form.  In turn, these insights may suggest strategies to control cluster populations and, in 

view of the clusters’ role in nucleation, the formation of ordered protein solids.  

Establishing the mechanism of formation of the mesoscopic clusters and the respective 

role of the Coulomb forces will allow clear distinctions between these three cluster 

classes and elucidate complex clustering behaviors in protein solutions. 

5-1.  Materials and methods 

Reagents and solutions.  We purchased lyophilized lysozyme from Affymetrix.  

We also used KCl (Fisher), (NH4)2SO4 (Fisher), and NaCl (Mallinckrodt Chemicals).  

We used HEPES from Fisher and Calbiochem and observed no difference between 

HEPES from the two sources.   

Lysozyme powder was dissolved in K-HEPES (potassium N-2-

Hydroxyethylpiperazine-N’-2-ethanesulfonate) buffer and dialyzed against this buffer 

with pH = 7.8 for two days.  We determined the protein concentration using a Beckman 

Coulter DU 800 Spectrophotometer and extinction coefficient ε=2.64 ml mg-1 cm-1 at 280 

nm 98.  We prepared a stock solution of ~150 mg ml-1 lysozyme in HEPES buffer of 

chosen concentration and dialyzed it against the same buffer overnight (14 - 17 hours) to 

remove low molecular weight acids acquired during production and purification.  After 

dialysis, we adjusted the concentration to 100 mg ml-1 for dynamic light scattering and 

Brownian microscopy measurements and brought the ionic strength to the desired value 

by adding NaCl, KCl or (NH4)2SO4.  For static light scattering measurements the 

dialyzed solutions were diluted to an initial concentration ~35-40 mg ml-1.  All 

experiments were done at 22⁰C.  Prior to all measurements, the solutions were filtered 

through 0.22 μm PES syringe filters (Lightlabs, USA). 
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Solutions with pH < 7.8 were prepared by dialyzing lysozyme against 60 mM 

HEPES (chosen to increase the stability of lower pH values and below the threshold of 

100 mM, above which the electrostatic interactions are fully screened) at pH = 7.8, and 

titrating this solution to the desired pH with 0.10 M HCl. 

Estimation of solution ionic strength.  The pKa of HEPES is 7.5, hence at pH = 

7.8, about one third of the HEPES molecules are present in protonated form and two 

thirds, in deprotonated.  The concentration of potassium ions is equal to that of 

deprotonated HEPES.  Under these conditions, the ionic strength of the buffer is ca. 

0.667× of the total HEPES concentration in the solution. 

To estimate the ionic strength of solutions with lower pH, we note that the ionic 

strength of the starting solution in 60 mM HEPES with pH = 7.8 is I = 40 mM.  Addition 

of HCl to a buffer does not alter I: the added Cl– ions compensate the neutralized acid 

anions.  The protonation of the protein to increase its net charge from +8 at pH = 7.8 to 

+15 at pH = 3.8 requires additional 7 moles H+/mole protein that are accompanied by an 

equal amount of Cl–.  During the determinations of 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, R2, and φ2, the protein 

concentration is 100 mg ml-1 = 6.8 mM.  Hence, the ionic strength is 64 mM at pH = 3.8.  

Accounting for the lower protein charge (9.5 at pH = 5.0 and 8.5 at pH = 6.599), I = 45 

and 42 mM at pH = 5.0 and 6.5, respectively. 

During the determinations of 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, R2, and φ2 as a function of pH, the ionic 

strength I = 64, 45, and 42 mM at pH = 3.8, 5.0 and 6.5, respectively.  Lower I leads to 

higher 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and φ2, as shown in a results section, and this increase partially masks the 

response of 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and φ2 to pH.  During determinations of B2, the starting ionic strength 

is 48, 42, 41 mM at pH values of 3.8, 5.0, and 6.5, respectively.  These solutions are 
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diluted with buffer solutions at I = 40 mM to a final concentration of about 4 mg ml-1, in 

which I is between 41 and 40 mM.  This decrease of I does not affect the slopes of the 

Debye plots, from which B2 is determined.  The higher ionic strength at low pH partially 

masks the response of B2 to pH.  In solutions with concentration 9 mg ml-1, as during 

determinations of 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, the ionic strength at pH values 3.8, 5.0, and 6.5 is, 

respectively, 42.2, 41, and 40.3 mM.  This variation in I does not have significant effects 

on the response of 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 to pH. 

Dynamic light scattering (DLS). From each autocorrelation function we 

determined the average values of the cluster radius R2 and cluster volume fraction φ2.  For 

this, we computed the intensity distribution function corresponding to each correlation 

function employing both the CONTIN inverse Laplace transform algorithm100 and a 

modified cumulant method introduced in Li et al.101.  The intensity distribution functions 

contained two sharp peaks, for the protein monomers and clusters, respectively, each 

characterized with a delay time, τ1 and τ2, and amplitudes, A1 and A2.  From the time τ1 

we determined the protein diffusivity used to characterize the intermolecular interactions.  

From τ2 we determined the effective cluster radius R2 employing the Stokes-Einstein 

equation55,101.  The error bars shown on plots represent the standard deviations of these 

values. 

The viscosity of protein solutions used to evaluate R2 was determined 

independently using carboxylate-modified polystyrene particles (OptiLink, USA) with 

diameter 0.424 μm suspended in 100 mg ml-1 solution of lysozyme in HEPES buffer at 

pH 7.8; the data are shown in Fig. 5-1.  Lower curve is the dependence of viscosity on the 

concentration of HEPES; viscosity is not affected by the addition of NaCl, KCl, and 
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(NH4)2SO4, used to adjust the ionic strength, or KOH and HCl, used to adjust pH.  Upper 

curve is the dependence of viscosity on the concentration of urea in 20 mM HEPES at pH 

= 7.8.  Lines are just guides for the eye. 

 

 

Numerical modeling.  The total free energy of the protein-protein interactions 

consists of three distinct contributions: the Coulomb interaction (subject to the Debye 

screening by the mobile ions in the solution), short-range attraction (due to dispersion 

and, possibly, other interactions), and steric repulsion.  The protein-protein interaction 

was assumed to be fully pairwise.  To facilitate sampling of mutual orientations of two 

molecules, with collaboration with Dr. Lubchenko, Chemistry Department, UH, we 

modeled a protein molecule as a dielectric sphere, as in the Kirkwood-Tanford model 102.  

The sphere radius was chosen at 1.7 nm so that its volume matches that of an actual 

lysozyme molecule.  A charged residue was represented by 1, 2, or 3 point charges 

depending on the number of distinct charged atoms in the residue.  For instance, an 

 
 

Figure 5-1.  The viscosity of 100 mg ml-1 lysozyme solutions hosting the protein-rich 
clusters. 
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(NH3)+ group is represented as three point charges of +1/3.  The charges are located at a 

depth 0.15 nm beneath the surface.  The latitude and longitude of each charge, with 

respect to the center of mass, are set equal to those in the actual protein molecule. 

The Coulomb contribution to the overall protein-protein interaction represents the 

totality of the electrostatic interactions between the charges on the protein molecules.  

The latter interactions are estimated using the Debye-Hückel approximation additionally 

modified to account for the effects of the dielectric discontinuity at the protein-solvent 

interface: we adopted ε = 2 inside and ε = 78 outside the protein molecule, as in water.  In 

addition, we partially accounted for the possibility that the pKa value of a surface residue 

is affected by the proximity of charges on the other protein molecule.  For the four 

residues closest to the midpoint between the molecules, two on each molecule, the 

charges on the residues are determined self-consistently, so as to include, for instance, the 

possibility of deprotonation of a positively charged residue facing another positively 

charged residue.  The charges on the other residues are assumed to be equal to those on 

an isolated protein molecule.  The pH of the solvent is set at 7.8.  The temperature of the 

solution was set to 22⁰C. 

We modeled the effective potential stemming from the non-Coulomb 

interactions, 𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚, by a functional form that smoothly interpolates between the known 

value of the van der Waals attraction for two polarizable spheres, at larger distances, and 

a short-range interaction between surface residues modeled here by a modified Lennard-

Jones type interaction with adjustable parameters.   

𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 = �𝐸𝐸>, 𝑟𝑟𝑠𝑠 > 𝑟𝑟2
𝐸𝐸<, 𝑟𝑟𝑠𝑠 < 𝑟𝑟1

, (5-1) 
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𝐸𝐸> = −𝐴𝐴𝐻𝐻
12
� 1

(𝑥𝑥+1)2
+ 1

(𝑥𝑥2+2𝑥𝑥)
+ 2𝑙𝑙𝑙𝑙 �𝑥𝑥

2+2𝑥𝑥
(𝑥𝑥+1)2

��, and (5-2) 

𝐸𝐸< = 4𝜀𝜀 �� 𝜎𝜎
𝑟𝑟𝑠𝑠+𝛿𝛿

�
2𝛼𝛼
− � 𝜎𝜎

𝑟𝑟𝑠𝑠+𝛿𝛿
�
𝛼𝛼
�, (5-3) 

where 𝑟𝑟𝑠𝑠 the distance between protein surfaces and 𝑥𝑥 = 𝑟𝑟𝑠𝑠/2𝑅𝑅𝑝𝑝 is that same distance 

divided by the sphere diameter. 𝐴𝐴𝐻𝐻 is the Hamaker constant, whose numerical value for 

lysozyme has been estimated at 3.1 𝑘𝑘𝐵𝐵𝑇𝑇.103,104  The quantities 𝜀𝜀,𝜎𝜎, 𝛿𝛿, 𝑟𝑟1 and 𝑟𝑟2 are 

adjustable parameters.  At 𝑟𝑟1 < 𝑟𝑟𝑠𝑠 < 𝑟𝑟2, a fifth-degree polynomial is used to smoothly 

patch the long-range and short-range portions of 𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 – 𝐸𝐸> and 𝐸𝐸<, respectively, so that 

the derivatives of order two and lower are continuous.  

The parameters in the equation above are fixed by (a) stipulating that the 

curvature at the minimum of the binding potential matches its typical value for two 

solvated residues, and (b) tuning the depth of the potential so as to match the resulting 

second virial coefficient to its experimental value measured at one specific value of the 

ionic strength, specifically 313.13 mM in this work.  The resulting values of the 

parameters for the molecular energy are given in Table 5-1. 

The potential of mean force EPMF between two protein molecules is computed as 

the sum of the full Coulomb interaction and 𝐸𝐸mol.  The osmotic second viral coefficient, 

𝐵𝐵22, is computed as 105,106: 

𝐵𝐵22 = −2𝜋𝜋𝑁𝑁𝐴𝐴
𝑀𝑀2 〈∫ (𝑒𝑒−

𝐸𝐸PMF
𝑘𝑘𝐵𝐵𝑇𝑇 − 1)𝑟𝑟𝑐𝑐

2𝑑𝑑𝑟𝑟𝑐𝑐
∞
0 〉, (5-4) 

where 𝑀𝑀 is the protein mass, and 𝑟𝑟𝑐𝑐 ≡ 𝑟𝑟𝑠𝑠 + 2𝑅𝑅𝑝𝑝 is the distance between the proteins’ 

centers of mass. 
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Table 5-1. Values of the parameters of the intermolecular interactions. 

Variable Value Variable Value 

a 12 c1 16.32 

σ 1.64 c2 90.04 

r1 0.33 c3 -186.64 

r2 0.73 c4 173.09 

c0 -0.25 c5 -60.31 

 

5-2.  Model system  

Our model protein, lysozyme, has an isoelectric point at pH = 11.35107, which is 

one of the highest documented for any protein108.  As a result, even at the highest pH = 

7.8 probed here, protonation of basic and acidic surface aminoacid groups leads to a 

significant +8 net charge of the lysozyme monomer99; 17 positive and nine negative 

groups were identified at this pH in ref.97.  At the lowest pH = 3.8 tested here, the net 

charge increases to +1599.  This high net positive charge, illustrated in Fig. 5-2, amplifies 

the significance of the Coulomb forces for aggregation behaviors of lysozyme and makes 

this protein a suitable model system for the present work.  In Fig. 5-2 PBD structure file 

2VB1 was used.  The protonation state of each acid or basic residue was evaluated at the 

chosen pH with PROPKA 3.0.  The electrostatic map was computed online with the 

Adaptive Poisson-Boltzmann Solver (APBS) and drawn using PyMOL 

(www.pymol.org). 
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5-3.  Characterization of the intermolecular Coulomb forces 

We tune the strength of the Coulomb interactions between lysozyme molecules in 

two ways: by varying the solution ionic strength I, which directly controls the Debye 

screening109, and the solution pH, which determines the protein’s charge.  We 

characterize the intermolecular interactions in terms of three parameters. 

(1) The second osmotic virial coefficient B2, which is an azimuthally and spatially 

averaged characteristic of the pairwise interaction potential110.  We obtain B2 from the 

slopes of Debye plots, determined by static light scattering and presented in Fig. 5-3.  The 

ionic strength in these solutions increases from 3.3 mM to 40 mM in Fig. 5-3 a; and from 

13.3 mM to 313 mM in Fig. 5-3 b and c.  At low c, Kc/Rθ= Mw
-1 + 2B2c, where B2 is the 

second osmotic virial coefficient and Mw = 14,300 g mol-1 is the molecular weight of 

lysozyme.  In agreement with this relation, the intercept of all plots is numerically close 

to Mw
-1.  With increasing ionic strength, the slope of the Debye plots, 2B2, which is an 

indicator of pairwise intermolecular interactions, decreases and becomes negative.  This 

 
 

Figure 5-2.  The distribution of electrostatic potential of the solvent-accessible surface of 
a lysozyme molecule at pH = 7.8. 
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indicates that the Coulomb-driven repulsion between lysozyme molecules switches to 

slight attraction.  At high ionic strength > 100 mM the effect of electrolyte concentration 

on B2 and the intermolecular interactions becomes weak. 

 

(2) The diffusivity of protein monomers in dilute solutions 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.  (3) The same 

diffusivity in concentrated solutions 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.  𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 were determined from the 

faster shoulder in the autocorrelation function of the intensity of light scattered off the 

solution, seen in Fig. 5-4.  All solutions contain 100 mg ml
-1

 lysozyme in HEPES buffer 

at pH = 7.8.  The autocorrelation functions suggests that there are two populations of 

scatterers in the analyzed solutions. The shorter delay time corresponds to protein 

 
 

Figure 5-3. Characterization of the intermolecular interaction in lysozyme solutions at 
increasing ionic strength.  Debye plots Kc/Rθ (c) of lysozyme solutions. a, in 
HEPES buffer; b, in 20 mM HEPES with added electrolytes. 
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monomer diffusion, while the second decay corresponds to diffusion of protein-rich 

clusters. 

The viscosities of all solvents used in this study were practically independent of 

the salt concentration and identity.  Hence, 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 trends in Fig. 5-5 b indicate 

the response of the protein dynamics to variations in intermolecular interactions, where 

𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, measured at 9 mg ml-1, open symbols and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, measured at 100 mg ml-1, solid 

symbols.  The Stokes-Einstein diffusivity (or self-diffusivity) D0 = 1.20×10-10 m2s-1  of a 

sphere of radius 1.7 nm in a solution with viscosity 1.06 mPa s is shown.  Solid and 

dashed lines are guides for the eye.  We note that while B2 and 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 account for the 

interactions at long intermolecular separations, 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is weighted towards short 

separations.   

The dependences of B2, 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 on the ionic strength I are displayed in 

Figs. 5-5 a and b.  We have varied I from 3 to 333 mM by increasing the concentration of 

HEPES buffer or adding NaCl, KCl, or (NH4)2SO4.  The values of B2 computed using the 

model are also shown. B2(hs) = 4 VMNA𝑀𝑀𝑤𝑤
−2 = 2.35×10-4 mol m3kg-2 for hard spheres (VM 

= 2.0×10-26
 m3, molecular volume; NA, Avogadro’s number; Mw = 14.5 kg mol-1, 

lysozyme molecular weight) is shown for comparison.  The data sets corresponding to the 

four salts follow the same trend, implying that the intermolecular interactions depend on 

the solution electrostatics but not on the salt identity. 

The decreasing values B2, 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 at increasing I are consistent with 

the expectation that the Debye screening due to free ions significantly weakens the 

Coulomb repulsion.  At I > 100 mM, B2 becomes lower than its value for hard spheres, 

while 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 drops below the value of lysozyme’s self-diffusivity.  Both      observations 
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indicate a switch to weak intermolecular attraction and imply that electrostatic repulsion 

is largely screened by the ions in the solution.  The diffusivity 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 exhibits a stronger 

dependence on I than 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, indicating that Coulomb repulsion is more sensitive to 

electrolyte concentration at short than at long separations. 

 
 

 
Figure 5-4.  Monomers and clusters in lysozyme solutions at varying ionic strength and 

salt identity, characterized by DLS.  a, c, e Normalized autocorrelation 
functions g2 – 1.  b, d, f, The amplitudes of monomers and clusters. 
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The dependences of B2, 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 on pH, displayed in Figs. 5-6 a and b, 

reveal that the values of the three parameters decrease as pH increases.  This is expected: 

since higher pH values are closer to the isoelectric point, the protein net molecular charge 

should decrease leading to weaker electrostatic repulsion.  The decrease in 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 in Fig. 

6 b is stronger than in 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, again implying that Coulomb repulsion is more sensitive 

to the protein’s charge at short than at long separations.  

 

 
 

Figure 5-5. Characterization of the intermolecular interactions in solution at pH = 7.8.  
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While the effects of pH on B2, 𝐷𝐷1𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 link directly to the decrease of 

the molecule’s charge at higher pH, the correlation between B2 and I displayed in Fig. 5-

5 a requires additional discussion.  We employ a computational model following Chan et 

al. 97.  We represent every protein molecule as a sphere with discrete charges as 

illustrated in Fig. 5-7.  The positive and negative surface charges are shown in red and 

blue, respectively.  In Fig. 5-7 a, we represent a lysozyme molecule (whose peptide 

chain is shown here as a ribbon) as a sphere with radius 1.7 nm and position the positive 

and negative charges at a depth 0.15 nm beneath the sphere surface at the longitude and 

 
 

Figure 5-6.  pH effects on the intermolecular interactions. a, Dependence of the second 
osmotic virial coefficient B2 on the solution pH.  b, Dependencies of the 
monomer diffusivities in dilute and concentrated solutions. 
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latitude equal to those in the molecule 97.  In Fig. 5-7 b we show a schematic of the least 

repulsive mutual orientation of two lysozyme molecules.  Residues facing each other in 

this orientation are marked.  Each molecule is represented with its solvent-accessible 

surface and drawn using PyMOL (www.pymol.org).  The models in this figure are for 

pH = 7.8. 

 

 

We consider interactions of pairs of molecules.  Besides the Coulomb forces, we 

include an adjustable short-range contribution to the overall interaction that accounts for 

van der Waals attraction and steric repulsion; we assume that neither of the latter forces 

depends on I.  Because of the molecules’ net positive charge, the majority of pair 

configurations are repulsive; still, there are several attractive configurations, such as the 

one depicted in Fig. 5-7 b, in which a negative Asp 87 faces a positive Arg 45, while a 

neutral His 15 faces a positive Arg 68. 

 
 

Figure 5-7.  The charged groups on the surface of a lysozyme molecule. PBD structure 
file 2VB1 was used. 
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We sample all possible orientations of a pair of molecules using appropriate 

Boltzmann weights97.  The resulting angular-averaged potential of mean force (PMF) at I 

= 13.3 mM and pH = 7.8 is shown in Fig. 5-5 c.  Three characteristics of this PMF 

relevant to the discussion of aggregation include the energy at contact, association 

barrier, i.e., repulsive “hump”, and detachment barrier; their dependences on I are 

displayed in Fig. 5-5 d.   

The values of B2 computed using these pairwise potentials are shown in Fig. 5-5 

a.  The predictions of the model agree well with the experimental data at high ionic 

strengths, and slightly underestimate attraction at I < 120 mM.  The latter discrepancy is 

likely due to solvent structuring interactions that are not included in the model.  The good 

overall agreement of the model with the B2 data indicates that the Coulomb interactions 

adequately account for the observed response of the pairwise intermolecular interactions 

to increasing ionic strength.  

5-4.  The effects of the Coulomb forces on the cluster population   

The responses of the average cluster radius R2 and the volume fraction occupied 

by the cluster population φ2 to the solution ionic strength I are displayed in Figs. 5-8 a 

and b, where in Fig. 5-8 a we show the dependence of the average cluster radius R2 on 

ionic strength.  Solution ionic strength was varied through the concentration of four 

electrolytes, as indicated in the graph.  In Fig. 5-7 b, cluster volume fraction φ2, is 

determined from the same DLS autocorrelation functions as R2, as a function of the 

solution ionic strength.  In Fig. 5-7 c-d, we show the evolutions of cluster size R2 in Fig. 

5-7 c and volume fraction φ2 in Fig. 5-7 d, determined by DLS and BM.  The results of 
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the two methods are similar, within their errors; the inherent error of the φ2  determination 

may be up to 50 % 16. 

R2 is independent of I, within the experimental error, while φ2 decreases 

approximately four-fold as I increases from 3 to ca. 100 mM and saturates at higher I 

values.  Figs. 5-8 c and d reveal that the values of R2 and φ2 are relatively steady in time 

(the slow R2 growth likely reflects an Ostwald-like ripening of the clusters111).  The 

effects of pH on R2 and φ2 are displayed in Fig. 5-9 a and b.  Similarly to the trend in Fig. 

5-8 a, the cluster radius R2 depends weakly on solution pH; several repetitions of this 

experiment revealed no pH dependence.  The cluster volume fraction φ2 increases by ca. 

4× as pH increases from 3.8 to 7.8.   

The apparent increase in the cluster volume fraction φ2 at higher pH is expected: 

the protein charge should decrease with pH, thus reducing protein-protein repulsion; this 

reduction should be stronger when the molecules are closer, i.e., at higher concentrations.  

The decreasing trends of 𝐷𝐷1
ℎ𝑖𝑖𝑖𝑖ℎ and 𝐷𝐷1𝑙𝑙𝑙𝑙𝑙𝑙 with increasing pH in Fig. 5-6 b are consistent 

with these expectations. However, Figs. 5-8 and 5-9 also reveal at least three anomalous 

cluster behaviors. 

First, the behaviors of R2 and φ2 as functions of I are decoupled; this observation 

is in contrast with conventional phase transformations—such as solidification or 

liquefaction—in which the domain size of the incipient phase increases concurrently with 

its overall volume.  The second anomaly is the cluster size, which is independent of the 

solution’s ionic strength or pH despite the decreasing intermolecular repulsion at higher 

values of the two parameters, evidenced by Figs. 5-5 a and b and 5-6 a and b.  The third 
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puzzling behavior is the decreasing cluster volume fraction φ2 at high ionic strength I in 

Fig. 5-8 b.  This contradicts the expectation that weaker repulsion in concentrated 

solutions, revealed by the 𝐷𝐷1
ℎ𝑖𝑖𝑖𝑖ℎ trend in Fig. 5-5 b, should lead to cluster stabilization 

and, hence, a higher cluster volume fraction, similarly to the observations at higher pH in 

Fig. 5-9 b.  Note that the three anomalous behaviors contradict general rules of phase 

transformations and solution thermodynamics and not a specific model of cluster 

formation.  Hence the conclusions on the cluster mechanism that emerge from their 

resolution, discussed below, are not confined to such a model.  

 

 
 

Figure 5-8. Populations of protein-rich clusters in 100 mg ml-1 lysozyme solutions in 
HEPES buffer at pH = 7.8 characterized by dynamic light scattering (DLS) 
and Brownian microscopy (BM). 
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The decoupled behaviors of R2 and φ2 at increasing I indicate that R2 and φ2 are 

controlled by distinct mechanisms.  This observation agrees with the oligomer 

mechanism of cluster formation by which R2 is determined by the kinetics of decay of the 

oligomers accumulated in the clusters84, while φ2 reflects the high free energy cost of 

bringing together positively charged molecules84,111.  The second feature, the lack of 

correlation between the cluster size R2 and the solution ionic strength and pH indicates 

that cluster formation is not governed by Coulomb interactions.  Thus, neither the colloid 

scenario of Coulomb-regulated cluster formation112,113, discussed above, nor a 

mechanism relying on electrostatically bound oligomer could underlie the mesoscopic 

clusters in lysozyme solutions.  The third peculiarity of the above data is discussed in the 

next sub-section. 

 

 
Figure 5-9. pH effects on the cluster characteristics, the cluster radius R2 in a, and the 

cluster volume fraction φ2 in b. 
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Another example of Coulomb-independent behavior is presented by proteins of 

the γ-crystalline family114.  These crystallines form clusters that are clearly mesoscopic: 

each cluster contains a large number of monomers, the total cluster population occupies 

low volume.  Similarly to the lysozyme clusters, the clusters γ-crystalline retain a size of 

about 100 nm as pH is varied from 6.8 to 10 and the NaCl concentration, from 150 to 350 

mM114. (The cluster disaggregation at pH and NaCl concentration values outside these 

ranges114 may be due to a protein-specific mechanism that is beyond the assumptions of 

the clustering models discussed here.)   

With many other studied proteins, clusters are observed at ionic strengths higher 

than 100 mM84,111,114-117, at which the Debye length is shorter than the molecular size and, 

hence, the lifetimes of electrostatically-bound oligomers would be insignificant.  Hence, 

Coulomb-regulated colloid clustering and Coulomb-mediated oligomerization can be 

excluded as formation mechanisms of the mesoscopic clusters in solutions of these 

proteins. 

5-5.  Water-structuring interactions and partial protein unfolding 

The anomalous decrease of φ2 at high I in Fig. 5-8 b is akin to salting-in, the 

increase of solubility of proteins and colloids at increasing ionicity.  This decrease 

contradicts the trend of decreasing molecular repulsion at high ionic strength, revealed by 

Figs. 5-5 a and b for protein concentrations up to 100 mg ml-1, and suggests that forces 

other than Coulomb are at play. These hypothetical forces must then destabilize the dense 

liquid held in the clusters, in which the protein concentration is ca. 500 mg ml-1 84 and the 

intermolecular separation is shorter than 1 nm 84.  Possible candidates are water-

structuring forces that operate at similarly short separations 109.  They are classified either 
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as hydration, due to water structuring at polar surface patches and augmented by the 

presence of ions and other kosmotropes 109,118, or hydrophobic, due to water layering 

along non-polar surface patches 109.  Thus, increasing concentrations of kosmotropic ions 

could induce the buildup of hydration layers and hydration repulsion at short 

intermolecular separations that destabilize the cluster phase.   

To test the role of hydration and hydrophobic forces in cluster formation, we 

added urea and ethanol to the probed solutions.  Urea is known to destabilize the native 

structure of most proteins; addition of 8 M urea in aqueous solutions causes full protein 

unfolding 119-121.  The current consensus appears to be that urea is a universal denaturant 

since it interacts favorably with the peptide backbone 122.  The aminoacid side chains 

assist the action of urea by additional preferential interaction with it and by diluting the 

effective concentration of the backbone amides 123-125.  The interactions of urea with the 

backbone and side chains involves intercalation and destruction of the water structures 

(chaotropic action) 126.  Ethanol forms homogeneous solutions with water at 

concentrations below ca. 2.8 M 127.  Similarly to urea, ethanol is a chaotropic agent, 

however, it accumulates in the vicinity of nonpolar aminoacid residues and disrupts 

adjacent water structures: it strips off as many as 16 bound water molecules from the 

lysozyme surface 128 and may form hydrogen bonds to its hydroxyl groups 129.  In 

important contrast to urea, ethanol does not interact with the peptide backbone and, 

hence, it induces protein unfolding only at high concentrations: a recent study 

demonstrated that ethanol does not affect the conformations of lysozyme α-helixes and β-

sheets at concentrations as high as 2.5 M 129. 
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We have characterized the effects of urea and ethanol at concentrations up to ca. 

2.5 M on the protein interactions in terms of the second osmotic virial coefficient B2 

(determined from plots in Fig. 5-10) and the product of monomer diffusivity and buffer 

viscosity 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝜂𝜂𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (in contrast to the salts used to modify protein interactions in 

Figs. 5, 6 and 8, urea and ethanol significantly affect the buffer viscosity at the applied 

concentrations).  All data are for 100 mg ml-1 lysozyme solutions in 20 mM HEPES at 

pH = 7.8, in which the ionic strength I = 13.3 mM.  In Fig. 5-10 a-b we show variation of 

the second virial coefficient B2 (left ordinate, closed symbols) and of the product of 

monomer diffusion coefficient 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 in 100 mg ml-1 solutions and the buffer viscosity 

ηbuffer (right ordinate, open symbols) as functions of the concentration of urea in Fig. 5-10 

a and ethanol in Fig. 5-10 b.  Inset in Fig. 5-10 a is the native structure of lysozyme and 

its solvent-accessible surface.  Locations at which the peptide backbone is exposed to the 

solvent are highlighted with arrows.  In Fig. 5-10 c-d we show the response of the cluster 

radius R2 (left ordinate, closed symbols) and volume fraction φ2 (right ordinate, open 

symbols) to increasing concentrations of urea in Fig. 5-10 c and ethanol in Fig. 5-10 d. 

The results in Fig. 5-10 a and b reveal that the addition of urea or ethanol perceptibly 

enhances intermolecular repulsion, likely by weakening the hydrophobic attraction. 

The ethanol effects are consistent with disruption of the water structures, likely 

around the nonpolar surface aminoacid residues.  In addition to them, urea likely acts also 

on the peptide backbone exposed to the solvent (backbone segments accessible to urea in 

the native confirmation are illustrated in the inset in Fig. 5-10 a; the exposure of 

additional backbone segments due to partial protein unfolding is supported by evidence 
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below).  Thus, stronger urea-induced repulsion is consistent with weakening of the water 

structures around these backbone segments.   

 

While with ethanol the increase in B2 (ca. 15%) is comparable to that of 

𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝜂𝜂𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏, with urea the increase in B2 (ca. 40%) is stronger than that of 

𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝜂𝜂𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (ca. 20%).  As discussed above, 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝜂𝜂𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is weighted towards short 

intermolecular separations.  Hence, this discrepancy indicates that urea boosts more 

repulsion at the long range.  Since the discrepancy is not observed with ethanol, we 

assign it to urea-enhanced partial protein unfolding.  It exposes to the solvent nonpolar 

sidechains that in the native structure are tucked inside.  Urea does not interact with the 

 
 

 
Figure 5-10. The role of hydrophobic interactions and partial unfolding in cluster 

formation. 
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exposed sidechains.  The resulting hydrophobic attraction acts at the short range, at which 

it mitigates the repulsion caused by urea coating the protein backbone.  

The data in Fig. 5-10 c demonstrate that the addition of urea reduces the cluster 

radius R2 about three-fold, while increasing the cluster population volume fraction φ2 by 

an order of magnitude.  The addition of ethanol does not affect R2 and weakly lowers φ2, 

Fig. 10 d.  The decoupled behaviors of R2 and φ2 in the presence of urea exclude protein 

denaturation and aggregation induced by this additive as the cause of the observed trends.  

We carried out two additional tests of the possibility of denaturation.  First, we 

determined R2 and φ2 in a protein solution containing 1.25 M urea, prepared by mixing a 

solution with 2.5 M urea with an equal volume of a protein solution of the same 

concentration and no urea.  The measured R2 and φ2 (Fig. 5-11) were practically identical 

to those in directly prepared 1.25 M urea, indicating that cluster formation and its 

constituent processes are reversible.  The data in Fig. 5-11 was obtained from 100 mg ml-

1 lysozyme solutions in 20 mM HEPES at pH = 7.8, in which the ionic strength I = 13.3 

mM.   The observed trends are identical to those in Fig. 5-10 c; differences in values of 

R2 and φ2 are due to a different protein batch.  Solid black squares and open brown circles 

denote solutions prepared by the addition of respective urea amounts to lysozymes 

solutions.  For the solutions denoted with grey solid squares and red circle, equal volumes 

of 0 and 2.5 M urea solutions were mixed, which brings the urea concentration to 1.25 M.  

The resulting R2 and φ2 are very close to the other data pair for the same urea 

concentration, indicating that cluster formation is reversible. 

Second, we monitored the evolution of the cluster population over 24 hours.  We 

found (Fig. 5-12) that R2 and φ2 did not change from the values established within 30 min 
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after the addition of urea, Fig. 5-10 c.  In combination with the conclusion of cluster 

reversibility, the latter observation implies that the cluster population is in equilibrium 

with the solution, similar to its behavior in the absence of urea 84. 

The R2 and φ2 responses to urea are anomalous from a classical viewpoint: a 

significant increase in the cluster-phase volume is accompanied by a decrease in its 

characteristic dimension.  On the other hand, they are compatible with the oligomer 

mechanism of cluster formation, according to which R2 and φ2 are independently 

regulated.  Furthermore, comparing the variations of R2 due to the addition of urea and 

ethanol indicates that oligomers bound by backbone-to-backbone contacts are crucial for 

cluster formation.  The accumulation of urea around the peptide backbone would 

accelerate the decay of such oligomers and increase the corresponding rate constant 

koligomer and lead, according to Eq. (1), to smaller clusters.  Since ethanol does not interact 

with the backbone, it does not affect R2.  The responses of φ2 to urea and ethanol 

highlight the role of partial protein unfolding in oligomer stabilization and cluster 

formation.  Enhanced protein unfolding by urea (tentatively indicated by the discrepancy 

in the B2 and 𝐷𝐷1𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝜂𝜂𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 trends in Fig. 6 a) exposes hidden nonpolar aminoacid 

residues.  Since the attractive hydrophobic interactions between them are short-ranged, 

this stabilizes the cluster phase more than the dilute solution and increases φ2.   

Looking back at the effects of electrolytes, we note that one of the used salts, 

(NH4)2SO4, combines electrostatic with kosmotropic and chaotropic actions due to its two 

ions, i.e., SO4
2- stabilizes the water shells around proteins and the native protein 

conformation, while NH4
+ destabilizes water structures and tends to denature proteins 130.   
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It appears that at the highest concentration used here, 100 mM (higher concentrations 

lead to fast crystallization), the chaotropic action is not exhibited; the protein 

conformation is stable; and the action of (NH4)2SO4 is fully described by the charges of 

its constituent ions via the ionic strength I.   

The responses of R2 and φ2 to the presence of urea and ethanol in Fig. 5-10 are not 

dramatic, implying that the cluster formation mechanism have not been modified by these 

two additives.  These responses identify partial protein unfolding as the likely force 

behind the existence of mesoscopic clusters in lysozyme solutions with widely ranging 

compositions.  Note that only a small fraction, 10-6 – 10-4, of the total soluble protein 

partially unfolds and is held in the clusters.  The unfolding exposes to the solvent the 

peptide backbone and nonpolar aminoacid residues, hidden in the native conformation, 

enables hydrophobic bonds between backbone segments, and stabilizes the cluster phase 

 

 
 

 
Figure 5-11. The response of the cluster radius R2 (left ordinate, closed symbols) and 

volume fraction φ2 (right ordinate, open symbols) to increasing or 
decreasing concentrations of urea. 
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through hydrophobic attraction between the exposed nonpolar aminoacid residues.  We 

have demonstrated that the constituent steps in this scenario are reversible, which 

indicates that it is fully compatible with the oligomer mechanism of cluster formation 84, 

wherein backbone-to-backbone contacts support transient oligomers.    

5-6.  Purging of lysozyme solution with gases induces shear stress, crucial for 

lysozyme cluster formation 

Purging (or bubbling) of a lysozyme solution with an inert gas is known to 

decrease the protein activity by causing molecules unfolding at the hydrophobic 

solvent-gas interface131 or because of the induced shear stress.132  Meanwhile, the gas 

bubbled through the sample causes the change of chemical composition of solutions 

depending on the gas nature.  Our tests aimed to test the significance of hydrophobic 

forces after the partial unfolding during bubbling and the possibility of participation 

of chemical bridges in clusters formation, such as -S-S- and –NH2-OCO-NH2- 

 
 

 
Figure 5-12. The consistency of the radius R2 and volume fraction φ2 of the clusters in 

the presence of urea.  Solutions were characterized 30 min and 1 day after 
preparation.  The data for 30 min are from Fig. 5-10 c. 
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bridges.  The increase of oxidative potential of a solution, which can be achieved by 

bubbling of oxygen through the sample, would break these bridges and lead to a 

different cluster properties.  We performed experiments in which lysozyme solutions 

were bubbled with different gases: air (laboratory pipeline), He, N2, O2 (Praxair, 

USA) at different flow rates ranging from 0.2 to 0.5 L/min over the course of 2.5 

hours. The viscosity of the solutions does not change over the bubbling time and 

remains 1.42 cP. 

We started our tests with characterization of monomers response to applied 

changes, monomer diffusivity D1 and the second virial coefficient B2, Fig 5-13.  In 

Fig. 5-13 a we show the response of the monomer diffusivity at the highest gas flow 

rate of 0.5 L/min over the 2.5 hours of bubbling.  The first point represent the 

standard, i.e., the value of monomer diffusivity D1 before bubbling. In Fig. 5-13 b we 

display static light scattering experiment data on a standard solution (no bubbling) 

and solution after 2.5 hours bubbling at the highest gas flow rate 0.5 L/min.  We 

notice that the bubbling did not change the monomer-monomer interactions 

characterized by the second virial coefficient B2, extracted from the slope of these 

dependences. As in the case of unperturbed solutions, the second virial coefficient B2 

= 1.89×10-3 mol m3 kg-2.  These observations indicate that the majority of protein 

monomers was not affected by bubbling. 
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Cluster characterization we show in Fig. 5-14 and 5-15.  From Fig. 5-14 we 

notice first, that a created effect on protein-rich clusters does not depend on the nature 

of the bubbled gaz.  Clusters characteristics, such as radius R2, volume fraction φ2, 

and number density n2 reveal the same dependences on bubbled time for both, 

nitrogen and oxygen gases.  We also performed tests with bubbling lysozyme 

solutions with air and helium, obtained dependences reveal the similar trends, from 

which we conclude, that the chemical identity of the bubbled gas does not affect the 

resulting clusters characteristics.  These results tell us that the proposed possibility of 

chemical bridges participation in clusters formation is not confirmed. In Fig. 5-14 we 

also tested the bubbling effect on its preservation.  We characterized lyzosyme 

clusters on the second day after bubbling with O2 and notice that cluster properties 

remain intact. 

We show the evolution of cluster radius R2 in Fig. 5-15 with increase of the 

bubbling time.  The reference solution with no bubbling was analyzed to verify the 

steadiness of cluster radius throughout the experiment.  We noticed the increase of R2  

 
 

 
Figure 5-13.  Characterization of intermolecular interaction in lysozyme solutions during 

bubbling test. 
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with increase of the gas flow rate from 0 to 0.3 L min-1 and increase of the bubbling 

time.  This observation corresponds to a proposed cluster formation mechanism due to 

protein complex formation.  Purging of the samples at moderate rates leads to protein 

unfolding, stabilization of protein oligomers, and increase of cluster radius.  The  

 
 

Figure 5-14  Evolution of cluster characteristics during bubbling of N2 and, O2, at 0.3 
L/min flow rate and preservation of them within 24 hours. a, cluster radius 
R2, b, volume fraction φ2, c, concentration n2. 
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decrease of cluster radius at the highest probed flow rate 0.5 L min-1 can result from 

the increase of shear stress rates in solutions which heads to protein denaturation and 

irreversible aggregation. 

 

 
 

Figure 5-15.   The effects of shear flow on cluster formation. The response of the cluster 
radius R2 to solution bubbling with N2. 
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5-7.  Conclusions 

The present results demonstrate that the Coulomb forces that govern aggregation 

in biological systems and many other phenomena in nature do not affect the size of the 

mesoscopic clusters in lysozyme solutions.  In addition to their large size, high amount of 

protein contained in each cluster, small fraction of total protein held in the clusters, and 

concentration independence of the size, the Coulomb independence of the clusters size 

distinguishes them sharply form the two other classes of clusters observed in protein 

solutions.  The mesoscopic clusters exhibit other behaviors that are in contrast with 

established laws of phase equilibrium: decoupled responses of cluster phase volume and 

cluster size to variations of the ionic strength, pH, and additive concentration, and 

decreased cluster phase volume upon stronger intermolecular attraction.  Tests with urea 

and ethanol and purging lysozyme solutions with gases  suggested the importance of 

hydrophobic and water-structuring interactions in clustering behavior, supporting the 

hypothesis of domain swapping mechanism in their formation.  
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CHAPTER 6 

ALTERNATIVE MECHANISMS OF CLUSTER FORMATION ON THE 

EXAMPLE OF PROTEIN GLUCOSE ISOMERASE 

 

Xylose isomerase (glucose isomerase) is a tetrameric enzyme participating in 

conversion of a wide range of monosaccharides, such as transformation of D-glucose to 

D-fructose.  Each segment of this protein is a 388 amino acid sequence with a total 

molecular weight of the tetramer 173 kDa, Fig. 6-1.  Isoelectric point of glucose 

isomerize varies depending on a host organism producing the enzyme and typically 

ranges from pH 3 to 5 (from Hampton Research guide and133,134).  The secondary 

structure of glucose isomerase is related to a TIM-barrel, when eight α-helices and eight 

parallel β-sheets alternate along the peptide backbone and fold together forming a barrel-

like structure with an active site inside.  Two Mg2+ ions are located inside TIM-barrel and 

are important in catalytic activity of this enzyme.  The major industrial application of 

glucose isomerase is production of D-fructose extensively used in food industry as a low 

calorie sweetener. 

Moderate amount of work was done on studying glucose isomerase clusters and 

their participation in the two-step mechanism of nucleation.  Nevertheless, there is no 

profound research on glucose isomerase clusters behavior and attempts to understand a 

mechanism of their formation.  Our interest in glucose isomerase protein clusters hinges 

on the peculiar structure of this enzyme.  While well studied lysozyme-rich clusters are 

built from single chain monomers, clusters of glucose isomerase originate from solutions 

of tetrameric molecule structure. 
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We test the significance of water structuring interactions and partial protein 

unfolding on the glucose isomerase clusters formation as well as we induce the shear 

stress by bubbling of the enzyme solutions with N2.  The particular choice of these 

experiments is in the opportunity to relate results to a previously conducted study on 

lysozyme and reveal similarities or differences which could explain the glucose 

isomerase cluster formation. 

The mechanism of lysozyme clusters we see in formation of oligomers, or in a 

simple case, dimers.  Glucose isomerase possess a native tetrameric structure, thus a 

different scenario of clustering behavior of this protein can be expected. 

6-1. Materials and methods 

Glucose isomerase from Streptomyces rubiginosus (Hampton Research, USA) 

was dialized against 100 mM HEPES buffer at pH 7.0.  The concentration of the protein 

was determined by UV absorbance at 280 nm using an extinction coefficient 1.042 ml 

mg-1cm-1.  The final concentration was adjusted to 1 mg ml-1 (justified below) and the 

stock solutions were filtered through 0.2 μm PVDF syringe filters (Fisher Scientific, 

 
 

Figure 6-1.  The structure of tetrameric glucose isomerase molecule drawn with Pymol.  
Different units are colored correspondingly. 
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USA).  All experiments were carried out at 22⁰C.  Clusters characterization was 

performed employing Brownian microscopy technique described in detail in chapter 2. 

Concentration of glucose isomerase was chosen following two considerations.  It 

had to be low enough to not have a strong monomers background overlapping the signal 

from clusters, and high enough to produce clusters at a sufficient for Brownian 

microscopy concentration. 

The high concentration of glucose isomerase yields a strong background observed 

by Brownian microscopy from its monomers due to their large size, 5 nm.  This fact 

prevents the possible glucose isomerase clusters to be resolved with dynamic light 

scattering and dictates the requirement of keeping the protein concentration at a low 

level.  This fact determined the principal experimental technique, Brownian microscopy 

since it can register the signal even at the very low scatterers concentration.  We 

determined the final concentration for our tests to be 1 mg ml-1. 

To evaluate the effects of partial protein unfolding on glucose isomerase cluster 

formation, we tested solutions containing urea at 0.5 – 3M concentration.  The highest 

concentration of urea used was chosen following the reasoning to not to cause 

irreversible unfolding and reveal any possible effect.  Shear stress experiments performed 

by purging of N2 through the protein solutions required higher clusters concentration in 

the sample, since we had to be accurate in cluster concentration determination.  We tested 

several conditions for the presence of the high number of clusters at 1 mg ml-1 glucose 

isomerase concentration. We tested protein dissolved in 

1) H2O (almost no clusters), 
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2) H2O and 10% ethanol (many clusters with visually narrow distribution of 

sizes), 

3) H2O and 10% of acetic acid (decreases the pH from neutral to 4, yields many 

tiny scatterers that could be filtered out, which means that these are not the clusters but 

irreversible aggregates), 

4) 100 mM Hepes pH 7.0 (the so-called standard solution we employed for 

clusters characterization), 

5) 100 mM HEPES pH 7.0 and 10% ethanol (yielded many clusters with low 

polydispersity), 

6) 100 mM HEPES pH 7.0 and 10% of acetic acid (yielded the same result as 

condition (3) ), 

7) 100 mM citric buffer pH 4.8 (produced many polydispersed clusters with 

fluctuating shape which is not suitable for the current experiments), 

8) 100 mM citric buffer pH 4.8 and 10% ethanol (produced amorphous 

precipitate), 

9) 100 mM citric buffer pH 4.8 and 10% acetic acid (produced amorphous 

precipitate as in conditions (8) ). 

From the tested conditions we selected 100 mM HEPES pH 7.0 and 10% ethanol 

for the bubbling experiment, since cluster volume fraction was ~3.5× higher in 

comparison to a standard, 100 mM HEPES pH 7.0, solvent, and clusters radius increased 

from ~50 to ~70 nm. 
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6-2. Pairwise monomers interactions and solution viscosity 

Prior characterization of clustering behavior in glucose isomerase solutions we 

tested the monomers pairwise interactions by evaluating the second virial coefficient B2.  

We inspected three distinct conditions: 100 mM HEPES pH 7.0, 100 mM HEPES pH 7.0 

and 10% ethanol, and 100 mM HEPES pH 7.0 and 3 M urea.  We performed static light 

scattering methods as described in chapter 2 and from obtained Debye plots shown in 

Fig. 6-2 a calculated the second virial coefficient B2, displayed in Fig. 6-2 b. 

 

The values of the second virial coefficient are positive but less than the value of 

non-interacting hard spheres B2
HS=1.6 mol cm3 g-2.  Glucose isomerase proteins 

experience slight attraction, and this attraction attenuates following conditions: HEPES, 

HEPES and 10% ethanol, HEPES and 3M Urea, displayed in Fig. 6-2b. 

Overall, the results on monomer-monomer interactions suggest that variation of 

solvent composition does not affect the behavior of glucose isomerase monomers much.  

 
 

Figure 6-2.  The pairwise interactions in glucose isomerase solutions. a, Debye plots, b, 
the second virial coefficient B2, obtained from a. 
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This fact allows us to eliminate a possible influence of monomers interactions on clusters 

formation and study the mechanisms of monomers aggregation into a new mesoscopic 

metastable phase separately from indirect effect of the solution osmotic compressibility. 

We measured protein solutions viscosity in the presence of 10% ethanol and at all 

tested concentrations of urea.  We obtained 1.22 cP of 1 mg ml-1 protein solution 

viscosity in the presence of 10% ethanol and the dependence of the viscosity in urea 

containing solutions we show in Fig. 6-3. 

 

 

6-3.  The role of partial protein unfolding and shear-stress influence on cluster 

formation in glucose isomerase solutions 

Following the experiments carried out with protein lysozyme, we tested the 

clustering behavior in glucose isomerase solutions with different concentrations of  urea.  

The range of added urea concentration was from 0.5 to 3M, below the level when urea 

causes irreversible protein unfolding.  We show the results in terms of clusters radius R2, 

 
 

Figure 6-3.  Viscosity of glucose isomerase solutions without and in the presence of urea. 
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volume fraction φ2, and concentration n2, Fig. 6-4 a-c.  We show the measured values of 

these parameters after the solution preparation as well as after 1 day (24 hours) to study 

the preservation of possible effects on cluster formation.  We see that in the presence of 

urea, cluster radius R2 does not change and stays constant at 50 nm.  The same trend is 

observed with cluster volume fraction, φ2, which remains unchanged at ~3.5×10-7, cluster 

concentration n2 increases somewhat 20% from the standard value of the solution without 

urea to solution containing 3 M of urea. 

With open symbols in Fig. 6-4 a-c we show the effect of urea on the second day 

after the solution preparation.  We notice that the urea containing solutions, 0.5 and 1 M 

urea, show the slight increase in cluster radius which is in agreement with the results of 

the standard solution, where we observe Ostwald-like ripening.  At higher urea 

concentration the cluster ripening seems to be suppressed. 

Overall, we observe that in contrast to lysozyme solutions, cluster characteristics 

do not change significantly.  This fact suggests that partial protein unfolding is not a part 

of clustering mechanism in glucose isomerase solutions. 

The next step was to test the effects of shear stress on clusters behavior similar to 

the experiments conducted with lysozyme solutions. We chose N2 gas (Praxair, USA) at 

the rate of 0.3 L min-1.  The results of the experiments we show as distributions obtained 

with Brownian microscopy in Fig. 6-5a-b and as values of clusters characteristics shown 

in Fig. 6-6 a-c calculated from the maximum values of distribution in Fig. 6-5 a. 
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We noticed that the cluster concentration decreases with bubbling time as follows 

from logarithmic dependences in Fig. 6-5 a-b.  We see the decrease of cluster radius over 

20% in the course of bubbling as well as cluster volume fraction and their concentration. 

These results suggest that shear stress induced by the bubbling if N2 influence the cluster 

formation. 

 
 

Figure 6-4.  Clusters characteristics in glucose isomerase solutions in the presence of 
urea, a, clusters radius R2, b, clusters volume fraction φ2, c, clusters 
concentration n2. 
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6-4. Conclusions 

It was proposed that clustering behavior requires the presence of new species in 

protein solutions. In case of lysozyme we suggest that partial protein unfolding leading to 

dimerization is the primary mechanism leading to cluster formation. This mechanism is 

supported by the results of urea and ethanol experiments discussed above.  The absence 

of urea influence on glucose isomerase clusters suggests that partial protein unfolding is 

not at play in this protein and new species are formed due to some other mechanism. 

 
 

Figure 6-5.  Distributions of glucose isomerase clusters population before and after 
bubbling with N2 at 0.3 L min-1 in terms of concentration a, and volume 
fraction b. 
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Glucose isomerase monomers exists in tetrameric form.  We propose a new 

mechanism of cluster formation when the new species are misassembled protein 

monomers, such as trimers and pentamers (higher disordered assemblies would result in 

higher free energy cost and less probability of formation).  Our proposal is in agreement 

 
 

Figure 6-6.  Evolution of glucose isomerase clusters characterics after bubbling: a, 
cluster radius R2, b, cluster volume fraction φ2, c, cluster concentration n2. 
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with obtained results and supports the common clustering mechanism requiring the 

presence of new species and highlights the uniqueness of a certain protein by the 

mechanism of the formation of these new species. 
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CHAPTER 7 

ORGANIC ADDITIVES IN CLUSTERS FORMATION 

 

Proteins compose all living organisms and are involved in vast variety of living 

processes: signal transmission, molecular transport, catalytic reactions and others135.  

This colossal involvement makes these molecules an interesting object of study.  There 

are two major fields of protein aggregation research: first, there is a desire to know how 

to stabilize these complex molecules and prevent their aggregation, and, second, there is a 

need to find the conditions under which proteins can crystallize, i.e., to promote a 

desirable aggregation.  Both problems are challenging and have different ways and 

approaches.  The common pathway is to alternate system properties turning them to a 

desirable outcome.  To change properties of the thermodynamic system “protein and 

solvent” one can start with modification either of the protein molecule or the solvent.  

The former way includes changing of protein structures – replacing some aminoacids to 

ensure greater molecule stability and stronger intermolecular interactions.  The latter 

approach is oriented towards alternation of the solvent structure: water bonds, solvent 

surface tension, dielectric constant the solvent.  Thus, modification solvent properties, 

such as pH or ionic strength, modifies electrostatic interactions, protein solvation, 

hydrophobic interactions, preferential solvent-protein interactions136. 

Due to complex protein structure there is no unique approach in protein 

manipulation.  The successful recipes for both, protein stabilization and crystallization, 

are empirical.  In the best case scenario, we have the experimental protocol which allows 

to achieve the desired result and we can explain why in this specific case the certain 

protocol works.  A tremendous amount of work was done in attempts to explain the 
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successful use of some crystallization additives in protein science.  Some organic 

substances act as salting-out agents and reduce protein solubility136-138.  Alcohol addition 

to an aqueous solution also increases the second virial coefficient of a protein which 

means higher intermolecular repulsion139.  It was shown that in the presence of ethanol 

lysozyme acquires a more tightly folded conformation140.  Alcohols are capable of 

changing a dielectric constant of the protein, are responsible for enhanced electrostatic 

interactions, they break water structure and dehydrate protein141,142.  For example, in 

RNase-A crystallization experiments in the presence of ethanol attractive intermolecular 

interactions increased141.  Authors suggest that this effect might be attributed to the 

change of the solvent dielectric constant. The enthalpy of lysozyme thermal transition in 

aqueous solutions changes in the presence of ethanol143.  Water-miscible organic 

solvents, such as ethanol and acetone, are generally considered to be good protein 

precipitants144,145.  Both lower dielectric constants of the solution and reduce the 

solvation power of solvents.  A study revealed that protein lysozyme does not distinguish 

effects from ethanol and acetone as cosolvents and the solvation effect from these 

components have a non-specific character146. 

Substantial amount of work was done towards understanding the importance of 

MPD (2-methyl-2,4-pentanediol, hexylene glycol) as a cosolvent in protein behavior 

control. MPD is a very strong precipitant but not a strong denaturant, it does not denature 

proteins at crystallization conditions136,147.  Addition of MPD promotes strong protein 

hydration, not disturbing secondary and tertiary structure of the molecule, therefore the 

self-aggregation is enhanced147-150.  It was revealed that MPD molecules tend to make 

penetrative contacts with protein  molecules147 stabilizing intermolecular interactions and 
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helping in protein crystallization.  It was found that heptameric structure in the crystal 

was induced by MPD in α-hemolysin, and it was proposed that MPD can bind at the lipid 

head binding pocket and facilitates oligomer formation151.  In148 it was suggested that 

alkanediol may act similarly to surfactants in crystallization of membrane proteins, where 

solubilization reduces precipitation by aggregation and allows the controlled association 

of protein molecules into a protein crystal.  MPD demonstrates a preference for 

hydrophobic residues147-150.  In the example of RNase-A crystallization, it affects 

crystallization through preferential hydration of the protein and at high MPD 

concentration the protein undergoes phase separation, at conditions close to pH 5.8 it is 

strongly excluded from protein and leads to crystallization136,148.  It was found that in the 

presence of MPD the structure of RNase-A in crystals is somewhat different from that in 

solution, or that only one or a few of all native conformations is selected by the crystal 

lattice152.  Detailed research revealed that MPD molecules are incorporated in the crystal 

structures and have the specific sites of binding: Phe34, Trp63, Trp123 and C-subsite for 

a lysozyme molecule, and Trp179, Arg200 in α-hemolysin151,153,154.  Michaux et al. 

note154 that C-subsite is also a binding site of alcohols.  In crystallized lysozyme MPD is 

found on the surface between two lysozyme molecules, close to Arg 114.  The specificity 

suggests the importance of protein-MPD interactions essential in cooperative behavior151. 

Another common additive, glycerol, acts in ways similar to MPD.  It does not 

change the dielectric constant of the solvent significantly but is able to penetrate inside 

the protein molecule, stabilizing their native structure and increasing protein 

solubility137,155,156.  Glycerol increases the solubility, decreases enthalpy of 

crystallization, promotes nucleation and can result in a better quality crystals156.  It is also 
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noted that interfacial energies are reduced in the presence of glycerol and MPD156,157.  

And for both, glycerol and MPD, preferential interactions can explain their effects on the 

self-association of proteins and their stability136. 

Crystallization is only one example of protein self-aggregation. Proteins can also 

form fibers, filaments, and protein-rich liquid clusters46,48,52,54,158.  The later example is 

encountered in solutions of many proteins48,50,52-54,65,75,159 and the protein clusters might 

possess different characteristics depending on their type 160.  Vorontsova et al. give 

detailed description of the clusters type160 and focus on studying those clusters, which 

participate in the protein two-step mechanism of aggregation49,53,54,161-163.  Following this 

mechanism, first dense protein-rich liquid clusters form in the solution and the nucleation 

event occurs inside these clusters46,48,52,54,155,158,164,165.  Thus, the properties of protein 

clusters populations are crucial for the properties of the crystal population. 

Over 20 years ago George and Wilson introduced a concept of crystallization slot 

of B2, osmotic second virial coefficient166.  They propose that the optimal crystallization 

conditions correlate with a certain window of values for B2, which spans from -9 to 0 

×104 mol m3 kg-2.  Thus, the possible success of crystallization experiments is expected 

to correlate with the decrease of intermolecular repulsion characterized by certain values 

of B2. 

There are three main questions that we discuss in our study.  How crystallization 

additives affect intermolecular interactions in protein solutions and whether variations in 

the second virial coefficient B2 correlates with crystallizability.  How these additives 

change thermodynamics of solutions, and how the additives affect crystal nuclei 

precursors, protein-rich liquid clusters?  Understanding the clusters behavior in solutions 
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of different chemical compositions might help in answering the question why some 

crystallization experiments are successful while others are not. 

 

 

We chose protein lysozyme as our model system.  It consists of a single chain and 

its tertiary structure encompasses two domains.  This deviation originates from the 

vibrational motions of the molecule fragments 76,  where they were distinguished as α- 

and β-domains linked by hinges regions.  The most flexible portion of lysozyme 

molecule is its β-domain, while α-domain mostly consists of highly stable α-helices. 

Lysozyme behavior was widely studied - from crystallization under different conditions 

to formation of protein-rich clusters.  Lysozyme crystals we show in Fig. 7-1, they are 

grown in 20 mM HEPES buffer pH 7.8 at 250 mg ml-1 protein concentration.  At these 

conditions crystallization process takes a prolonged period of time, around 1 – 2 weeks, 

and it allows us detailed characterization of protein solutions properties before the phase 

transition occurs.  Structures of mentioned above organic additives are shown in Fig. 7-2 

along with their chemical formulae.  Structures are drawn with PYMOL using .pdb files 

 
 

 
Figure 7-1. Lysosyme crystals grown in 20 mM HEPES pH 7.8 at 250 mg ml-1 

concentration. 
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from https://www.chem.purdue.edu/ for ethanol, acetone, and glycerol, and .sdf file from 

http://webbook.nist.gov/ for MPD. 

 

 

7-1. Materials and methods 

Reagents and sample preparation  We used chicken egg white lysozyme (Fisher 

Scientific) as a model protein, HEPES (Calbiochem), KOH (Mallinckrodt Chemicals) to 

adjust buffer pH, sodium azide (Fisher Scientific) to prevent bacterial growth. Organic 

solvents, ethanol, glycerol, MPD all were purchased from Sigma Aldrich, and acetone 

from VWR.  To perform solutions viscosity measurements we used Optilink carboxylate-

modified polystyrene particles with 0.424 μm diameter. 

All tests were performed in 20 mM K-HEPES buffer (N-2-

hydroxyethylpiperazine-N’-2-ethanesulfonate), pH 7.8 with 0.01% NaN3.  To determine 

protein concentration we employed Coulter DU 800 Spectrophotometer, using the 

 
 

 
Figure 7-2.  Ball and stick representation of organic additives used in this work and their 

chemical formulae. First row: ethanol, acetone; second row: glycerol, MPD 
(from the left to the right). 
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extinction coefficient of lysozyme ε λ=280 nm = 2.64 ml mg-1 cm-1 98.  Stock solutions of 

lysozyme were dialyzed over two days prior the experiments in order to remove small 

molecule salts acquired during an industrial preparation.  After the dialysis the solutions 

were brought to a desired concentration of 20 mg ml-1 unless specified otherwise.  Before 

data acquisition, solutions were filtered through PVDF 0.2 μm filters (Thermo Scientific) 

compatible with used organic solvents.  

Data collection and processing.  Clusters were characterized using dynamic light 

scattering (DLS) measurements performed on ALV scattering machine equipped with 

ALV-5000/EPP Multiple tau Digital Correlator and He-Ne laser, λ = 632.8 nm, 35 mW 

(ALV-Gmbh, Langen, Germany).  Autocorrelation functions were collected at 90⁰ for 60 

s and analysis was performed as described in54, applying independently measured 

solutions viscosity as in75.  The static light scattering (SLS) data was collected at 

90⁰employing the same scattering equipment as used for DLS.  The second osmotic virial 

coefficients of studied solutions were determined from Debye plots, using the refractive 

index increment of lysozyme solutions dn/dc = 0.199 ml g-1 66.  All measurements were 

taken at 22⁰C. 

7-2. Results and discussion 

We started characterization of lysozyme solutions in the presence of organic 

additives by exploring monomer-monomer interactions.  Protein monomers diffusivity D 

is a parameter which can be extracted from dynamic light scattering measurements and 

serve as a first indication of possible changes in intermolecular forces balance. The 

results of monomer diffusivity we show in Fig. 7-3, where we demonstrate the changes of 

diffusivity on concentration of crystallization additives. We account for the changes of 

85 
 



 

the buffer viscosities ηbuffer, measured separately, by showing the dependence of the 

product Dηbuffer. The common trend in shown dependences is the increase of monomers 

motility upon introducing cosolvents. This behavior can be interpreted by monomer 

stabilization and acquiring more compact conformation or by increase of monomer-

monomer repulsion which also results in increase of monomers dynamics. 

 

 

To further investigate the changes in intermolecular behavior of the solutions we 

performed static light scattering measurements which gave us information on the 

effective osmotic second virial coefficient B2 eff and its changes in the presence of 

crystallization additives.  The results we show in Fig. 7-4 a. We notice an increase of B2 

eff for all tested cosolvents.  Positive B2 eff and its further increase signifies the importance 

of repulsive interactions in studied solutions.  Both parameters, Dηbuffer and B2 eff, show 

that intermolecular interactions depend not only on the concentration of additives but on 

their chemical identity as well.  The order in which crystallization additives modify 

 
 

Figure 7-3.  Dependence of lysozyme monomer diffusivity on the concentration of 
organic additives used as cosolvents.  The lines shown here are guides for 
an eye. 

86 
 



 

system interactions are preserved for both characteristics.  Glycerol, MPD, ethanol, and 

acetone – is the sequence in which the effect of organic cosolvents appears to be 

pronounced.  Different rates of the increase in Dηbuffer and B 2 eff might originate from 

protein concentration differences at which these parameters were estimated.  The 

diffusion coefficient was evaluated at 20 mg ml-1 protein concentration – conditions used 

to characterize protein-rich liquid clusters.  Second virial coefficient B2 eff is the 

parameter mostly accurate for dilute solutions, at zero-limit concentrations. 

Deviation from ideal behavior in protein solutions we also characterized by 

extracting the effective intercept Mw eff -1 from the Debye plots.  We show dependence of 

Mw eff -1 on additive concentration in Fig. 7-4 b and we notice non-linear correlation 

between the percentage of organic component in the solutions and its influence on the 

effective molecular weight of the protein. 

To further interpret the experimental data from static light scattering we employed 

Kirkwood and Goldberg theory on multi-component scattering in solutions167 with at 

least one macromolecular component.  We used the equation applied for solutions with 

all non-electrolyte components (equation 20 in 167).  The refractive index ratio, α, we 

assumed independent of concentrations c1 and c2, protein and low molecular weight 

organic solvent (acetone, ethanol, glycerol or MPD) respectively: 𝛼𝛼 =  𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑1
𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑2

 , where 

from now on 1 stands for low molecular weight organic additive and 2 for protein 

molecules.  After substitution of coefficients and simplification we obtained the 

following expression: 

𝐾𝐾𝐾𝐾2
𝑅𝑅𝜃𝜃

= 1
𝑀𝑀2 𝑒𝑒𝑒𝑒𝑓𝑓

+ 2𝑐𝑐2𝐵𝐵2 𝑒𝑒𝑒𝑒𝑒𝑒, (7-1) 
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where from the Debye plots intercept is 

1
𝑀𝑀2 𝑒𝑒𝑒𝑒𝑒𝑒

=  1
𝑀𝑀2

+  2𝛼𝛼𝐴𝐴12
𝑀𝑀2

𝑐𝑐1 + �4𝛼𝛼𝐵𝐵112
𝑀𝑀2

−  2𝛼𝛼𝐴𝐴11𝐴𝐴12
𝑀𝑀2

+  3𝛼𝛼
2𝐴𝐴122

𝑀𝑀2
� 𝑐𝑐12, (7-2) 

and the effective osmotic second virial coefficient is 

𝐵𝐵2 𝑒𝑒𝑒𝑒𝑒𝑒 =  𝐴𝐴22
2𝑀𝑀2

+ ��1 + 2 𝑀𝑀1
𝑀𝑀2
𝛼𝛼� 𝐵𝐵212

𝑀𝑀2
− 𝑀𝑀2

𝑀𝑀1

𝐴𝐴122

2𝑀𝑀2
+ 𝛼𝛼𝐴𝐴12𝐴𝐴22

𝑀𝑀2
� 𝑐𝑐2. (7-3) 

 
 

 
Figure 7-4.  Static light scattering characterization of intermolecular interactions in 

protein solutions. 
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Coefficients used in these expressions have the following meaning: 

M1,2 – molecular weights of organic cosolvents and protein respectively, 

A11 – characterizes pairwise interactions of organic molecules, 

A12 – stands for interactions of pair organic and protein molecule, 

A22 – the second virial coefficient for protein-protein interactions, 

B212 – characterizes protein-protein interactions in the presence of organic molecule. 

Since protein concentration in studied solutions was low, the virial coefficient of 

three-wise protein interactions B222 was accounted to be negligible. 

Using refractive indices of organic solvents, 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑1,   𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

= 1.474 𝑚𝑚𝑚𝑚 𝑔𝑔−1 168, 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑1,   𝑀𝑀𝑀𝑀𝑀𝑀

= 1.441 𝑚𝑚𝑚𝑚 𝑔𝑔−1 169, 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑1,   𝑒𝑒𝑒𝑒ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

= 1.361 𝑚𝑚𝑚𝑚 𝑔𝑔−1 170, 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑1,   𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

= 1.359 𝑚𝑚𝑚𝑚 𝑔𝑔−1 

171 and corresponding densities, ρ glycerol = 1.26 g cm-3, ρ MPD = 0.92 g cm-3, ρ ethanol = 

0.781 g cm-3, ρ acetone = 0.794 g cm-3, we fit 𝐵𝐵2 𝑒𝑒𝑒𝑒𝑒𝑒 as a linear function and  1
𝑀𝑀2 𝑒𝑒𝑒𝑒𝑒𝑒

 as a 

second order polynomial and from the coefficients of the fit we calculate the mentioned 

above virial coefficients. 

We show computed coefficients in the Table 7-1, where we provide the values 

evaluated for solutions containing organic components as cosolvents as well as for 

system pure buffer-protein composition with no multiscattering effect.  It is important to 

notice that the “real” molecular weight of the protein extracted using Kirkwood-Goldberg 

theory and the actual molecular weight of lysozyme agree with each other as well as the 

second virial osmotic coefficient gives identical values for the solutions containing 

organic additives as well as for pure buffer. 
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Table 7-1. The virial coefficients calculated using Kirkwood-Goldberg theory of 
scattering from multicomponent systems. 

 

  

Mw lys 

[g mol-1] 

A12 

[g cm-3] 

A11 

[g cm-3] 

A22 

[g cm-3] 

B212 

[103 cm6 g-2] 

HEPES 14500 – –  53.9 – 

Glycerol 14500 9.1 13 53.7 6.2 

MPD 14300 3.1 -4.3 54.2 0.6 

Ethanol 14400 9.7 11.6 54.3 14.6 

Acetone 14500 37.8 21.5 58.6 178.1 

 

Similar to47, ratio 𝐾𝐾𝐾𝐾2
𝑅𝑅𝜃𝜃

 can be related to chemical potential of the system and 

characterize thermodynamics of studied solutions.  We obtain expressions for the 

chemical potential of lysozyme μ2 in the absence of organic cosolvents and in the 

presence of used organic additives: 

𝜇𝜇2−𝜇𝜇2𝑜𝑜

𝑅𝑅𝑅𝑅
= ln 𝑐𝑐2 + 2𝐵𝐵2𝑐𝑐2𝑀𝑀2  and (7-4) 

𝜇𝜇2−𝜇𝜇2𝑜𝑜

𝑅𝑅𝑅𝑅
= 𝑀𝑀2

𝑀𝑀2 𝑒𝑒𝑒𝑒𝑒𝑒
ln 𝑐𝑐2 + 2𝐵𝐵2 𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀2𝑐𝑐2. (7-5) 

Here, B2 and M2 are from Debye plots from experiments with pure HEPES, B2 eff 

and M2 eff from Debye plots from solutions containing organic cosolvents, 𝜇𝜇20 is a standard 

chemical potential of the protein at concentration 1 M.  The resulting chemical potential 

of the system is affected by the protein concentration as well as the chemical composition 

of samples. 

We show the values of the solutions Gibbs free energy increase in Fig. 7-5.  The 

dependences of the chemical potential 𝜇𝜇2 reveal different system responses to the 
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presence of organic cosolvents based on their identity. In Fig. 7-5 a ethanol up to 15% vol 

appears not to change solution thermodynamics despite the fact that it changes protein 

monomers motility and their interactions (Figs. 7-3 and 7-4 a).  This behavior suggests a 

balance of counter effects of multicomponent system interactions, i.e., overall, the 

increase in B2 eff is compensated by M2 eff dependence on additive concentration.  Acetone 

increases lysozyme chemical potential , Fig. 7-5 b, while glycerol and MPD tend to lower 

the excess of the free energy of studied solutions, Fig. 7-5 c-d. 

 

 
 

Figure 7-5.  The increase of chemical potential μ2 of lysozyme with its concentration in 
the presence of organic additives at different volume fractions: a – ethanol, 
b – acetone, c – glycerol, and d – MPD. 
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We show in Fig. 7-6 a the chemical potential of lysozyme in the presence of 

cosolvents at 20 mg ml-1 protein concentration, conditions used to characterize protein-

rich clusters.  Ethanol does not change solutions thermodynamics while acetone increases 

the chemical potential of lysozyme in the solutions and glycerol and MPD lowers it. 

 Typical crystallization experiments take from several hours to several days.  To 

reveal possible effect of crystallization additives on protein-rich clusters we characterize 

clustering behavior in solutions 48 hours after samples preparation. 

Addition of crystallization agent generally increases cluster radius R2, Fig. 7-6 b. 

The greater increase show solutions containing ethanol, two-fold.  Glycerol does not 

show any increase from 2 to 10% of its concentration, at 15% of glycerol cluster radius 

even decreases. 

Protein-rich liquid clusters are precursors for protein crystallization.  It is still 

elusive whether the crystals nucleate inside clusters or on their surface.  The first pathway 

assumes the total volume fraction φ2 as an important factor for nucleation, the latter – 

their surface area, Σ2 .Both parameters, φ2 and Σ2, increase in the presence of 

crystallization agent (Fig. 7-6 b and c, respectively).  The increase for different additives 

has different trend, signifying the dependence of clusters parameters on agent identity.  

Despite the fact that addition of glycerol leads to cluster radius decrease, the volume 

fraction and their surface area become greater upon its addition.  The absence of 

correlation between solution thermodynamics and clusters behavior, as for example, with 

ethanol, when the protein chemical potential does not change and cluster parameters still 

increase, suggests the importance of protein concentration in evaluation of induced 
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effects on protein systems.  The chemical potential μ2 was calculated form the 

experimental data obtained from solutions of low protein concentrations, while the 

clustering behavior occurs at high protein concentration (concentrations close to 

concentrations in dense liquid phase). 

 

Uncoupled behavior of cluster radius and volume fraction clearly noticeable on 

MPD example from fig. 7-6 b and c, where R2 drops while φ2
 increases, highlights the 

difference in governing processes which determine both of these characteristics: cluster 

size is the kinetically determined parameter while cluster volume fraction is the property 

affected by solutions thermodynamics. 

 
 

Figure 7-6.  Lysozyme response to the presence of organic cosolvents.  
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Overall we found, that clusters are affected by the presence of crystallization 

agents and are sensitive to the agent identity.  Crystallization agents increase cluster 

fraction φ2 and clusters surface area Σ2.  Crystallization agents promote crystals growth in 

protein solutions through their effect on nucleation precursors – protein-rich liquid 

clusters. 

7-3. Conclusions 

In this study we investigated the effect of common organic crystallization 

additives on intermolecular interactions.  We found that despite the concept of 

crystallization window, these additives tend to increase the second virial coefficient B2 eff 

manifesting higher intermolecular repulsion.  We study the influence of organic 

cosolvents on protein-rich liquid clusters, protein nucleation precursors. SLS 

measurements were used to test the changes in solution thermodynamics, chemical 

potential of lysozyme, in studied conditions.  Calculations revealed different behavior of 

the protein Gibbs free energy on additive identity and its concentration.  Ethanol did not 

change the chemical potential of lysozyme compared to similar conditions in pure buffer 

while acetone increased it and glycerol and MPD lowered μ2. 

We tested four common crystallization additives on clustering behavior in 

lysozyme solutions, ethanol, acetone, glycerol, MPD.  We noticed that clusters size and 

their concentration depend on the additive identity.  A general trend shows increase in 

clusters volume fraction and their total surface area.  Here we conclude that 

crystallization additives successfully used in protein crystallization help the nucleation 

process through their effect on cluster population. 
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CHAPTER 8 

TRACKING COMPLEX OBJECTS – PROTEIN CLUSTERS WITH TIME-

DEPENDENT ASYMMETRIC INTENSITY PATTERNS  

 

Diffusive dynamics constitutes an important part of processes of interest to fields 

ranging from biotechnology172-180 and cell biology181-187 to fluid mechanics186,188 and 

colloid science189,190.  Understanding the role of diffusion in natural and engineered 

processes requires methods to quantify the motion of micron and submicron particles in 

complex media191,192.  Recent technological developments in time-lapse microscopy have 

greatly improved the imaging field, including characterization of diffusive motion.  

Nowadays, one can monitor the dynamics of single particles (spheres, living cells, protein 

complexes, viruses, etc.) with unprecedented detail and single particle tracking (SPT) has 

provided important insights on particle properties, their interactions with other particles 

and the environment, and the mechanisms that drive particle motion, and in this way have 

helped to understand numerous physical and biological processes 173,184,185,187,193.  

Over the years several computer algorithms for particle tracking from a sequence 

of microscopic images have been developed193-195.  On each image, particles are 

identified and the coordinates of their centers are determined, resulting in a time series of 

positions.  General tracking methods deal with cases in which the intensity profile of a 

particle is radially symmetric.  As such the center is allocated either to the point of 

maximum intensity, to the intensity centroid, or to the center of radial symmetry.  More 

sophisticated techniques use a variety of fitting algorithms to provide sub-pixel resolution 

of the particle coordinates.  As the peak of the point spread function of a diffraction-
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limited spot can, in most cases, be approximated by a Gaussian function, many fitting 

algorithms use Gaussian profiles196,197.  A novel technique, radial centering198,199, uses 

that the orientation of the gradient at any point on a radially symmetric intensity pattern is 

in the direction of the image center.  This technique does not employ iterative nonlinear 

fitting and is faster than other centering methods.   

Recently, systems have come into focus, which appear to challenge even 

advanced particle tracking algorithms.  For instance, in images of micron-size liquid 

droplets the recorded intensity patterns are asymmetric and fluctuate with a characteristic 

time comparable to their diffusion time.  Another examples come from particle tracking 

by dark field oblique illumination microscopy, a method that records the intensity 

scattered from submicron and micron-size particles27,28, which is hampered by the 

asymmetry of the scattered intensity pattern.  To quantify the diffusive motion of such 

particles and droplets, here we put forth a fast and easy to implement SPT algorithm.  We 

employ a local spatial cross-correlation function to identify the displacement of a particle 

between two frames, similarly to an existing algorithm to track large solid particles200.  

We implement radial centering198,199 of the computed cross-correlation functions to 

evaluate the travelled distance with sub-pixel resolution.  Importantly, the proposed 

algorithm does not rely on identification of the particle center in any single image, but 

reconstructs the particle trajectory from the displacements between pairs of images.  

We demonstrate that this method enables an accurate characterization of dynamic 

behaviors of particle populations.  We employ the proposed algorithms to obtain 

trajectories of submicron and micron-size particles and droplets of protein dense liquid.  

From the recorded trajectories, we evaluate the diffusion coefficient of spherical latex 
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particles of known size and compare its value to the Stokes-Einstein diffusivity.  We use 

the correspondence between the two values as a quantitate indicator of the performance 

of the method.  Applying this criterion, we demonstrate that the proposed cross-

correlation method yields a more accurate estimate of the particle diffusivity than several 

common diffusion coefficient estimators. 

8-1. Materials and methods 

The spatial cross-correlation method of single particle tracking was tested using 

aqueous solutions of model polystyrene microspheres and gold nanorods.  We used 

microspheres of three different diameters: 0.1 and 1.0 μm, supplied by OptiLinkTM, and 

0.424 μm, from Seradyne.  The particles had carboxylate-modified surfaces to provide 

surface charge that impedes aggregation.  Gold nanorods were of 0.1 μm diameter and 

1.0 μm length (NanopartzTM Inc., US).  The concentrations of particles and nanorods 

were chosen so that that their trajectories did not overlap within the longest data 

collection time, 100 seconds.  The highest volume fraction was 10-8, employed for the 

smallest 0.1 μm spheres to improve their visibility.  These low concentrations minimized 

particle interactions, eliminated particle aggregation, and ensured that only self-

diffusivity and convection contributed to particle motion. 

Two protein solutions were tested in our work.  Glucose isomerase (Microcrystal 

Oy, Helsinki, Finland) solutions was prepared at 90 mg ml-1 concentration in 100 mM 

Na-HEPES (N-2-Hydroxyethylpiperazine-N-2-ethanesulfonic, Fisher, US) buffer at pH = 

7.0 containing 200mM MgCl2 (Fisher, US).  Lysozyme powder (Affymetrix, US) was 

dissolved in 20 mM HEPES buffer at pH 7.8 and dialyzed over two days.  Tested 

solutions contained 20 mg/ml lysozyme and 15% v/v ethanol (Fisher, US).  Both protein 
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solutions were aged for 1-2 weeks prior the experiments to ensure large clusters size in 

the range 1 – 2 μm111. 

Data were collected employing Nanosight TM microscope setup, discussed in 

chapter 2.  We used two cameras: sCMOS, operating at 25 frames s-1, supplied by 

Nanosight, and Cooke Edge 4.2 with adjustable frame rate.  The Cooke Edge 4.2 camera 

was used at 50 frames s-1.  Slower frame rates (25, 10 and 5 s-1) were obtained from the 

original movies by removing a corresponding number of frames. 

Centering and tracking algorithms.  All tracking algorithms were implemented in 

MATLAB (version 2013a, MathWorks).  No background correction was applied to the 

images.  All images were cropped to the region containing the particle of interest.  

1. The coordinates of the intensity centroid (𝑥𝑥𝑐𝑐 ,𝑦𝑦𝑐𝑐) were determined as 

𝑥𝑥𝑐𝑐 = ∑ ∑ 𝑖𝑖𝐼𝐼𝑖𝑖𝑖𝑖/𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚
𝑗𝑗=1 ∑ ∑ 𝐼𝐼𝑖𝑖𝑖𝑖  𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚

𝑗𝑗=1
𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖=1

𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖=1  (8-1) 

and 

𝑦𝑦𝑐𝑐 = ∑ ∑ 𝑗𝑗𝐼𝐼𝑖𝑖𝑖𝑖/𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚
𝑗𝑗=1 ∑ ∑ 𝐼𝐼𝑖𝑖𝑖𝑖  ,𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚

𝑗𝑗=1
𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖=1

𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖=1  (8-2) 

where 𝐼𝐼𝑖𝑖𝑖𝑖 is the intensity of pixel (i,j) for an image of 𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 by 𝑗𝑗𝑚𝑚𝑚𝑚𝑚𝑚 pixels. 

2. The Gaussian center was determined as the maximum (𝑥𝑥𝑐𝑐 ,𝑦𝑦𝑐𝑐) of the Gaussian 

profile 

𝐼𝐼𝑖𝑖𝑖𝑖 = 𝐴𝐴 exp �− (𝑖𝑖−𝑥𝑥𝑐𝑐)2+(𝑗𝑗−𝑦𝑦𝑐𝑐)2

2𝜎𝜎2
� + 𝐵𝐵 , (8-3) 

fitted to the image of the a particle of interest using a non-linear least-squares fitting 

procedure with five parameters, xc, yc, A, B, and σ.  

3. The radial centering technique relies on the fact that in a radially-symmetric 

intensity pattern the intensity gradient at any point is directed towards the center of the 
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tracked particle.  We followed the procedure by Parthasarathy198,199 and the MATLAB 

code published in the Supplementary Information of ref. 198.   

4. For the spatial cross correlation method we calculated a spatial correlation 

function of two images as the inverse two dimensional fast Fourier transform (2D-FFT) 

of the product of the 2D-FFT of the first image and the complex conjugate of the 2D-FFT 

of the second image.  For convenience, the origin of the inverse 2D-FFT was shifted to 

the center of the image.  The result was normalized with the product of the average 

intensity of both images.  The center of the spatial cross correlation function was 

determined with sub-pixel resolution using the radial centering technique in the vicinity 

of the maximum. 

Diffusion coefficient.  The expected diffusion coefficient of the spherical latex 

particles was calculated using the Einstein−Stokes relation 

𝐷𝐷 = 𝑘𝑘𝐵𝐵𝑇𝑇
6𝜋𝜋𝜋𝜋𝜋𝜋

 , (8-4) 

where kB is the Boltzmann constant, T = 295 K is the temperature, and R is the particle 

radius.  The viscosity of water η was taken as 0.957 mPa s at the temperature of the 

experiments.  This estimate yields diffusivity D = 4.51×10-13 m2s-1.  

8-2. Challenges of tracking micron-size objects 

The current particle tracking methods may break down when the particle images 

vary in shape and intensity during monitoring.  The variation may reflect deformations of 

liquid droplets and cells driven by Brownian collisions with the solvent molecules, and 

rotation of particles with anisotropic shapes or non-uniform optical properties.  

Asymmetric illumination may exaggerate the shape variations of particles with minor 
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deviations from sphericity that expose different sides to the beam as they undergo 

rotational diffusion.  

As examples of time-dependent intensity patterns, here we use images of 

diffusing solid spheres and rods and liquid droplets obtained with oblique illumination 

dark-field microscopy, oftentimes referred to as Brownian microscopy or Nanosight 

technology101,111,201-204.  In this technique, solution samples are held in a thin cuvette 

under a microscope.  The illuminating beam extends at an angle with the microscope 

optical axis, adjusted to avoid the microscope objective lens, Fig. 2-3a.  Light scattered 

from particles in the field of view is captured by the objective lens and recorded by a 

video camera.  The reliance on scattered light offers several important advantages.  First, 

particles with refractive index close to that of the solution and with sizes smaller than the 

diffraction limit are detectable.  Second, owing to stronger scattering, reflected in the 

Rayleigh law, larger particles produce stronger signal and can be detected on a 

background of smaller scatterers.  Last, particles out of the image plane are detectable, 

leading to better population statistics. The scattered intensity pattern of all particles is 

significantly larger than their size.  

To produce time-dependent asymmetric scattered intensity patterns with oblique 

illumination microscopy, we use spherical particles with near-micron diameters (these 

particles are too small for continuous monitoring with bright-field microscopy), which 

produce asymmetric intensity patterns because of the asymmetric illumination.  The 

variability of the intensity patterns escalates for our additional test objects, non-spherical 

particles and liquid droplets.  Figures 8-1 a and b illustrate the challenge of tracking 

liquid droplets of near micron size.  As a model system, we use mesoscopic protein-rich 
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clusters that exist in solutions of numerous proteins 66,117,205,206 and are liquid55,65,116.  

Evidence for several systems suggests that they may serve as precursors to the nucleation 

of crystals and other solid aggregates115,207,208.  The protein liquid clusters may relate to 

the non-membrane bound compartments (nucleoli, centrosomes, Cajal bodies, etc.) in 

several organisms209-212.  The clusters of the proteins lysozyme and glucose isomerase 

(GI) change shape in the course of their tracking, which leads to asymmetric and variable 

patterns of scattered intensity, Fig. 8-1 a, dark red corresponds to maximum intensity, 

blue, to minimum.  Time after the start of the recording is indicated on each image. The 

centers of the clusters obtained with the radial centering technique are indicated.  As a 

result, the radial centering technique, the most advanced of the currently available 

options, overestimates the shifts of the particle center, Fig. 8-1 a, and produces an 

exaggerated particle trajectory, Fig. 8-1 b. 

To further test the performance of commonly used tracking algorithms (intensity 

maximum (IM), radial centering (R), intensity centroid (IC), and Gaussian centering (G), 

described in detail in the Materials and Methods section), we monitor the diffusive 

motion of four classes of submicron, micron-size, and non-spherical particles. We use 

spherical latex particle with diameters 0.1, 0.424 and 1 μm and gold nanorods with 1 μm 

length and 100 nm diameter.  The selection of images in Fig. 8-2 a, in which we have 

indicated the particle centers identified by each of the four techniques (The particle 

center, identified as intensity maximum (pink), radial center (yellow), intensity centroid 

(green), and Gaussian center (blue) is indicated on each image.  The time after the start of 

the recording is shown on the images), reveals that the IM, R, and G algorithms yield 
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consistent results for the submicron size particles: the center locations are identical and 

the particle trajectories, displayed in Fig. 8-2 b, are similar.   

 

The IC method misjudges the center locations owing to the low-intensity of the 

scattered pattern.  The accuracy of this method depends heavily on the background 

estimation and can be improved by background correction, but this increases the 

expanded computational time200.  All four methods produce disparate center locations and 

trajectories for spheres of radius 0.424 and 1.0 μm and for 1 μm long nanorods.  

Inspection of the images in Fig. 8-2 a suggests that the errors of the tested methods are 

 
 

Figure 8-1.  Imaging of liquid objects with oblique illumination microscopy.  a. Images 
of protein-rich liquid clusters in a lysozyme solution and a glucose isomerase 
solution. b. The trajectories of the clusters imaged in a. 
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rooted in the lack of radial symmetry of the intensity patterns, accompanied by fast 

changes in the location of the intensity maxima.  The Gaussian centering method failed to 

converge for the intensity patterns of 0.424 and 1.0 μm particles, comprised of several 

concentric rings.  

 

8-3.  The spatial cross-correlation (SCC) method 

We propose to quantify the displacement of single particles using the spatial 

cross-correlation function of an image, taken at time t, with a reference image.  Since the 

spatial cross-correlation has a single sharp quasi-centrosymmetric peak, the movements 

of the particles can be studied by tracking the intensity maximum of the spatial cross-

 
 

Figure 8-2.  Tracking of latex spheres and gold nanorods by currently existing methods.  
a. Gray-scale images of the particles.  b. Two-dimensional trajectories of the 
particles traced by the five methods. 
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correlation function.  The algorithm is illustrated in Fig. 8-3.  To calculate the cross-

correlation function of the images shown in Fig. 8-3 a, we first compute their spatial fast 

Fourier transforms (FFT); the respective amplitudes and phases are displayed in Fig. 8-3 

b.  We then compute the product of the FFT of an image with the complex conjugate of 

the reference image (the FFT of the reference image is multiplied with its own complex 

conjugate, resulting in a phase uniformly equal to zero) and the respective products are 

displayed in Fig. 8-3 c.  Inverting the FFT of the products yields the cross-correlation 

function of the two images, or the autocorrelation function of the reference image, Fig. 8-

3 d.  The displacement of the intensity maximum of the cross-correlation function from 

that of the autocorrelation function of the reference image is taken as a measure of the 

displacement vector 𝛥𝛥𝛥𝛥����⃗  of the tracked particle between the two images. In Fig. 8-3 e we 

superimpose the reference and the target images and position the tail of the displacement 

vector 𝛥𝛥𝛥𝛥����⃗  at the apparent center of the reference image.  As evidence of the reliability of 

the SCC method, the vector head points to the center of the target image.  

To achieve subpixel resolution, we apply radial centering198,199 in the vicinity of 

cross-correlation maximum.  Furthermore, in cases where the shape of the intensity 

profile changes drastically within a sequence of images, resulting in a decaying peak of 

the spatial cross- correlation function, a second reference image may be selected.  Thus, 

if for the first group of k images image 1 is used as reference, for the next k images, we 

use image k as reference. To choose k, we note that large k’s bring down the signal-to-

noise ratio since they correspond to a longer particle displacement.  On the other hand, 

small values of k result in a higher and narrower peak of the spatial cross-correlation 

function, conducive of more accurate center localization. 
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In Fig. 8-1 b we compare the trajectories of liquid clusters of a variable shape 

resulting from the SCC method to those, produced by radial centering.  In Fig. 8-2 b we 

plot the SCC trajectories of spherical particles of three sizes and nanorods.  For these four 

classes of diffusing objects, the SCC trajectories are more compact.  In view of the 

unrealistic shifts of the macroscopic clusters centers identified by radial centering in the 

 
 

Figure 8-3.  Illustration of the spatial cross-correlation (SCC) method of particle tracking. 
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images in Fig. 8-1 a, and by the other three tracking methods in Fig. 8-2 a, we conclude 

the SCC trajectories are better fits to the actual particle motions.  The proposed SCC 

method is robust, cross-correlation functions of overexposed images, such as the those in 

Fig. 8-1 a, possess sharp intensity peaks that allow accurate determination of the particle 

displacement. 

8-4. The accuracy of the spatial cross-correlation algorithm 

To test for the accuracy of the SCC algorithm, we employ it to evaluate the 

diffusion coefficient D of single spherical particles with known diameter, suspended in a 

solvent with known viscosity, and compare the resulting D with the theoretical diffusivity 

from the Stokes-Einstein equation employing the actual particle size.  We monitor latex 

particles of 1 μm diameter freely diffusing in water and construct projections of their 

trajectories in the image plane.  The Stokes-Einstein diffusivity of these particles is 

4.51×10-13 m2s-1.  We quantify the mobility of a particle from its net displacement over 

n steps, squared to account for motion in both positive and negative directions, and 

averaged over all possible sets of consecutive n steps. This average is called mean 

squared displacement (MSD) and is denoted as dn2���.  In current diffusivity evaluators45,48-

51, a time series of positions of a particle 𝑟𝑟0(𝑥𝑥0,𝑦𝑦0), 𝑟𝑟1(𝑥𝑥1,𝑦𝑦1), ⋯ ,  𝑟𝑟𝑁𝑁(𝑥𝑥𝑁𝑁, 𝑦𝑦𝑁𝑁) are used to 

evaluate particle displacements along the x and y coordinate axes, Dxi and Dyi.  The 

SCC method yields the displacements with respect to the center of a reference image 

𝛥𝛥𝑟𝑟𝚤𝚤��⃗ (𝛥𝛥𝑥𝑥𝑖𝑖 ,𝛥𝛥𝑦𝑦𝑖𝑖).  From 𝛥𝛥𝑟𝑟𝚤𝚤��⃗ , we compute particle displacements between the i-th and (i + n)-

th steps, (𝛥𝛥𝑟𝑟𝑛𝑛+𝑖𝑖 − 𝛥𝛥𝑟𝑟𝑖𝑖), and, from the displacement we obtain particle MSD, 𝑑𝑑𝑛𝑛2���, as 

𝑑𝑑𝑛𝑛2��� =  1
𝑁𝑁−𝑛𝑛+1

∑ {(𝑥𝑥𝑖𝑖+𝑛𝑛 − 𝑥𝑥𝑖𝑖)2𝑁𝑁−𝑛𝑛
𝑖𝑖=0 + (𝑦𝑦𝑖𝑖+𝑛𝑛 − 𝑦𝑦𝑖𝑖)2 − { 1

𝑁𝑁−𝑛𝑛+1
∑ (𝑥𝑥𝑖𝑖+𝑛𝑛 − 𝑥𝑥𝑖𝑖)}𝑁𝑁−𝑛𝑛
𝑖𝑖=0

2
−

{ 1
𝑁𝑁−𝑛𝑛+1

∑ (𝑦𝑦𝑖𝑖+𝑛𝑛 − 𝑦𝑦𝑖𝑖)}𝑁𝑁−𝑛𝑛
𝑖𝑖=0

2
 , (8-5) 
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where i = 0 denotes the reference image.  The two last terms on the right-hand side of the 

equation are the squares of the average displacements along the x and y axes, 

respectively, over n steps.  If a particle performs a purely diffusive motion, these terms 

tend to zero for long times and can be omitted.  However, in the cases where a particle is 

subject to non-stochastic motions, such as drift, the subtraction of the two terms ensures 

that only the stochastic part of the displacement is taken into account213.  The averaging 

in equation 1 and other relations below is unweighted since the recent evidence suggests 

that weighting does not improve the accuracy of the method214. 

We evaluate D as the slope of the correlation between 𝑑𝑑𝑛𝑛2��� and the duration tn of n 

steps. We compute tn = nΔt, where Δt is the time between two consecutive images in the 

sequence, from which the displacement is computed. With this, diffusivity D is the slope 

of the relation  

𝑑𝑑𝑛𝑛2��� = 4𝐷𝐷𝑡𝑡𝑛𝑛, (8-6) 

where the coefficient 4 accounts for the two dimensional motion of the recorded particle.  

Since diffusion in each of the three spatial dimensions is independent, a two-dimensional 

projection of the trajectory of a particle contains all information about the particle 

Brownian motions in an isotropic medium. 

Besides evaluation of the accuracy of the SCC algorithm, we use data on the 

diffusive motion of known particles to address several outstanding questions related to 

the characterization of diffusive dynamics.  These are 1) the utility of one-dimensional 

particle displacement data, 2) the significance of using non-overlapping n step sets for 

MSD determination instead of classical approach in which the steps are dependent, 3) the 

optimal duration over which particle displacement should be averaged, i.e., number 
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frames included in MSD calculation, 4) the optimal frequency of particle monitoring, i.e., 

frames per second of a captured movie, and 5) on the time duration of particle 

monitoring, i.e., length of a particle movie. 

Oftentimes, projections of Brownian trajectories on a single axis, one dimensional 

motion, are used to determine the diffusivity from 𝑑𝑑𝑛𝑛2��� = 2𝐷𝐷𝑡𝑡𝑛𝑛, where 𝑑𝑑𝑛𝑛2��� = 𝑦𝑦𝑛𝑛2��� or 𝑥𝑥𝑛𝑛2���.  To 

address the validity of this data reduction scheme, we compute the mean squared 

displacements along the x and y axes, respectively, as 

𝑥𝑥𝑛𝑛2��� =  1
𝑁𝑁−𝑛𝑛+1

∑ {(𝑥𝑥𝑖𝑖+𝑛𝑛 − 𝑥𝑥𝑖𝑖)2𝑁𝑁−𝑛𝑛
𝑖𝑖=0 − { 1

𝑁𝑁−𝑛𝑛+1
∑ (𝑥𝑥𝑖𝑖+𝑛𝑛 − 𝑥𝑥𝑖𝑖)}𝑁𝑁−𝑛𝑛
𝑖𝑖=0

2
 (8-7) 

and 

𝑦𝑦𝑛𝑛2��� =  1
𝑁𝑁−𝑛𝑛+1

∑ {(𝑦𝑦𝑖𝑖+𝑛𝑛 − 𝑦𝑦𝑖𝑖)2𝑁𝑁−𝑛𝑛
𝑖𝑖=0 − { 1

𝑁𝑁−𝑛𝑛+1
∑ (𝑦𝑦𝑖𝑖+𝑛𝑛 − 𝑦𝑦𝑖𝑖)}𝑁𝑁−𝑛𝑛
𝑖𝑖=0

2
. (8-8) 

The displacements, averaged in equations 8-5 and 8-7, are correlated.  For 

instance, (x2 – x0) overlaps with (x3 – x1), etc.  MSDs based on independent non-

overlapping displacements, i.e., (xn – x0), (x2n – xn), etc., can be computed as 

               𝑑𝑑𝑛𝑛,𝚤𝚤𝚤𝚤𝚤𝚤
2������� = 1

𝑁𝑁𝑛𝑛,𝑖𝑖𝑖𝑖𝑖𝑖
∑ ��𝑥𝑥(𝑖𝑖+1)𝑛𝑛 − 𝑥𝑥𝑖𝑖𝑖𝑖�

2 + �𝑦𝑦(𝑖𝑖+1)𝑛𝑛 − 𝑦𝑦𝑖𝑖𝑖𝑖�
2�𝑖𝑖𝑖𝑖𝑖𝑖(𝑁𝑁/𝑛𝑛)

𝑖𝑖=0 −

� 1
𝑁𝑁𝑛𝑛,𝑖𝑖𝑖𝑖𝑖𝑖

∑ �𝑥𝑥(𝑖𝑖+1)𝑛𝑛 − 𝑥𝑥𝑖𝑖𝑖𝑖�
𝑖𝑖𝑖𝑖𝑖𝑖�𝑁𝑁𝑛𝑛�
𝑖𝑖=0 �

2

− � 1
𝑁𝑁𝑛𝑛,𝑖𝑖𝑖𝑖𝑖𝑖

∑ �𝑦𝑦(𝑖𝑖+1)𝑛𝑛 − 𝑦𝑦𝑖𝑖𝑖𝑖�
𝑁𝑁𝑛𝑛,𝑖𝑖𝑖𝑖𝑖𝑖
𝑖𝑖=1 �

2
 , (8-9) 

 

where int(N/n) is the integer part of the ratio N/n, equal to the total number of 

independent displacements of length n.  MSDs based on independent displacements along 

the x- and y-axes were computed using reductions of equation 8-8 similar to equation 8-7 

above. 

In Fig. 8-4 a we display the projection in the plane of the image of the trajectory 

of a latex particle with radius 1 μm.  The particle coordinates with respect to the center of 
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the autocorrelation function of the first image were evaluated using the SCC method from 

5000 images collected at constant Δt = 20 ms.  The particle trajectory is highly 

asymmetric, suggesting the presence of strong drift roughly parallel to the x-axis.  The 

MSDs 𝑑𝑑𝑛𝑛2��� over tn = nΔt from 0 to 100 s, computed using equation 8-5, are displayed in 

Fig. 8-4 b.  The MSDs increase monotonically with tn for tn < 48 s and then decrease and 

reach values close to zero.  We attribute this decreasing branch to overestimation of the 

contribution of drift with variable velocity in the particle motions in equation 8-1, which 

assumes that the drift velocity is constant over the monitored period, and convection 

which does not have a constant rate.  The increasing branch at tn < 48 s is far from the 

straight line predicted by the Stokes-Einstein relation.  The reason for the deviation is the 

limited statistics provided by data for a single particle.  Averaging over 20 and more 

particles yields a nearly perfect linear correlation215. 

The particle diffusivities D, evaluated from the MSDs in Fig. 7-4 b, are displayed 

in Fig. 8-4 c. We determined each D value by fitting a segment of the 𝑑𝑑𝑛𝑛2��� data to equation 

8-6, ranging from the lowest tn = 0.02 to a highest tn varying from 0.04 to 20 s, and 

plotted the resulting D as a function of the highest tn used in the fit.  The upper limit of 

the highest tn range, 20 s, was chosen somewhat arbitrary to evaluate the effects of longer 

tn on the D determination.  Evidence presented below suggests that the accuracy of D 

determinations decreases monotonically at tn > 5 s, significantly shorter than the chosen 

limit, and no peculiarities occur near this limit.  In general, the D values in Fig. 7-4 c 

deviate from the Stokes-Einstein value.  At lag times tn < 1 s, the deviation is < 10%.  

The best correspondence is achieved at tn near 1 s.  At lag times longer than this, the 
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deviation increases and reaches up to 30%.  At lag times > 10 s, the deviation decreases 

and reaches below 10% at tn = 18 s. 

 

 

To evaluate the statistical significance of the observations on the accuracy of the 

diffusivity determination at different lag time ranges, observed in Fig. 8-4 c, we carried 

out identical determinations with total of 20 particles.  We divided the diffusivities 

determined in each tn range in four groups, those that are within, respectively, 10, 20, and 

30% of the Stokes-Einstein value, and those that deviate by more than 30% from it.  

Clearly, the diffusivities in the first group are a subset of those in the second, and the 

latter are a subset of the 30% group.  In Figure 8-4 d we plot as a function of the upper 

limit of the tn range the number of diffusivities in each group scaled with the total number 

 
 

Figure 8-4.  Evaluation of the accuracy of the SCC method.  a, particle trajectory, b, 
MSD computed from a, c, diffusivity calculated for each lag time from b, d, 
distribution of particles diffusivities calculated as in c. 
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of tested particles.  This ratio is equal to the relative frequency of the respective 

deviations from the Stokes-Einstein value. 

The data in Fig. 8-4 d reveal that for lag times shorter than 3 s about half of the 

tested particles yielded diffusivities within 10%, and about 85% within 30% of the 

Stokes-Einstein value.  These data allow evaluation of the quality of the procedures for 

determination of D from the relative frequency of smaller deviations from the Stokes-

Einstein value.  Thus, Ds determined over shorter lag time ranges are more accurate.  

This may appear counterintuitive since fewer data points seem to produce a better result.  

In fact, even the shortest 𝑑𝑑𝑛𝑛2��� represents an average over the entire particle trajectory.  The 

apparent reason for the higher accuracy of D determined over short lag times is the 

accumulation of inaccuracies in the localization algorithm, compounded by the imperfect 

account for drift with time-dependent velocity.  A recent theoretical analysis216 

demonstrated that the ratio 

𝑑𝑑12��� (4∆𝑡𝑡)�  (8-10) 

may be closer to the exact value of value of D, and its distribution has a lower variance 

than the least-squares fit used to find the slope of the 𝑑𝑑𝑛𝑛2(𝑡𝑡𝑛𝑛) correlation.  The ratio in 

equation 8-9 corresponds to first point in Fig. 8-4 c.  Determination of D from 

experimental data may not yield maximum accuracy at the shortest lag time since the 

shortest displacement is most sensitive to localization error intrinsic to the chosen particle 

tracking method.  The correspondence of the data in Fig. 8-4 d to the theoretical 

prediction216 is a testament to the high accuracy of determination of the trajectories of the 

individual particles by the spatial cross-decorrelation method. 
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8-5. Comparison with other particle tracking methods 

We compare the performance of the SCC method to that of the common intensity 

maximum and the recent radial centering198,199 techniques of particle tracking.  For this, 

we process with the three methods sequences of 5000 images for 20 particles of diameter 

1 μm taken at a rate 50 frames s-1.  From the resulting trajectories we compute the MSDs 

and evaluate the diffusivities for different ranges of the lag time tn, as illustrated in Fig. 

8-4.  For each lag time range and each method, we compare the obtained diffusivities 

with each particle and group the deviations from the Stokes-Einstein value in three 

groups: below 10, 20, or 30% and above 30%.  We plot the frequency of individual 

particle diffusivity in these ranges as a function of the highest lag time in each 

determination in Fig. 8-5. 

The first three columns in Fig. 8-5 demonstrate that a greater number of particles 

yield diffusivities closer to the Stokes-Einstein value with the SCC method than with the 

intensity maximum or radial centering methods.  As expected, the radial centering 

technique produces more accurate D estimates than the intensity maximum method.  In 

addition, the two older techniques exhibit frequency maxima at lag times of several 

seconds.  These maxima contradict the predictions of the theoretical analysis216 of 

diffusivity determination from particle trajectories and the contradiction suggests 

inaccurate identification of the particle coordinates, similar to the sequence illustrated in 

Fig. 8-2.  Closer inspection of the SCC data at short lag times in the semi-logarithmic 

plots in Fig. 8-6 a reveals that diffusivities evaluated from MSDs correlations with lag 

times of about 0.1 s are more accurate than those with the shorter tested lag times, 0.02 s, 
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0.04 s, etc. This slight discord with the theoretical prediction is likely due to the finite 

accuracy of particle tracking with the SCC method. 

 

 

The data in the rightmost column use MSDs computed from independent 

displacements using equation 8-8 and SCC-produced trajectories, to evaluate the 

diffusivity of individual particles.  The frequency dependencies on the lag time are 

noisier, reflecting noisier 𝑑𝑑𝑛𝑛2(𝑡𝑡𝑛𝑛) correlations that are likely due to significantly reduced 

statistics48,52.  The numbers of particles yielding diffusivities closer to the Stokes-Einstein 

value with this method is comparable to the numbers of particle processed with the 

“classical” SCC method with overlapping displacements.  This similarity suggests that 

the use of independent displacements does not produce a significant advantage. 

 
 
 

Figure 8-5.  Comparisons of particle tracking and MSD evaluation methods.  
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The diffusivities reflected in the statistics in Fig. 8-5 were computed from two-

dimensional displacements in the image plane (bottom row) and from displacements 

exclusively along the x- or y-axes (top and middle row, respectively).  The quality of the 

diffusivity data evaluated from trajectories identified with the intensity maximum 

technique do not appear to display significant differences between the three methods to 

compute displacements.  The radial centering technique produces highest data quality 

with two-dimensional displacements.  The SCC method allows finer distinctions.  While 

the diffusivities evaluated from the two-dimensional data are more accurate (the initial 

values of the 10, 20, and 30% curves are higher, and the areas under them are greater) 

than those evaluated from x-data, the diffusivities evaluated from the displacements along 

the y-axis are even more accurate (e.g., 75% of the particles yield diffusivities within 

10% of the Stokes-Einstein value).  Examination of the trajectories of the 20 particles 

revealed that they are similar to the one in Fig. 8-4 a and exhibit significant drift nearly 

parallel to the x-direction.  The inability to accurately account for this drift biases the 

displacements in the x-direction, and by inclusion, the two-dimensional displacements. 

The displacements in the y-direction are relatively free from such bias. 

8-6. The frame rate and the length of the movie 

The length of a time series of images of a particle may be limited owing to factors 

such as limited fluorescence time or departure from the field of view.  Shorter image 

sequences may lead to a poor statistics and reduced accuracy of the determination.  The 

data in Fig. 8-6 a characterizes the quality of the diffusivity evaluated with an increasing 

number of frames from 50 to 5000 recorded at a rate of 50 frames s-1.  The data 

demonstrates that sequences of 1000 images lead to more accurate diffusivity 
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determinations than those of 50, 100, 250 or 500 images.  Extending the sequence length 

to 2500 and 5000 images does not improve the determination accuracy. 

 

Slower frame rates ensure longer displacements between two successive images 

resulting in a high signal to noise ratio of the particle trajectory and should induce more 

accurate diffusivity data.  On the other hand, with a fixed image sequence length, slower 

frame rates extend the duration of data acquisition and enhance the effects of drift, 

vibrations, temperature variations and other destructive factors.  To evaluate the effects of 

frame rates on the quality of the diffusivity data, we compare the accuracy of diffusivity 

determinations from image sequences collected with frame rates varying from 5 to 50 

frames s-1.  The data in Fig. 8-6 b demonstrates that the frame rate does not affect the 

accuracy of diffusivity determinations. We conclude that the better signal to noise ratio of 

slower frame rates is balanced by the perturbations enabled by longer data collection. 

8-7. Conclusions 

We have developed a new method to track the diffusive motions of single 

particles producing intensity patterns that vary over a timescale comparable to that of 

 
 

Figure 8-6. The effects of movie length and frame rate. 
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diffusion.  The method constructs particle trajectories in the image plane from the 

displacements of the peak of the cross-correlation function of an image with respect to a 

reference image.  To increase the accuracy of the displacement determinations, the peak 

coordinates are identified using a published radial centering algorithm.  

We demonstrate the utility of the method for tracking liquid droplets with 

changing shapes and micron-size particles producing images with exaggerated 

asymmetry.  We evaluate the accuracy of the method by comparing the diffusivity of 

particles of known size determined by this method to the value predicted by the Stokes-

Einstein relation.  We compare the results with the intensity maximum and radial 

centering methods.  We show that the diffusivity evaluations using trajectories 

determined with the spatial-cross-correlation (SCC) method are significantly closer to the 

expected value then those using the other two methods. 

We address several open questions on the characterization of diffusive behaviors.  

We show that in the presence of drift, one dimensional trajectories in direction 

perpendicular to the dominant convective flow yield more accurate diffusivity values.  

We show that MSDs determined from non-overlapping displacements do not yield more 

accurate diffusivities than classical methods employing overlapping displacements.  We 

find that more accurate diffusivity determinations result from mean squared displacement 

(MSD) for lag times up to about 0.1 s.  

The sequences of 1000 images lead to more accurate diffusivity determinations 

than those of 50, 100, 250 or 500 images.  Extending the sequence length to 2500 and 

5000 images does not improve the determination accuracy.  We show that with constant 

movie length, the frame rate does not affect the accuracy of diffusivity determinations. 
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We envision applicability of the SCC tracking method to all classes of objects 

with variable image shapes, cells, liquid droplets, particles of anisotropic shapes or 

optical density, particles with non-uniform fluorescent labeling, and others.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

117 
 



 

CHAPTER 9 

THE LIQUID NATURE OF PROTEIN-RICH CLUSTERS 

 

To address the question whether the protein clusters are liquid or solid, we 

carefully observed the time dependence of their size evolution, evaluated from the lag 

time of dynamic light scattering (DLS) signal.  In numerous data sets48,52,54 two 

features of the evolution of cluster population are revealed: 1) the clusters appear 

immediately after solution preparation and 2) their mean radius R2 remains relatively 

unchanged within several hours of observation.  Both features are incompatible with 

solid clusters.  Under the tested conditions protein solids take times of the order of 1 h 

to nucleate and grow to several hundred nanometers, and their size is not constrained 

but increases to dimensions visible with the naked eye within commensurate 

times48,217,218.  With these observations we can conclude that the clusters 

corresponding to the slow shoulder of the DLS correlation function consist of dense 

liquid in which the molecules move with respect to one another. 

The liquid nature of lumazine synthase clusters was revealed by three atomic 

force microscopy observations97.  1) The clusters shrink in height  as they rest on the 

crystal surface, 2) the layeers originating from the clusters merge continuously with 

each other and with the underlying lattice, and 3) the velocity of the layers originating 

from a cluster is the same as the velocity of the other layers on the surface of the 

crystal.  If these were crystalline clusters, the probability of them landing on (001) 

plane downwards and rotating to a perfect register with the underlying lattice would 

be negligible.  Numerous examples of microcrystals landing on surfaces of growing 
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crystals out of register and being incorporated with major stacking defects have been 

reported219,220.  Disordered solid clusters would not shrink in size with the observation 

times, and the generation of new layers would be likely to be accompanied by the 

creation of a strained shell that would delay the spreading of the layers started by 

clusters164. 

In the previous chapter, with a novel method of oblique illumination scattering 

microscopy we developped a new tracking method of large clusters with asymmetric 

dynamic intensity pattern, based on a spatial cross-correlation.  The same method of 

the spatial cross-correlation can be used also to demonstrate the liquid nature of 

protein clusters and show that the characteristic time of the spatial cross-correlation 

function maximum could only be explained by shape instability of the liquid clusters. 

9-1. Materials and methods 

We studied clusters of protein lysozyme (Affymetrix) solutions, dialyzed over 

two days in 20 mM HEPES buffer pH 7.8.  Protein clusters were allowed to age to 

reach the macrosize when the intensity pattern observed with oblique illumination 

microscopy represented the irregularly shaped and fluctuating bright spot.  To 

compare the intensity patterns of the clusters with the patterns from spherical objects, 

we monitored the behavior of 1 μm latex microsperes (OptiLink). 

We employ oblique illumination microscopy (Nanosight LM10) to monitor the 

dynamics of individual clusters and microspheres.  To ensure visibility of 100 nm 

fluorescent particles (Fisher Scientific) without interference with the scattered light 

from protein clusters we used a green-wave filter, supplied with Nanosight 

microscope. 
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9-2. Intensity patterns of protein clusters are indicators of their liquid nature 

Observations of individual clusters revealed that intensity patterns observed 

with the oblique illumination microscopy of many clusters fluctuates, as shown in 

Fig. 9-1 b.  Latex particles of a similar size do not exhibit the same behavior, Fig. 9-

1a.  Since particles with spherical symmetry do not show intensity fluctuations, we 

conclude that the protein clusters have a complex asymmetrical shape.  The cluster 

intensity pattern is a sum of intensity patterns of its parts, which act as independent 

scatterers.  The intensity fluctuations indicate that the clusters are characterized by a 

complex non-spherical shape which may also be fluctuating. 

The method of the spatial cross-correlation, discussed in chapter 8, allows to 

build trajectories of big scatterers (>λ/2). With this, the movies of intensity patterns of 

particles, clusters or latex microspheres, can be recentered, so that translational 

diffusivity is eliminated.  Afterwards, we can analyze the newly centered clusters, or 

microspheres, by the spatial cross-correlation method again. The center of the 

resulting function will have the same coordinates through the whole range of analyzed 

frames, though the height of the spatial cross-correlation function would have a 

certain behavior depending on the type of a scatterer. 

In Fig. 9-2 we show the resulting height of SCC functions from a microsphere 

(Fig. 9-2 a) and a cluster (Fig. 9-2 b).  We see that the maximum intensity of the SCC 

function peak stays constant for a 1 μm microsphere and shows a decay for a 1 μm 

cluster. 
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Thorough observation of intensity patterns produced by both type of scatterers 

explains the apparent difference in the maximum intensity behavior.  The intensity 

pattern of a particle remains relatively constant and symmetrical throughout the whole 

number of frames, while the intensity pattern produced by the cluster is irregular and 

constantly changing. This observation suggests, that the height of the maximum 

intensity correlates with the intensity profile of the scattering object and decays, or 

stays constant, according to its transformation in time. Thus, the symmetrical solid 

microsphere does not show any decay in its spatial cross-correlation function, and the 

cluster, which could be either liquid or randomly shaped amorphous solid object 

produces an SCC maximum decay. 

 

 
 

 

Figure 9-1. Intensity patterns of microspheres (a) and lysozyme clusters (b) observed by 
oblique illumination dark field microscopy.  The intensity spots signify 
unique properties of protein clusters shape oscillating in time. 
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We determined the characteristic time of the SCC decay for the cluster with 

exponential decay function and we obtained τdecay = 100 ms, as shown in Fig. 9-2 b.  

If we assume that cluster is a solid object of R2 = 1 μm radius, its rotational diffusivity 

will be 

𝐷𝐷𝑟𝑟 =  𝑘𝑘𝐵𝐵𝑇𝑇
8𝜋𝜋𝜋𝜋𝑅𝑅23

= 1.1 𝑠𝑠−1, (9-1) 

where we account for water viscosity η = 1 Pa s at T= 22⁰C.  Characteristic rotation 

time tr in this case is 

𝑡𝑡𝑟𝑟 = <𝜃𝜃>2

2
𝐷𝐷𝑟𝑟 ≈ 10 𝑠𝑠 . (9-2) 

Characteristic diffusion time τdecay is 100-fold smaller than rotation time tr, which 

 
 

 

Figure 9-2. Time decay of the spatial cross-correlation (SCC) functions maximum of 
intensity profile fluctuations of a particle (a) and a cluster (b). 
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means that clusters intensity pattern is fluctuation due to a fluctuation of a cluster 

shape and not to its rotation. 

Rayleigh studies on the oscillating droplets suggest an opportunity to extract 

the information on the intrinsic properties of oscillating object, such as surface 

tension σ and viscosity η. For the isolated droplet with a small amplitude 

axisymmetric oscillation and a weak dumping effect we can write 

𝑟𝑟(𝑡𝑡) =  𝑟𝑟0 + ∑ 𝑟𝑟𝑛𝑛 cos(𝑤𝑤𝑛𝑛𝑡𝑡)𝑃𝑃𝑛𝑛(𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃)exp (−𝑡𝑡
𝜏𝜏𝑛𝑛

)∞
𝑛𝑛=2  , (9-3) 

where r(t) is an immediate amplitude of oscillation, r0 is the actual radius of the 

droplet, θ is an angle between z-axis and a radial direction, Pn(cosθ) is an nth order 

Legendre polynomial, n is the order of oscillation, and the term corresponding to n=1 

has the meaning of the translational motion and is omitted. Frequencies wn and 1
𝜏𝜏𝑛𝑛

 

characterize oscillations regulated by two independent parameters, surface tension γ 

and viscosity η. The general solution for these constants have the following forms: 

𝑤𝑤𝑛𝑛2 = 𝑛𝑛(𝑛𝑛 − 1)(𝑛𝑛 + 2) 𝛾𝛾
𝜌𝜌𝑟𝑟03

 (9-4) 

and 

1
𝜏𝜏𝑛𝑛

= (𝑛𝑛 − 1)(2𝑛𝑛 + 1) 𝜂𝜂
𝜌𝜌𝑟𝑟02

 . (9-5) 

In case of the second order oscillations, n=2, relations between the oscillation 

frequencies and droplet constants are 

𝑤𝑤𝑛𝑛2 = 8𝛾𝛾
𝜌𝜌𝑟𝑟03

 (9-6) 

and 

1
𝜏𝜏𝑛𝑛

= 5𝜂𝜂
𝜌𝜌𝑟𝑟02

 . (9-7) 

With expected order of clusters parameters, γ and η, we use these expressions 
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to estimate the characteristic frequencies, wn and 1
𝜏𝜏𝑛𝑛

, regulating corresponding 

oscillations, and compare these values to the decay constant of SCC maximum, τdecay 

= 100 ms. 

Taking γ ∞ 10-5 J/m2, η ∞ 1 cPa, ρ ∞ 0.1 g/cm3, r0 = 1000 nm, we obtain for 

characteristic times 1
𝑤𝑤2

 ∞ 10-25 s and τ2 ∞ 10-11 s, which are significantly smaller than 

the decay time we obtained and the time resolution of the camera we use.  This 

means, that with this approach we most likely cannot extract the intrinsic properties 

of clusters and the measured decay time τdecay = 100 ms is some characteristic time of 

cluster shape perturbation.  The shape transformations are likely due to Brownian 

collisions with solvent molecules and the cluster intensity pattern results from a 

cumulative effect of these collisions, clusters and solvent properties. 

9-3. Lysozyme liquid clusters can devour small-size particles and reveal their 

highly viscous core 

In a different experiment we introduced fluorescent particles to a protein 

solution, containing large lysozyme clusters. A filter between the cuvette and the 

objective lens was used to obstruct the scattered light and only allowed fluorescent 

intensity to be registered.  We saw that the majority of fluorescent particles diffused 

independently of each other and several groups of particles moved collectively. 

In Fig. 9-3 we show three particles which moved as a group.  The separation 

between them was ~ 2 µm indicating that the particles were not bound to one another.  

After removing the fluorescence filter, we observed at their location a fluctuating 

intensity pattern, typical of a cluster.  Hence, the particles were trapped inside the 

cluster, confirming the liquid state of the clusters. 
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We analyzed the evolution of the distances between the three fluorescent 

particles in the cluster and found that they do not change during the time of 

observation.  This shows that the particles were embedded in a medium of high 

viscosity. 

Lysozyme solutions at high concentrations tend to exhibit gelation155,221 

arresting the dynamics of the solution and increasing the viscosity.  Thus, the 

observations in Fig. 9-3 suggest the presence of a highly viscous core inside the liquid 

lysozyme clusters.  

9-4.  Conclusions 

With oblique illumination dark field microscopy we studied the intensity 

patterns of protein-rich liquid clusters and found that for large (> λ/2) clusters the 

intensity snapshots are highly asymmetrical and dynamic.  From the height of the 

spatial autocorrelation function obtained from the centered images of clusters we 

extract the decorrelation lag time of these fluctuations.  We obtain that this time is 

 
 

Figure 9-3.  Clusters a liquid with a highly viscous core inside. Fluorescent microspheres 
are observed through a bandpass filter. A dashed circle indicates three 
particles entrapped inside a cluster. 
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smaller than the characteristic rotation time of a similar size solid object.  Thus, we 

conclude that our clusters are liquid and the intensity pattern fluctuations are due to 

the cluster shape change.  Cluster intrinsic properties, such as surface tension γ and 

viscosity η, with reasonable estimates from similar studies, would result in shape 

perturbations of extremely high frequencies, which could not be registered with used 

equipment.  It means that the observed frequency of the cluster intensity fluctuations 

is a net effect of solvent molecules hitting clusters due to their Brownian motion.  The 

possibility of small particles to enter the cluster structure is another confirmation of 

their liquid nature.  Also the arrest of Brownian motility of these particles while 

entrapped in a protein cluster suggests that clusters possess a highly viscous core.  

This fact is in agreement with lysozyme solutions studies when this protein tends to 

gel at high concentrations. 
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CHAPTER 10 

THE TWO-STEP MECHANISM OF NUCLEATION IN PORCINE INSULIN 

SOLUTIONS 

 

Protein crystallization is notoriously difficult.  Oftentimes crystals never form but 

instead amorphous aggregates, fibrils, dense liquids, and other undesirables appear95,222.  

The main obstacle is not the slow growth of protein crystals: it was established that 

despite their large size and irregular shape223,224, the crystal growth rates of many proteins 

are comparable to those of small-molecule crystals or at most two orders of magnitude 

slower225-231.  A structural impediment to protein crystallization is the lack of suitable 

intermolecular contact sites that are located on the surface of a protein in a pattern 

compatible with a crystallographic symmetry group.  This problem is overcome through 

laborious searches towards procedures, conditions, and additives that enable such 

contacts95,222, including genetic modifications of the protein surface residues232-234.  The 

main kinetic impediment to protein nucleation appears to be a relatively large surface free 

energy γ of the crystal-solution interface.  Typical estimates of γ may exceed 0.01 J m-2 

219,235,236, which is comparable to values found for small-molecule materials.  In 

combination with the large size of the protein molecules, the high γ leads to a high free 

energy barrier for nucleation237-239.  In turn, this high barrier imposes high 

supersaturations at which nucleation may occur, thus expediting the formation of 

undesired solid phases. 

To understand how proteins work around the high surface free energy problem, 

the two-step mechanism of nucleation was put forth.  According to this mechanism, 

crystal nuclei assemble within preexisting protein-rich clusters rather than from 
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molecules in the dilute solution155,162,165,240.  Owing to the high protein concentration in 

the clusters, the surface free energy of a crystalline nucleus emerging in them drops off.  

Estimates of the typical surface free energy of the nucleus suggest that it is on the order 

of 10-4 J m-2 217,218,236,241-243, i.e., up to two orders of magnitude lower than γ of a nucleus 

forming in the solution.  Since the nucleation barrier depends on the cube of γ239,243, this 

mechanism leads to orders of magnitude lower barriers and makes nucleation feasible 

over laboratory timescales. 

Porcine insulin is one example of proteins revealing discrepancies of γ, estimated 

from rates of nucleation and liquid-solid interface.  Previous experiments by Luis 

Filobello showed that the rate of homogeneous nucleation of insulin increases in the 

presence of acetone. Dynamic light scattering experiments could not resolve a clusters 

concentration difference in studied solutions. In the current project we employed 

Brownian microscopy to estimate cluster size and concentration in insulin solutions with 

and without acetone. 

10-1. Materials and methods 

Protein solutions were prepared following the protocol developed by L. Filobelo 

which can be summarized as following.  Porcine insulin powder (Sigma-Aldrich) with no 

additional purification was dissolved in 0.02 M HCl (Fisher Scientific) to make a stock 

solution.  The stock was filtrated using a 0.22 μm pore size syringe filter (Millipore 

Millex-GV) and refrigerated at 4⁰C for later use.  The insulin concentration of the stock 

was determined by measuring the absorbance of ultraviolet light employing a Beckman 

DU 68 spectrophotometer at a wavelength of 280 nm using quartz cuvettes.  Background 
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measurements were done using 0.02 M HCl. The extinction coefficient used was 1.04 ml 

mg-1 cm-1. 

Before each experiment, a solution with a target concentration was prepared using 

the insulin stock solution.  A protocol to grow 2-zinc rhombohedral insulin crystals was 

developed based on papers published by Harding et al.244, Schlichtkrull 245,246, and 

McPherson 12 and is described below. 

0.1 M zinc chloride (Sigma-Aldrich) was added to an aliquot of insulin solution in 

0.02 M HCl.  The zinc chloride solution had been clarified with drops of HCl to a pH of 

3.23 approximately.  Then, in the order given, 0.2 M tri-sodium citrate (Fisher), neat 

acetone (Fisher, HPLC-grade), and de-ionized water were added.  The volume ratios 

were 10:1:5:3:1 to produce final concentrations of porcine insulin 1 – 4 mg ml-1, HCl 

0.01 M, ZnCl2 0.005 M, Na citrate 0.05 M, acetone 2.1 M.  The final pH of the samples 

were measured using an Accumet AB 15 pH-meter (Fisher Scientific), yielding values 

6.83 – 6.93.  In the experiments where acetone was not utilized, the co-solvent was 

replaced with 0.02 M HCl and the pH was reduced by about 0.2 units. 

To examine the Brownian motion of individual clusters in the tested solutions we 

employed Nanosight LM10-HS microscope (Nanosight Ltd) equipped with green laser λ 

= 532 nm and temperature control (T = 22⁰C). The detailed description of Brownian 

microscopy method is given in chapter 2, Principal Experimental Techniques. 

10-2. Insulin-rich liquid clusters help to explain the increase of nucleation rate 

In Fig. 10-1 we show the results we obtained from Brownian microscopy method 

from insulin solutions.  The general trend observed is the following: in the presence of 
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acetone clusters size increases which is indicated by the shift of the red picks in Fig. 10-1 

a – d. 

 

The height of red peaks always exceeds the height of corresponding green ones, 

which means that clusters number density and volume fraction increases, as well as 

cluster radius in the presence of acetone.  These observations correlate with previously 

obtained results by L. Filobelo, who showed double increase in homogeneous nucleation 

rate in insulin solutions in the presence of acetone at 4 mg/ml protein concentration.  

From Fig. 10-1 d, cluster volume fraction also increases two-fold upon acetone addition.   

 

 

 

Figure 10-1.  Response of porcine insulin solutions to the presence of acetone. Tested 
protein concentrations: 2 mg/ml (a, c) and 4 mg/ml (b, d). The results are 
shown in terms of clusters concentration (a, b) and volume fraction (c, d). 
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10-3.  Conclusions 

We showed that previously observed the increase of homogeneous nucleation rate 

in solutions containing acetone correlates with cluster concentration in solutions of the 

same composition.  We also estimated the surface free energy from the nucleation rates 

obtained previously by L. Filobelo.  The values are of the order 0.1-0.2 mJ m-2, which is 

an order of magnitude different from those, estimated from insulin solubility 

measurements, ~3 mJ m-2 247.  Observations above lead to conclusions that the protein-

rich clusters emerge as crucial prerequisites for protein crystal nucleation and that insulin 

is another protein which follows the two-step mechanism of nucleation with protein-rich 

liquid clusters – nuclei precursors. 
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CHAPTER 11 

THE TWO-STEP MECHANISM OF NUCLEATION – DIRECT OBSERVATION 

 

Direct imaging of crystal nuclei forming within dense liquid clusters have been 

provided for two types of systems: colloids, which are larger and move slower than most 

molecules248, and an ingeniously chosen organic system249.  The evidence of the action of 

this two-step mechanism to the formation of nuclei of protein crystals162, sickle cell 

anemia fibers49, or amyloid fibrils250,251 has been mostly indirect: the two step mechanism 

was put forth to explain unusual non-monotonic dependencies of the protein crystal 

nucleation rate on supersaturation and a 10-order of magnitude discrepancy between the 

nucleation rates predicted by the classical nucleation theory assuming one-step crystal 

nucleation and the actual data162,165.  Nucleation of protein crystals and other ordered 

solids (e.g., sickle hemoglobin fibers) in stable dense protein liquid has been observed 

numerous times252,253.  Direct observation of protein crystal nucleation inside the 

metastable clusters is challenging due to a protein clusters size which typically is below 

the optical resolution limit.  To tackle this challenge, in this work we monitored the initial 

progress of crystallization in glucose isomerase solutions with depolarized oblique 

illumination dark-field microscopy (DOIDM).  Monitoring of supersaturated protein 

solutions by depolarized optics allows direct detection of crystal shortly after their 

formation.  

11-1. Materials and methods 

Glucose isomerase from Streptomyces rubiginosus (Hampton Research, USA) 

was dialyzed against 100 mM HEPES buffer at pH 7.0 containing 200 mM MgCl2.  

Lysozyme from hen egg white (Seikagaku, Japan) was dissolved in 100 mM NaAc buffer 
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without further purification.  The concentrations of protein solutions were determined by 

UV absorbance at 280 nm using extinction coefficient 1.042 ml mg-1cm-1 for glucose 

isomerase and 2.64 ml mg-1cm-1 for lysozyme.  All stock solutions were filtered after 

their preparation through 0.22 μm syringe filters.  Supersaturation of the studied solutions 

was achieved by adding (NH4)2SO4 to glucose isomerase solutions and NaCl to lysozyme 

solutions.  All experiments were carried out at 22⁰C. 

A Nanosight LM10-HS microscope (Nanosight Ltd) equipped with a green laser 

(wavelength 532 nm) was employed to monitor individual clusters in the tested solutions.  

The raw data of this method are movies of point spread functions of clusters undergoing 

Brownian motion.  To detect crystals, we modified the commercial set-up by adding a 

polarizer at the optical entrance of the sample cell and an analyzer at the optical exit, 

before the objective lens. 

11-2. Nucleation of glucose isomerase and lysozyme crystals inside protein-rich 

clusters in a real time experiment 

We tested the liquid nature of the protein-rich clusters, suggested by previous 

indirect evidence48,52,54 with aged solutions of glucose isomerase and lysozyme, which 

hold protein-rich clusters of relatively large size, 0.5–1.0 μm.  Oblique illumination dark-

field microscopy performed without polarizer and analyzer, exhibits unique intensity 

patterns readily distinguishable from solid protein aggregates.  The patterns are dynamic 

and highly asymmetrical, with interference fringes spreading from its center.  The 

orientation of these fringes and their intensity vary in time.  The minimum of the surface 

free energy for a liquid cluster corresponds to a spherical shape.  However, Brownian 

collisions with the solvent molecules lead to deviations from this shape resulting in the 
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highly asymmetric dynamics of the intensity pattern.  We conclude that the clusters are 

liquid and the surface free energy between the cluster and the solution is too low to 

stabilize a steady sphere.  No determinations of the surface free energy of the protein-rich 

clusters have been performed.  However, the free surface energy of dense liquid droplets 

in lysozyme solutions has been estimated as γ = 4×10-5 J m-2 254.  With this γ, the excess 

free energy of a protrusion of radius r = 100 nm can be estimated as Ωγ/r ≈ 10-23 J (Ω = 

3×10-26 m-3 is the molecular volume).  This is significantly less than the driving force for 

shape change, the thermal energy of the solvent molecules kBT ≈ 10-21 J (kB, Boltzmann 

constant; T, temperature).  Assuming that the surface free energy of the protein-rich 

clusters in glucose isomerase solutions is similar to that value, the shape dynamics in 

response to Brownian collisions with the solvent is feasible and the glucose isomerase 

clusters are liquid. 

To study the nucleation of crystals, we added (NH4)2SO4 to glucose isomerase 

solutions and NaCl to lysozyme solutions and loaded the solutions in the DOIDM cell.  If 

the polarizer and analyzer are in parallel orientation, immediately after solution loading 

we detected bright spots, corresponding to individual clusters; perpendicular 

arrangements of these two optical elements resulted in completely dark images.  This 

indicates that only amorphous liquid clusters are present in the tested solutions.  Forty 

minutes after the beginning of an experiment we see bright intensity spots with crossed 

polarizer and analyzer, indicating the presence of objects that rotate the plane of light 

polarization.  Solution filtration prior to loading removed all stray crystals from the 

monitored volume; hence we conclude that the only particles which capable of light 

depolarization are protein crystals.  This signal indicates protein crystal nucleation.  
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Further observations revealed three types of particles in the solution: 1. Visible only with 

parallel polarizer and analyzer with a cluster-like intensity pattern, i.e., large protein 

clusters.  2. Visible with both parallel and crossed polarizer and analyzer, but with steady 

shape, we conclude that these are large freely diffusing crystals.  3. Particles visible in 

both parallel and crossed polarizer and analyzer, but with a cluster-like pattern in parallel 

mode, and crystal-like pattern in crossed mode.  We conclude that these are protein 

clusters with entrapped protein crystals inside.  

 

In Fig. 11-1 we show two snapshots from a DOIDM movie, where we indicate the 

position of analyzer and polarizer and time corresponding to these frames. Fig. 11-1 a, is 

an example of intensity patterns typically observed for large clusters in parallel polarizers 

(indicated with an arrow). Fig. 11-1 b shows three crystals in crossed polarizers seen as 

steady bright spots. Comparing the locations of the crystals and three of the clusters, we 

conclude that these are most probably protein clusters with entrapped protein crystals 

inside. 

 

 

Figure 11-1. Snapshots from DOIDM showing three types of scatteres in a lysozyme 
solution under crystallization conditions: clusters, crystals, and clusters 
containing crystals. Orientation of polarizers is indicated in the figure. 
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11-3.  Conclusions 

With oblique illumination dark field microscopy we monitored the clusters 

dynamic behavior in solutions of two proteins, glucose isomerase and lysozyme.  We 

observed the intensity patterns in these solutions typical to clusters of a large size (> λ/2).  

We modified the existing oblique illumination microscopy setup by introducing a 

polarizer and an analyzer.  We confirmed that clusters have amorphous structure, i.e., 

they did not yield any signal when the polarizer and the analyzer were perpendicular to 

each other.  After initiating the crystallization conditions for both of the proteins by 

adding corresponding salts, after a certain time we registered a signal in crossed analyzer 

and polarizer setup.  This fact means that in the protein solutions we initiated nucleation 

and microcrystals reached a detectable size.  Further, we were able to distinguish between 

three types of scatterers, which we determined as single protein clusters, single protein 

crystals and crystals entrapped in clusters.  The latter type of scatterers is the first direct 

observation of the two-step mechanism of nucleation of proteins. 
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CHAPTER 12 

CONSLUSIONS 

 

In this work we aimed to deepen our knowledge on a recently discovered phase in 

protein solutions, which forms in the homogeneous region of the protein phase diagram 

and play role of nucleation precursors in the two-step mechanism of protein nucleation – 

metastable mesoscopic protein-rich clusters.  The mechanism of cluster formation and 

their behavior still remain challenging questions.  Why do clusters form?  Are clusters 

just nuclei of a dense liquid phase?  What are the forces that hold protein molecules 

inside the clusters?  How can we affect cluster behavior by external conditions?  How can 

we prove that clusters are precursors in the two-step mechanism of nucleation?  We 

addressed these questions in our study and progressed the clusters nature research. 

First, we confirmed that the protein-rich clusters are not the nuclei of a dense 

liquid phase by monitoring the long time evolution of cluster radius.  After over 600 

hours lysozyme clusters did not mature into a new liquid phase and their size reached the 

terminal value at ~200 nm.  With this we conclude that the protein clusters are not the 

dense liquid phase and they are in near-equilibrium with the solution, i.e., they are 

metastable mesoscopic protein-rich clusters. 

In 2010 Pan et al.46 proposed a mechanism by which the protein clusters exist.  

Following it, clusters form due to a presence of new species in solution, such as protein 

oligomers.  The origin of those oligomers might result from domain swapping, as for 

example in case of lysozyme, which monomers consist of a single chain, or 

misassembled molecules, like glucose isomerase protein, which exists in solutions in 
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tetrameric state, though under high energetic cost it can have trimers, pentamers or other 

oligomers (probability of their existence would decrease the father the oligomer is from a 

tetrameric combination). 

We attempted to identify the possible regions of flexibility of the protein 

monomers most likely participating in cluster formation.  We carried out the nuclear 

magnetic resonance experiments with lysozyme solutions, which allowed us to monitor 

the 1H-2D exchange rate in solutions with abundant amount of clusters in comparisons to 

a solution with a low cluster concentration.  Protein lysozyme is a profoundly studied 

molecule, thus there is a significant amount of literature available on its characteristics.  

We were able to identify the NMR signal peaks according to the literature data and found 

the residues which exhibit a less protected state in solutions with a high cluster 

concentration.  Locations of these residues on a protein sequence map indeed suggest that 

these are the regions of possible high monomer flexibility potentially contributing to 

domain-swapped oligomerization. 

The forces controlling clusters meta-stability were still unknown in cluster 

research.  We tested the significance of electrostatics on cluster formation.  Coulomb 

interactions dominate in many areas of biochemical processes and they were the first 

candidate to be considered on a leading role of clustering aggregation.  We discovered 

that, despite the fact that electrostatic interactions are highly important in protein world, 

their effect on clusters is minimal.  Our experiments demonstrate that the mesoscopic 

clusters represent a novel class of protein condensate that forms by a fundamentally 

different mechanism from protein crystals and amyloid fibrils, and from the two other 

known types of protein clusters, discussed in introduction to chapter 5.  Our observations 
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indicate that the clusters form by a unique mechanism, i.e., by the accumulation of 

transient protein oligomers that are linked by hydrophobic bonds between the peptide 

backbones exposed to the solvent after partial protein unfolding.  Since the mesoscopic 

clusters have been suggested in many cases as crucial precursors to the formation of the 

two main classes of protein aggregates, crystals and amyloid fibrils, our findings indicate 

that fine-tuning of the intra- and inter-molecular water-structuring interactions may be an 

essential tool to control the cluster population and in this way enhance or suppress protein 

crystallization and fibrillization.   

The experiments in which the protein solution undergoes bubbling with inert 

gases support the previous arguments.  We notice the high importance of water 

structuring interactions on the example of lysozyme clusters. 

The mechanism of cluster formation has its general idea – clusters require the 

presence of new protein species in solution to appear.  Nevertheless, the particular 

pathway the clusters form depends on the protein identity.  Thus, in case of glucose 

isomerase we show that the water structuring interactions are not the principal forces 

governing cluster formation, though the shear stress induced by bubbling with inert gas 

has a major effect on cluster population.  The origin of such response is in the mechanism 

of oligomerization.  Since the native confirmation of glucose isomerase molecules in 

solutions is tetrameric, the existence of new protein species could be granted by simply 

misassembled glucose isomerase molecules such as trimers or pentamers.  The induced 

shear rates break high energy oligomers decreasing the lifetime of those and leading to a 

lower cluster volume fraction and concentration.  
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Besides the challenging thermodynamics of cluster existence, which makes them 

an interesting object to study, cluster importance in protein science is also in their role of 

the two-step mechanism of nucleation.  According to this mechanism, clusters play role 

of nucleation precursors which assist protein crystal nucleation. 

Addition of organic compounds, such as ethanol, acetone and others, is known to 

facilitate protein crystallization, increase the size of crystal, help to produce crystals with 

minimum defects.  All protocols of protein crystallization are the result of empirical 

research and no general explanation exist why in one case certain cosolvents would help 

crystallization while in other protein system they will not have any effect.  Here, we 

tested the influence of common organic additives (ethanol, acetone, glycerol, MPD) on 

protein-rich clusters as potential nucleation precursors.  We found that the response of 

protein monomers behavior is different based on the cosolvents chemical identity, as well 

as the chemical potential of studied systems shows various trends with increase of the 

additives concentration. 

Protein clusters assist protein nucleation though the exact mechanism of how and 

where crystals form is still elusive.  There are two possible scenarios of crystals birth.  1) 

They nucleate within the cluster bulk, i.e., follow the homogenous nucleation pathway, or 

2) crystals utilize the cluster surface following heterogeneous nucleation mechanism.  We 

found that, despite the chemistry of additives used in our tests, the effect of all cosolvents 

resulted in increase of clusters volume fraction and their surface area, parameters 

important for previously noted scenarios.  This finding supports the idea of clusters 

importance in the two-step mechanism of nucleation as essential precursors in protein 

crystallization. 
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Brownian microscopy, a relatively new method of tracking microparticles in 

solutions, made a significant step forward in clusters research.  The movies of this 

method are intensity snapshots of clusters undergoing Brownian motion.  When protein 

clusters rich ca. micron size their intensity patterns exhibit dynamic fluctuations, not 

typical for solid objects.  With oblique illumination dark field microscopy (next step 

modification of Brownian microscopy method, when the interest is in the studying of 

individual clusters intensity patterns rather than their collective motion) we showed that 

protein clusters are liquid and have a highly viscous core inside, as in case of protein 

lyzosyme. 

Tracking micron-size clusters is a challenging task, since there were no available 

computer algorithms capable to deal with dynamic intensity patterns of clusters.  We 

developed a new tracking method, based on spatial cross correlation, which overcomes 

the difficulties associated with large (> λ/2) clusters.  We tested the new method on the 

latex particles of known size and showed that the method of the spatial cross-correlation 

yieldes superior results in comparison to other common tracking algorithms on the 

research market. 

On the example of protein insulin and the results obtained by L. Filobelo in 2003 

we showed why the two-step mechanism of nucleation is selected.  Evaluation of the 

surface free energy cost associated with nuclei formation from nucleation rates of insulin 

are 10 orders of magnitude different from the surface free energy estimations of insulin 

solubility.  These calculations propose that the two-step mechanism of nucleation is 

selected because it provides the lower free energy barrier associated with nucleation from 

clusters than following the direct pathway.  The results from Brownian microscopy 
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experiments confirmed the presence of clusters in insulin solutions as well as they show 

that in the presence of acetone as a cosolvent, cluster volume fraction is increased, which 

correlates with the increase of previously measured nucleation rates in identical 

conditions. 

The evidence of the two-step mechanism of nucleation in protein solutions is 

mostly indirect.  Here we showed for the first time that protein crystals appear inside 

protein clusters when the crystallization conditions are induced.. This became feasible 

with further modification of the oblique illumination dark field microscopy when we 

introduced polarizer and analyzer in the setup to distinguish between amorphous and 

crystalline populations of scatterers.  We saw that crystals appear in large size clusters 

(the size is a limiting factor of the technique, since we will not be able to resolve a 

nucleated crystal inside a small-size cluster), they grow in them and then fall off of them 

under the gravity.  These experiments were carried on with two different proteins, 

lysozyme and glucose isomerase, and in both setups we obtained similar results.  The 

videos of clusters with crystals entrapped inside them is the first direct evidence of the 

two-step mechanism of protein nucleation. 
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