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ABSTRACT

Clostridioides difficile infection (CDI) is a significant cause of death and morbidity due to infec-

tious gastroenteritis in the USA. Treatments for CDI are being developed and comparison of the

treatments is of paramount importance. Conventional microbiology methods investigate the effec-

tiveness of treatments on the macro-level, and a phenotypic investigation has not been performed.

Phenotypic features (e.g., length, shape deformation) of CDI cells in scanning electron microscopy

(SEM) images indicate critical information about cell health in CDI research studies. However,

analysis of SEM images is challenging due to the following issues: (1) inhomogeneous illumina-

tion, which causes shadows on the cells and bright areas around the cells, and (2) the presence

of touching and crossing cells. Therefore, there is an urgent critical need to develop methods for

the segmentation of the CDI cells to extract phenotypic information. This work presents a deep

learning pipeline to provide instant-level segmentation of CDI cells in scanning electron microscopy

images. The components are: (i) an adversarial region proposal network to compute cell candidate

bounding boxes, and (ii) an instance-level segmentation network extracting features from bound-

ing boxes, and computing the segmentation masks of isolated, touching, and crossing cells. The

pipeline provides a computational tool for analysis of scanning electron microscopy images which

is critical to compare the efficacy of CDI treatments. Finally, the performance is evaluated and

compared to the state-of-the-art in instant-level object segmentation. The results indicate that the

proposed computational tool out-performs the state-of-the-art method Mask-RCNN in detection

(mean average precision) and segmentation (dice score) of CDI cells in SEM images.
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1 Introduction

1.1 Motivation

Developments in scanning electron microscopy (SEM) have facilitated the acquisition of digital

images of micron-level cells, leading to improvements in cell quantification for pharmaceutical and

medical research studies [16].

Clostridioides difficile infection (CDI) is the most common cause of death due to infectious

gastroenteritis in the USA and a significant source of morbidity [14]. Extraction of cell-related

information (e.g., length, location, deformation) in scanning electron microscopy (SEM) images is

an essential task for comparison of treatments in CDI research studies [16]. However, analysis of

SEM images is challenging due to inhomogeneous illumination and the presence of clustered cells.

Existing computer vision methods have not considered the problem of instance-based segmentation

with challenges above. Therefore, the automatic quantification of the efficacy of CDI treatments

could not be addressed using the existing computer vision methods. This work addresses the prob-

lem of detection and segmentation of CDI cells in SEM images using a deep adversarial pipeline

out-performing the state-of-the-art. Furthermore, the detection of cells in SEM images could po-

tentially be used in the analysis of phenotypic information of other infectious diseases such as

Coronaviruses, helping pharmaceutical researchers and society.

(a) (b) (c) (d)

Figure 1: Depiction of inhomogeneous illumination effecting SEM cell images, causing: (a,b) bright
spots on the cell, and (c,d) shadows around the cells.

1



(a) (b) (c)

Figure 2: Depiction of samples of: (a) touching cell with clear cell walls, (b) with overlapping cell
walls, and (c) Occluded cell bodies.

1.2 Challenges

Microscopic images may have inhomogeneous illumination and are often degraded due to noise.

Inhomogeneous illumination causes bright spots on the cells as well as shadows around the cells.

Figure 1 depicts samples of the challenges caused by inhomogeneous illumination.

Figure 3: Depiction of samples of a crossing cell occluding one (L), or multiple cells (R).

Furthermore, the cells of various sizes are clustered together, making the problem of cell de-

tection challenging. Clustered cells consist of touching and crossing cells. Cells may be touching

with a clear boundary, or a portion of the cell walls may be overlapped. In some cases, a portion

of the cell body is occluded. Figure 2 depicts samples of touching cells in SEM images. Moreover,

2



crossing cells cluster may occur where a cell crosses on top of one or multiple cells. Figure 3 depicts

samples of crossing cells in SEM images.

1.3 Goal

The goal of this research is to develop a computational tool that analyzes scanning electron mi-

croscopy images of elongated cells, addressing challenges of inhomogeneous illumination, touching

cells, and crossing cells, to provide instant-level segmentation of cells in the image.

1.4 Objectives

The objectives of this work are to:

1. Generate a dataset of synthesized SEM cell images with 6,000 images;

2. Develop and evaluate a pipeline for segmentation of cell images with inhomogeneous illumi-

nation;

3. Modify the pipeline to address the challenges of inhomogeneous illumination and separating

touching cells;

4. Modify the pipeline to address the challenges of inhomogeneous illumination, separating

touching cells, and separating crossing cells;

5. Evaluate the computational tools that provide specific cell-related information for all the

cells present in the SEM image and compare the result to conventional manual annotation

methods.

5.1 Determine the correlation between manual cell counts of CDI compared to the computa-

tional tools developed in this dissertation, of determining the number of cells (vegetative

and spores).

5.2 Determine the proportion of spores vs vegetative cells using conventional microbiologic

technique compared to the computational tools developed.
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1.5 Contributions

Contributions to pharmaceutical research

This dissertation, provides a computational tool to automatically detect and count CDI cells in

SEM images and computes the proportion of spores to vegetative cells. Furthermore, the compu-

tational tool provides a mask for every detected instance that could be used to extract phenotypic

information which is important in comparing CDI treatments in pharmaceutical research.

Contributions to computer science

This dissertation, has the following computer science contributions:

1. An image synthesizer algorithm for background and cell (ISABC) is developed to provide the

training data for a deep cell detection pipeline. ISBAC is capable of increasing the number

of training samples in order of magnitude which is essential in training deep networks for the

analysis of microscopy images which are expensive and time-consuming to obtain (Chapter

2).

2. A semantic segmentation pipeline, SoLiD (Segmentation of clostridioides difficile cells in the

presence of inhomogeneous iLlumInation using a Deep adversarial network) is developed to

separate CDI cells form the background in SEM images, addressing the challenge of inho-

mogeneous illumination where changes in illumination are modeled as an adversarial attack

(Chapter 3).

3. The adversarial pipeline designed for semantic segmentation is extended for instance-based

segmentation, providing a segmentation mask, a bounding box, and a class label for every cell

in the image. The extended pipeline, DETCID (Detection of Elongated Touching Cells with

Inhomogeneous illumination using a Deep adversarial network) is trained with synthesized

images of isolated, touching, and crossing cells and 10-fold cross-validation is performed to

measure the performance.

To detect crossing cells, the ISABC algorithm is used to synthesize UH-S-cdiff1 where multiple

pairs of touching and crossing cells are clustered together similar to the acquired images,

4



increasing the number of occluded samples. Furthermore, a modified IoU is developed based

on the mask overlaps to detect touching cells with partial overlaps and crossing cells with

occlusion. 10-fold cross-validation is performed over UH-S-cdiff1 to evaluate the performance

on the synthetic images. Then, UH-S-cdiff1 is used to train DETCID and the trained model

is evaluated on the acquired images (UH-A-cdiff1). A Bland-Altman analysis is performed to

compare the error with the error between two human annotators (Chapter 4).

4. At the beginning of this work, the-state-of-the-art in cell detection was based on shallow

methods. Therefore, two shallow methods (DeTEC and DETCIC) were developed before the

deep pipeline was formed. The shallow methods were useful to identify the challenges of the

dataset as well as providing insight on how to address them (Chapter 5).

5. Developed and evaluated a module to achieve rotational invariance via a parametric repre-

sentation using convolutional capsules. Deep ConvNets have complex architectures and are

difficult to interpret. A parametric representation is critical to interpreting the features used

to detect the objects. A capsule-based representation is developed and evaluated to detect

cells in various orientations (Chapter 6).

In this dissertation,, the developed methods are detailed for each objective and the perfor-

mance of the methods is evaluated and compared with the state-of-the-art in cell detection and

segmentation. Finally, conclusions and future work are discussed in Chapter 7.
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2. A. Memariani and I. A. Kakadiaris, ”DETCID: Detection of Elongated Touching Cells with

Inhomogeneous Illumination Using a Deep Adversarial Network”, IEEE Journal of Biomedical
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2 Objective 1: Generate a dataset of synthesized SEM cell images

Deep networks require large numbers of training data. More specifically, deep learning architectures

proposed for biomedical image analysis are hindered by the lack of large amounts of training data.

Therefore, generating synthetic images becomes important in the analysis of biomedical images,

since their acquisition is expensive and time-consuming. A simple solution would be to avoid

training by applying a pre-trained model. However, the solution is limited to cases where a pre-

trained network with similar training data exits [65]. To train a deep segmentation model, we

developed an image synthesis algorithm capable of synthesizing cell images with inhomogeneous

illumination where cells could be isolated, touching, or crossing.

2.1 Related work

Deep learning frameworks such as TensorFlow provide simple image augmentation functions such

as translation, rotation, cropping, flipping, and scaling [1]. These basic augmentation techniques

often create black areas in the image which could be filled with interpolation or more complex image

in-painting techniques. The basic augmentation methods mentioned above have been applied to

increase the number of training samples, and add invariance to challenges such as rotation of objects

in the image [11, 32, 38, 42, 49, 65, 73, 81].

Increasing the amount of data by orders of magnitude is essential in training deep models to

analyze biomedical images. However, using basic augmentation methods to increase the amount

of data by orders of magnitude results in a high correlation between the images in the training

dataset. U-net applied image warping to the cell images, creating images with slightly different cell

and backgrounds [58]. Nevertheless, warping the whole image with the same warping transformation

would limit the number of synthesized images.

2.2 Methods

This section presents ISABC, an Image Synthesizer Algorithm for Background and Cell, capable

of synthesizing large numbers of images with the same background texture and cell shapes in
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the images captured by SEM. The image quilting technique by Efros and Freeman is applied to

synthesize similar background images [54]. Then, the cells are randomly warped and placed into

the image. Warping the cells ensures that the training data are different from the testing data.

Algorithm 1 depicts the steps of the algorithm and the notations used in Algorithm 1 are defined

in Table 1.

2.2.1 Annotation

Two sets of manually annotated masks were collected using COCO-annotator [9], a cross-platform

image annotation tool designed to create segmentation masks for instance-level object segmen-

tation. The tool also allows us to specify disconnect masks to annotate the occluded objects.

Coco-annotator provides JSON outputs with standard MS-COCO style annotations for masks and

bounding boxes. In the frontend, the JavaScript GUI provides a polygon tool to trace the bound-

aries of the object and create the segmentation masks. In the backend, a python web framework

communicates with the browser and a database management system based on MongoDB to store

the segmentation masks.

Annotating biomedical images requires cross-platform tools to communicate between the biomed-

ical expert and computer vision researchers. Docker provides a state-of-the-art virtualization plat-

form using a single operating system kernel. Every software is packaged in a virtual environment

called a container. The containers have independent configuration and libraries and may com-

municate via docker channels. A docker-engine hosts the containers and communicates with the

operating system so that all containers share the same kernel. Therefore, docker provides a more

lightweight platform compared to conventional virtual machines. A docker user group may be de-

fined to allow the user to launch their containers without administrative privileges that restrict the

software installations on the same machine.

8



Figure 4: Depiction of samples of the synthetic cell images in UH-S-cdiff1 and their corresponding
ground truth masks where vegetative cells are depicted in shades of green and spores are depicted
in shades of blue.
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Table 1: Definition of notations used in Algorithm 1.
Notation Type Definition

φ Scalar Angle between the major axes of a crossing pair of cells (degrees)

θ Scalar Angle of the major axis of the cell (degrees)

(x, y) Scalar Centroid of a cell (pixels)

e, f Scalar Constants

η Scalar Height of a cell mask (pixels)

σ Scalar Horizontal shear parameter

(ρ, κ) Scalar Image size for acquired and synthetic images (pixels)

δ Scalar Maximum change of the random orientation of a cell (degrees)

χ Scalar Maximum horizontal shift of the second cell in a touching/crossing pair (pixels)

ψ Scalar Maximum vertical shift of the second cell in a touching/crossing pair (pixels)

a Scalar Number of acquired images

n Scalar Number of cells in an acquired image

c Scalar Number of crossing pairs of cells in a synthetic image

o Scalar Number of isolated cells in a synthetic image

t Scalar Number of touching pairs of cells in a synthetic image

z Scalar Number of synthetic images

ε Scalar Random number in the range [0,1]

ω Scalar Width of a cell mask (pixels)

w Scalar Window size for texture synthesis (same width and height) (pixels)

Ak 2D tensor Acquired image k

Bk
i 2D tensor Annotation mask for image k and cell i with size (ρ, κ)

Jlj 2D tensor Synthetic ground truth mask for image l and cell j with size (ρ, κ) (pixels)

C 2D tensor Image of a cell with size (ρ, κ) (pixels)

Cm 2D tensor Binary mask of a cell with size (ρ, κ) (pixels)

Il 2D tensor The l th synthetic image

T 2D tensor 3×3 geometric transformation matrix

Bk 3D tensor Annotation mask for acquired image k with size (n, ρ, κ) (pixels)

Jl 3D tensor Synthetic ground truth mask for image l with size (o+ 2t+ 2c, ρ, κ) (pixels)

AAA m Set Set of manually annotated masks

AAA r Set Set of acquired images

III g Set Set of synthetic ground truth masks

III s Set Set of synthetic cell images

10



Figure 5: Depiction of samples of the acquired (T) and the synthesized (B) images. The first
column depicts isolated cells, the second column includes samples of touching cells, and the third
column depicts both touching and crossing cells.
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Algorithm 1 Image synthesis algorithm generating images with isolated, touching, and crossing
cells. The notations are defined in Table 1
Input : A set of a acquired images AAA r = {A1, ...,Aa} and their manually annotated masks

AAA m = {B1, ...,Ba}, number of images to be synthesized z, window size m
Output: Synthetic cell images III = {I1, ..., Iz}, synthetic ground truth masks JJJ = {J1, ..., Iz}

1 Function AddCell(Ak, Bk
i , Il, Jlj, θ, x, y):

• Extract the ith cell in the kth acquired image Ak using its annotated mask Bk
i : C← Ak ◦Bk

i ,
Cm ← Bk

i

• Translate the center of the annotation mask of the cell in C and its mask Cm

to the center of the image

• Initialize a 3×3 geometric transformation matrix T as an identity matrix and add
a random noise to the transformation parameters (e.g., horizontal shear: σ = f + eε);

• Warp the masked cell image C and its annotation mask Cm with transformation
T and resize to size (ρ, κ)

• Compute the angle φ of the major axis of the cell corresponding to the horizontal axis

• Rotate C and Cm to align with orientation θ and crop to the size (ρ, κ);

• Translate the object centroid in C and Cm to location (x, y) (move the object inside
if the cell is partially outside the image boundaries);

• Overlay C on Il and Jlj ← Cm

return Il, Jlj
2

3 for l = 1, ..., z do

• Randomly select an image Ak from the acquired images AAA r and its
annotation mask Bk from AAA m

• Apply the image inpainting algorithm [33] to remove the cells from the image
and store the background to Il

• Randomly select a background patch of size w × w from image Il

• Synthesize a background image with the same resolution as Il using the texture
synthesis algorithm [54] and replace with Il

• Randomly select the number of isolated cells o, touching pairs t, and crossing
pairs c to be placed into the image (o, t, c ∈ {1, ..., n})

• Initialize Jl with zeros as a 3D tensor of size (o+ 2t+ 2c, ρ, κ)

4 end

5 end

12



for p = 1, ..., o do

• Randomly select a cell mask i (i ∈ 1, ..., n) with annotation tensor Bk
i in the

acquired image Ak

• Randomly generate θ ∈ [0◦, 180◦], x1 ∈ [ω2 , ..., ρ−
ω
2 ], y1 ∈ [η2 , ..., κ−

η
2 ]

• Add the cell into the image:
Il, Jlj ← AddCell(Ak, Bk

i , Il, Jlj, θ, x1, y1)

for q = 1, ..., t do

• Randomly select a cell mask i (i ∈ 1, ..., n) with annotation tensor Bk
i in the

acquired image Ak

• Randomly generate θ ∈ [0◦, 180◦], x1 ∈ [ω2 , ..., ρ−
ω
2 ], y1 ∈ [η2 , ..., κ−

η
2 ]

• Add the first touching pair into the image the first output:
Il, Jlj ← AddCell(Ak, Bk

i , Il, Jlj, θ, x1, y1)

• Update (x1, y1)← centroid of Jlj

• Randomly select a cell mask u with annotation tensor Bk
u in the acquired image

Ak as the second cell

• Let ω be the width and (x1, y1) the centroid of the cell mask Cm. Randomly select a location
(x2, y2):
x2 ∈

[
x1 − ω, x1 − ω

2

]
∪
[
x1 + ω

2 , x1 + ω
]

and y2 ∈ [y1 − ψε, y1 + ψε]

• Add the second touching pair into the image:
Il, Jlv ← AddCell(Ak, Bk

u, Il, Jlv, θ, x2, y2)
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for r = 1, ..., c do

• Randomly select a cell mask i (i ∈ 1, ..., n) with annotation tensor Bk
i in the acquired image

Ak

• Randomly generate θ ∈ [0◦, 180◦], x1 ∈ [ω2 , ..., ρ−
ω
2 ], y1 ∈ [η2 , ..., κ−

η
2 ]

• Add the first crossing pair into the image: Il, Jlj ← AddCell(Ak, Bk
i , Il, Jlj, θ, x1, y1)

• Update (x1, y1)← centroid of Jlj

• Randomly select a cell mask u with annotation tensor Bk
u in the acquired image Ak as the

second cell

• Let η be the height and (x1, y1) the centroid of the cell mask Cm. Randomly select a location
(x2, y2):
y2 ∈

[
y1 − η, y1 − η

2

]
∪
[
y1 + η

2 , y1 + η
]

and x2 ∈ [x1 − χε, x1 + χε]

• Randomly select an angle φ: φ = θ + 90± δε

• Add the second crossing pair into the image: Il, Jlv ← AddCell(Ak, Bk
u, Il, Jlv, φ, x2, y2)
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2.2.2 Estimate of the number of training instances

Deep neural networks have a large number of parameters. Learning the values for such parameters

requires a large number of training data. Even though there is no closed-form formula for the

minimum number of instances required to train a neural network, there are heuristics that help us

estimate the number of training samples by simplifying the problem. In this section, two analogies

are mentioned to provide an estimate and the effect of regularization is discussed.

The first analogy compares training of a neural network to solving a system of linear equations

where the linear variables are the parameters of the network and each linear equation represents a

constraint (pattern) that needs to be satisfied (recognized). Each sample provides insight into the

pattern in a real-world example and each variable provides a degree of freedom to find a solution that

satisfies the equations. According to the numerical methods such as Gauss–Jordan elimination, the

number of training samples should be at least equal to the parameters of the network [84]. However,

this heuristic does not consider the non-linearity in neural networks. The second analogy compares

the training to fitting a polynomial to a set of points. For instance, fitting a polynomial of degree

n with less than n points results in over-fitting [84]. Even though, the two analogy mentioned

above does not accurately describe the training process. They can provide an intuitive idea of the

importance of having a large training dataset.

Lack of training data may lead to over-fitting. However, regularization and dropout techniques

prevent over-fitting, allowing for training more complex architecture [52]. The concept is similar to

dictionary learning where a function is approximated by a combination of an over-complete basis

while sparsity is enforced to reduce the redundancy.

Common architectures such as ResNet50 (25.6M), ResNet101 (44.5M), and VGG16 (138M) that

have achieved the state-of-the-art, were trained on MS-COCO [40] and ImageNet [13] datasets with

much less number of images. ImageNet has 1.2 million images of 1,000 synonym sets of instances

referring to a unique concept (synsets) for object detection and MS-COCO has more than 200K

labeled images of 1.5 million object instances for 80 object categories for object detection and

segmentation.
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ImageNet statistics [13] has resulted in a rule of thumb, collecting 1,000 samples for each synset

in the test set. Furthermore, transferring the learned parameters of a network such as ResNet50

trained on ImageNet or MS-COCO is commonly used in biomedical image analysis where data

is not abundant. Fast convergence has been reported in the analysis of pathology images after

initialization with MS-COCO pretrained weights [36].

Given the ImageNet rule of thumb, three synsets were defined to represent the challenges of

detecting CDI cells in SEM images, namely, isolated cells, pairs of touching cells, and pairs of

crossing cells for each class (vegetative and spore). Therefore, 6,000 images were selected as the

required number of training samples.

2.3 Results

The synthesized images are based on the acquired SEM dataset UH-A-cdiff1. UH-A-cdiff1 con-

sists of 20 C. diff cell images (197 vegetative cells and 111 spores) acquired via scanning electron

microscopy. Image dimensions are 411×711 pixels with 10,000x magnification. Moreover, many

cells are touching or crossing each other with the existence of debris. Also, the cells were partially

deformed and cell walls are damaged due to a laboratory treatment, making the detection more

challenging. Two sets of annotations were provided labeling every cell as a binary mask for every

cell in the image. Algorithm 1 is applied to synthesize three synthetic datasets described below,

similar to UH-A-cdiff1 and the primary set of annotations were used to synthesize the ground truth

labels.

1. UH-S-cdiff1: Algorithm 1 is applied to synthesize 6,000 images of 411×711 pixel dimensions.

The synthetic images include two to four pairs of the following scenarios: a pair of two

vegetative cells touching, a pair of two vegetative cells crossing, and a vegetative cell touching

a spore. Moreover, two to four single isolated cells of each type are added into the image,

creating a variety of possible overlaps between cells in various orientations. Figure 4 depicts

samples of the synthetic cell images in UH-S-cdiff1 and their synthesized ground truth.
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Figure 6: Depiction of samples of the synthesized isolated cells with SEM background with their
ground truth annotations in presence of debris and artifacts.

2. UH-S-cdiff0: The initial dataset to train the adversarial pipeline included 2,000 images with

411×711 pixels were the cells were randomly placed into the image with no restriction on

the number of touching and crossing pairs. The images were divided into patches of 150x150

to provide more than 17,000 training samples. Furthermore, the dataset was synthesized for

semantic segmentation where the target was to segment the cell areas from the background.

Figure 5 depicts samples of the isolated, touching, and crossing cells in UH-S-cdiff0.
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Figure 7: Depiction of samples of the synthesized isolated cells with SEM background with their
ground truth annotations with inhomogeneous illumination.

3. UH-P-cdiff1: A synthetic dataset with image patches of 150x150 resolution was created con-

taining three categories of isolated, touching, and crossing cells. For each category 2000

samples and their masks are generated with distinct random seed values (6,000 total). Each

category is divided into 10 folds for cross-validation. For instance, in the first cross-validation

experiment is to predict the result for the first fold. Therefore, the first fold is reserved for

validation, and folds 2-10 are used for training. Figure 4 depicts samples of the synthetic

images with isolated, touching, and crossing cells with inhomogeneous illumination.
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Figure 6 depicts samples of the synthetic isolated cells in presence of debris and artifacts.

Figure 7 depicts samples of the synthetic isolated cells in presence of inhomogeneous illumi-

nation. Figure 8 depicts samples of the synthetic touching cells with a narrow background

between the cells. Figure 9 depicts samples of the synthetic touching cells with inhomoge-

neous illumination where the cells have overlaps over the cell boundaries. Figure 10 depicts

samples of the synthetic crossing cells with inhomogeneous illumination where the cells are

aligned with vertical and horizontal axes. Figure 11 depicts samples of the synthetic crossing

cells with inhomogeneous illumination where the cells are rotated.
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Figure 8: Depiction of samples of the synthesized touching cells with SEM background with their
ground truth annotations with inhomogeneous illumination where there is a narrow background
between the cells.
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Figure 9: Depiction of samples of the synthesized touching cells with SEM background with their
ground truth annotations with inhomogeneous illumination where the cells have overlaps over the
cell boundaries.
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Figure 10: Depiction of samples of the synthesized touching cells with SEM background with their
ground truth annotations with inhomogeneous illumination where the cells are aligned with vertical
and horizontal axes.
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Figure 11: Depiction of samples of the synthesized crossing cells with SEM background with their
ground truth annotations with inhomogeneous illumination where the cells are rotated.
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3 Objective 2: A pipeline for the segmentation of cell images with

inhomogeneous illumination

Analysis of CDI cell images via SEM is a challenging task due to the intrinsic properties of cells,

their micron level size, or imperfect image acquisition process. The images are degraded by inho-

mogeneous illumination creating shadows on the cells, bright areas around the cells, and intensity

non-uniformity in the background. Inhomogeneous illumination results in shadows on the cells.

The resulting shadows on the cells cause variation of intensities across pixels belonging to the

same cell that is similar to the bias field artifact in medical imaging modalities such as computed

tomography, and magnetic resonance imaging.

3.1 Related work

3.1.1 Inhomogeneous illumination in biomedical images

Electron microscopy images are degraded by inhomogeneous illumination. Therefore, addressing

inhomogeneous illumination retrospectively is of paramount importance in the analysis of CDI

images. Previous illumination normalization approaches could be categorize into: Filtering-based

methods [5, 64, 67, 82]. and optimization-based methods [90, 91, 37, 29, 46, 71, 86, 87].

Filtering-based Methods: Filtering-based methods model the intensity inhomogeneity as

low-frequency artifacts. Although these methods have low computational cost, they are not effective

since they eliminate the texture of the cells and create filtering artifacts near the edges. Some

approaches [67, 82] applied homomorphic filtering as an illumination normalization technique in

the log domain that can reduce the intensity inhomogeneity and increase the image contrast:

In = exp

(
log (I)− log (I) ∗ S

)
+ c (1)

where, the bias field is computed by filtering the original image I with a low-pass filter S. Then, the

bias field is subtracted from the image in the log domain followed by adding a constant c to obtain
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the illumination normalized image In. Other approaches suggested computing an approximation

of the In [5, 64].

Optimization-based methods: Optimization-based approaches proposed several objective

function to estimate the true reflectance of objects such as quadratic fidelity of the reflectance

gradient with respect to the observed image gradients along with sparsity and fidelity priors [90, 91],

MAP estimations [37, 29, 46], gradient, and intensity distributions [71, 86, 87].

3.1.2 Cell segmentation

Cell detection methods fall into two categories: Region-based methods and deep convolutional

networks.

Region-based methods: Region-based cell detection methods first detect a collection of cell

candidate regions based on shape or statistical texture descriptors. Then, the best candidates

are selected via correlation clustering [85], optimization-based [8, 10, 7, 45], or heuristic methods

[29, 62]. Some approaches applied feature extractors on image patches. Then, the extracted features

were forwarded to a classifier, such as random forests, to identify the cell centroids [28] using several

distance metrics for the classification score [77, 75, 61, 48]

Deep ConvNet based methods: Recently, deep convolutional networks have outperformed

state of the art in many biomedical image processing tasks [65]. Fully convolutional networks have

been applied for image segmentation [41]. Specifically, U-net is widely used for biomedical image

segmentation tasks [58]. However, to the best of our knowledge inhomogeneous illumination has

prevented the introduction of a deep network for automatic segmentation in SEM images.

Generative adversarial training has been applied to medical images, improving the image seg-

mentation by producing label maps that are similar to the manual ground truth [42]. Recently, ad-

versarial networks have gained more attention in the segmentation of MRI images [11, 32, 38, 49, 81]

where the datasets and the annotations are available.
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3.2 Methods

This Section, presents SoLiD: ”Segmentation of Clostridioides difficile cells in the presence of

inhomogeneous iLlumInation using a Deep adversarial network” [44]. SoLiD applies a fully convo-

lutional U-net based network S as the segmenter and a deep ConvNet D as the discriminator for

the adversarial training. The segmenter predicts a label map for the pixels while the discrimina-

tor distinguishes between the predicted label maps and the ground truth. Figure 12 depicts the

segmenter and the discriminator networks in the SoLiD pipeline.

The input to the segmenter is a cell image. The segmenter includes a convolution path and a

deconvolution path similar to U-net. The convolution path extracts a feature map for segmentation

using convolution layers while the deconvolution path increases the resolution, creating a label map.

The generated label map may differ significantly from the ground truth since the segmenter does

not consider the smoothness of the labels, resulting in a non-continuous segmentation.

The discriminator is used to train the segmenter to produce label maps similar to the ground

truth. The discriminator is a regular ConvNet classifier trained on the ground truth and pre-

dicted segmentation masks. During training, it learns to classify the input image into two classes:

“artificially generated” or “ground truth”, and backpropagates the gradients.

3.2.1 Segmenter Network

The segmenter network consists of six convolutional units: the first three units include a 3x3

convolution layer, a ReLU layer, and a 2x2 max pooling layer with a stride of two, downsampling

the image (contracting units). The next three units (expanding units) include an upsampling of

the features followed by a 2x2 deconvolution. Each contracting unit doubles the number of feature

channels while each expanding unit halves the number of channels. The segmenter minimizes a loss

function LS :

LS = wc ∗ LC

(
S(I),G

)
+ LC

(
D
(
S(I)

)
, 1

)
(2)
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Figure 12: Depiction of the adversarial architecture of SoLiD. (a) The segmenter network predicts
a label map and feeds it to the discriminator. (b) The discriminator distinguishes between the
predicted label maps and the ground truth. The adversarial loss is then back-propagated through
the network to update both networks.

where LC

(
S(I),G

)
is a cross-entropy term between the predicted labels S corresponding to the

image I and the ground truth G. The second term LC

(
D
(
S(I)

)
, 1
)

is the adversarial loss term,

computed by the discriminator. The label map of image I generated by the segmenter is denoted by

S(I) and D is the discriminator network described in the next section. The adversarial loss forces

the segmenter to produce label maps that would be considered as ground truth by the discriminator.

To distinguish touching cells, the segmenter considers the boundaries of the cells (cell wall) as a

separate class. Hence, the segmenter loss is one-hot encoded with three classes. The number of

cell wall samples is considerably less compared to the other classes. To compensate for the bias in

the training set, the segmenter cross-entropy loss is weighted (wc). The minority class receives a

higher classification weight.

The segmenter network may misclassify a large portion of cells due to inhomogeneous illumi-

nation. We present the adversarial training to evaluate such misclassifications and improve the

segmenter (Algorithm 2). A discriminator ConvNet is applied to compute the likelihood of the

predicted segmentation map being an actual label map.
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Algorithm 2 SoLiD training

Input : Augmented training cells, Training labels
Output: Trained segmenter network, Trained discriminator network

1 begin
2 for number of pretraining iterations do
3 Select a batch of labels G
4 Train the discriminator with the cross-entropy loss LC

(
D(G), 1

)
5 end
6 for number of adversarial iterations do
7 Select a batch of training images and their labels {I,G}
8 Feedforward the batch to the segmenter and predict the segmentation S(I). Compute the

segmentation cross-entropy loss LC(S(I),G)
9 Feed the predicted labels to the discriminator and compute the adversarial loss

LC
(
D(S(I)), 0

)
10 Given the labels G, compute the discriminator cross-entropy loss LC

(
D(G), 1

)
11 Compute LD and backpropogate the discriminator (Eq. 17) Compute LS and backpropogate

the segmenter (Eq. 23)
12 end

13 end

3.2.2 Discriminator Network

The discriminator improves the generated labels by sending feedback to the generator if the segmen-

tation labels are significantly different from the ground truth. It does not increase the complexity

of the network since it is used only during training. It consists of five convolutional layers with

valid padding, followed by ReLU activations and average pooling. Furthermore, two fully connected

layers are placed at the end of the discriminator.

To avoid saturation, the last layer of the discriminator does not have a thresholding operator,

so it produces an unscaled output. Computing scores between zero and one may cause the discrim-

inator to generate values close to 0 for generated label maps, in which case the gradient would be

too small to update the generator and eventually saturate the network [22].

The discriminator D computes the cross-entropy of the ground truth label maps G and 1, and

the cross-entropy of the generated label maps S(I) and 0, minimizing the following loss function:

LD = LC

(
D(G), 1

)
+ LC

(
D(S(I)), 0

)
. (3)
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During the training, the discriminator improves the segmenter network, penalizing the segmen-

tation labels that do not look like manual labels. Therefore, the adversarial result has properties

such as smoothness and robustness to inhomogeneous illumination.

Figure 13: (T) Depiction of samples of the synthesized images of UH-S-cdiff0 and (B) their illumi-
nation normalized images.

3.3 Results

UH-S-cdiff0 dataset is used to train SoLiD and U-net as the baseline. Since the target is to segment

the cell areas in SEM images, only the original SEM images were included in the test set. Three

baseline models were trained based on U-net. In the first baseline, U-net is trained with UH-S-

cdiff0. The second baseline is a trained U-net with illumination normalized version of the images

in UH-S-cdiff0. An illumination normalization method [90] is applied to form the second training

set. Figure 13 depicts samples of the illumination normalized images. For the third baseline, the

training set in synthesized with warping the original images with horizontal shear. Then, the images
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Table 2: Comparative results between the segmentation performance of SoLiD and the state-of-the-
art in semantic segmentation by U-net. The dice score represents the performance of the methods
segmenting the cells correctly while AUC depicts the performance over the whole image.

Method Cell Dice Score AUC

U-net [58] 0.50 0.93
U-net (trained with illumination normalized images only) 0.07 0.82
U-net (trained with warped images only) 0.49 0.71
SoLiD 0.72 0.99

are cropped and resized to the original size. Five-fold cross-validation is performed to ensure that

the train and test set are different images.

Figure 14 depicts the qualitative comparison of the segmentation obtained by SoLiD and the

three baselines. The effect of inhomogeneous illumination can be observed as bright areas around

the cells, bright spots on the cell body, and shadows in the background.

Pixel labels are assigned according to the maximum score values obtained by the segmenter

network. One-vs-all is applied to obtain binary masks for the detected cells. Then, the dice scores

were computed for the cells to measure the performance of cell segmentation. The area under the

curve (AUC) was computed for the entire image to measure the classification performance over all

three classes. Table 2 compares the performance of SoLiD with the baselines.

3.4 Discussion

In this Chapter, an adversarial pipeline was developed and evaluated for the semantic segmentation

of CDI cells in SEM images. Inhomogeneous illumination is modeled as an adversarial attack and

a discriminator ConvNet is used to improve the segmentation performance. The results indicated

that the pipeline improved the segmentation of CDI cells from the background by at least 44 percent

compared to U-net. Furthermore, U-net trained with illumination normalized images resulted in

significantly lower dice scores due to added high-frequency information and destroyed texture caused

by illumination normalization. Moreover, SoLiD and U-net trained with UH-S-cdiff0 achieved

higher dice scores compared to the training set where only warping is used for data augmentation.
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Therefore, Algorithm 1 resulted in a better dice score compared to data augmentation with warping.
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Figure 14: The segmentation results from SoLiD are qualitatively compared to the result from
U-net: The first and second rows depict the original image and their annotated segmentation
respectively. The third row depicts the segmentation results by U-net [58]. The fourth row depicts
the result of U-net trained with illumination normalized images. The fifth row depicts the result
of U-net trained with warp only images. The last row illustrates the segmentation by SoLiD. The
figure is best viewed in color.
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4 Objective 3: Addressing the challenge of touching/crossing cells

This Chapter presents DETCID (Detection of Elongated Touching C. difficile cells in the presence

of inhomogeneous Illumination using a Deep adversarial network) a deep cell detection algorithm

to detect C. diff cells in SEM images. Similar to SoLiD [44], DETCID models the inhomogeneous

illumination as an adversarial attack. SoLid [44] demonstrated that adversarial training could

improve the semantic segmentation performance of U-net in presence of inhomogeneous illumination

by 44% where the adversarial loss penalizes the segmentation output to be similar to the ground

truth without increasing the complexity of the network during deployment.

DETCID expands the semantic segmentation method in SoLiD to an instance-level segmentation

method where several bounding boxes are selected to extract features relevant features from a deep

feature pyramid network such as ResNet50. Furthermore, the mask-based non-max suppression

method detects the clusters of touching cells in various orientations. An image synthesis algorithm

is developed to generate clustered cell images to train the network.

4.1 Related Work

This section categorizes the related work on cell detection into shallow and deep detection meth-

ods. Then, it presents the findings from a review of the literature on deep segmentation methods

addressing inhomogeneous illumination.

4.1.1 Shallow cell detection methods

Shallow methods select cell candidate regions using intensity thresholding or energy minimization.

Then, an optimization algorithm is applied [7, 70], a machine learning regressor is trained over a

set of hand-crafted features to select the cell from a set of candidates [28, 62, 21, 3], or a level set

segmentation is used [89, 88]. Finally, size filtering or hole filling is applied to refine the results.

To address the inhomogeneous illumination, pre-processing steps are proposed. However, these

pre-processing steps may remove texture information, making the detection more challenging [47].

Ulman et. al. [72] performed an objective comparison of many shallow cell detection algorithms
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with deep convolutional networks. Shallow methods do not require expensive computing hardware

to train and are interpretable. However, they are outperformed by deep learning methods.

4.1.2 Deep cell detection methods

Deep learning algorithms have outperformed the state of the art in many biomedical image pro-

cessing tasks [65]. Shi et. al. [66] applied a cascade of Quaternion Grassmann average layers to

develop an unsupervised deep network for the segmentation of histology cells. Others have applied

deep auto-encoders for cell segmentation [27]. Shen et. al. [65] reviewed many unsupervised, or

CNN-based approaches combined with hand-crafted features for segmentation of biomedical images.

Roopa et. al. [25] trained a CNN with hand-craft features as input to classify white blood cells in

peripheral blood smear images. Hand-crafted cell nuclei boundary masks are also used as a shape

prior to filter the detection of CNNs [69]. Others applied CNNs for cell detection with pixel-level

classification for each patch in the images[80, 78, 68]. Hofener et. al. [26] applied post-processing

to smooth the scores derived by CNNs to improve the cell nuclei detection in histology images.

However, patch-based approaches need to run the network for every patch resulting in redundant

computations.

To reduce the computations by sharing the computations over the overlapping patches, fully

convolutional networks were introduced for image segmentation [41]. Specifically, U-net is widely

used for biomedical image segmentation tasks [58]. Xie et. al. [79] evaluated the performance of

U-net on multiple pathology datasets. Ramesh et. al. [55] added an unsupervised pre-processing

layer with logistic sigmoid functions to U-net to separate clustered image patches from each other.

However, U-net is sensitive to inhomogeneous illumination which increases the false positive for

segmentation of SEM images [44]. Xie et. al. [78] applied two U-shape network architecture

without skip connections to compute cell spatial density maps. Spatial densities are applied to

detect cell overlaps. However, the application is limited to round shape objects only [78, 51].

Gu et. al. [23] proposed a pyramid of residual blocks to capture spatial information in

multiple resolutions to detect histology cells in various sizes. Li et. al. [36] replaced the head layers
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in Mask R-CNN with a conditional random field (CRF) to impose smoothness on the boundaries

of segmented patches.

4.1.3 Deep methods addressing inhomogeneous illumination

Deep networks, such as U-net, are sensitive to inhomogeneous illumination. Wan et. al. [74]

proposed an iterative process where a U-net is applied to provide a preliminary segmentation

followed by a convolution layer to estimate the bias field in magnetic resonance (MR) images.

Next, the bias field corrected image is again sent to the U-net for the next iteration, improving the

segmentation. However, the iterative process involves many passes through the network, increasing

the complexity of the method.

Generative adversarial networks (GANs) have been used to add robustness to adversarial attacks

to the deep networks [22]. Adversarial training can improve image segmentation by producing

label maps that are similar to a target image [42]. Adversarial networks have been applied in

the segmentation of MR images [38, 49, 81] where the datasets and the annotations are available.

However, the application is limited since the adversarial training requires a large training set to

train both the segmenter and the discriminator networks. Lee et. al. [34] proposed an unsupervised

image deconvolution method using a cycle-consistent adversarial network to improve the quality of

blurred and noisy fluorescence microscopy images without labeled data. The adversarial network

in DETCID models the illumination as an adversarial attack without increasing the complexity of

the network during deployment.

4.2 Methods

DETCID compromises of two parts: A deep adversarial region proposal network (ARPN) and a

feature extraction network (FEN). Figure 15 depicts the overview of the pipeline. The input to

ARPN is a cell image and the output is a label map. The FEN is fully convolutional and produces a

probability map for the presence of cells in the image. An RoI alignment layer combines the output

of the two networks and aligns the extracted features with the input. RoIs are passed through two
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Figure 15: Depiction of DETCID Pipeline: (a) An adversarial region proposal network (ARPN)
selects the cell region to be classified. (b) an FEN extracts the features from cell candidate regions.
(c) detected region of interests (ROI) are aligned using bilinear interpolation. (d) two convolution
layers are applied to produce the final mask.

convolution layers to produce the final segmentation mask.

4.2.1 Adversarial region proposals network

The ARPN consists of two deep ConvNets, namely the segmenter and the discriminator. The

segmenter predicts a label map for the pixels while the discriminator distinguishes between the

predicted label maps and the ground truth.

The input to the segmenter is a cell image. The segmenter includes a convolution path and a

deconvolution path similar to U-net. The convolution path extracts a feature map for segmentation

using convolution layers while the deconvolution path increases the resolution, creating a label map.

The generated label map may differ significantly from the ground truth since the segmenter does

not consider the smoothness of the labels, resulting in a non-continuous segmentation.

A second ConvNet (discriminator) is used to train the segmenter to produce label maps similar

to the ground truth. The discriminator is a regular ConvNet classifier trained on the ground truth

and predicted segmentation masks. During training, it learns to classify the input image into two

classes: “artificially generated” or “ground truth”, and backpropagates the gradients.
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4.2.2 Segmenter Network

The segmenter network consists of six convolutional units: the first three units include a 3x3

convolution layer, a ReLU layer, and a 2x2 max pooling layer with a stride of two. The next three

units include an upsampling of the features followed by a 2x2 deconvolution. Each contracting unit

doubles the number of feature channels while each expanding unit halves the number of channels.

The segmenter minimizes a loss function LS :

LS = wc ∗ LC
(
S(I),G

)
+ LC

(
D
(
S(I)

)
, 1
)
, (4)

where LC

(
S(I),G

)
is a cross-entropy term between the predicted labels S corresponding to the

image I and the ground truth G. The second term LC

(
D
(
S(I)

)
, 1
)

is the adversarial loss term,

computed by the discriminator. The label map of image I generated by the segmenter is denoted by

S(I) and D is the discriminator network described in the next section. The adversarial loss forces

the segmenter to produce label maps that would be considered as ground truth by the discriminator.

To distinguish touching cells, the segmenter considers the boundaries of the cells (cell wall) as a

separate class. Hence, the segmenter loss is one-hot encoded with three classes. The number of

cell wall samples is considerably less compared to the other classes. To compensate for the bias in

the training set, the segmenter cross-entropy loss is weighted (wc). The minority class receives a

higher classification weight.

The segmenter network may misclassify a large portion of cells due to inhomogeneous illumi-

nation. We applied the adversarial training to evaluate such misclassifications and improve the

segmenter. A discriminator ConvNet is applied to compute the likelihood of the predicted segmen-

tation map being an actual label map.

4.2.3 Discriminator Network

The discriminator improves the generated labels by sending feedback to the generator if the segmen-

tation labels are significantly different from the ground truth. It does not increase the complexity
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of the network since it is used only during training. It consists of five convolutional layers with

valid padding, followed by ReLU activations and average pooling. Furthermore, two fully connected

layers are placed at the end of the discriminator.

To avoid saturation, the last layer of the discriminator does not have a thresholding operator so

it produces an unscaled output. Computing scores between 0 and 1 may cause the discriminator to

generate values close to 0 for generated label maps, in which case the gradient would be too small

to update the generator and eventually saturate the network [22].

The discriminator (D) computes the cross-entropy of the ground truth label maps (G) and

1, and the cross-entropy of the generated label maps (S(I)) and 0, minimizing the following loss

function:

LD = LC

(
D(G), 1

)
+ LC

(
D(S(I)), 0

)
. (5)

During the training, the discriminator improves the segmenter network, penalizing the segmen-

tation labels that do not look like manual labels. Therefore, the adversarial result has properties

such as smoothness and robustness to inhomogeneous illumination.

4.2.4 Instance-level cell segmentation

A ResNet50 architecture [39] is applied to extract features from images. The computation is shared

for all cell bounding boxes for efficiency. Generating a large number of bounding box proposals

is one of the major drawbacks of algorithms such as MaskRCNN [24] and Faster R-CNN [57].

Even with feature sharing using ResNet, region-based methods computational complexity is not

comparable with one-shot detection algorithms such as YOLO [56]. Unlike Mask R-CNN, DETCID

uses the APRN to generate the proposal bounding boxes to reduce the number of the proposals.

An average pooling is applied to the result of the ARPN for each anchor type (i.e., horizontal,

vertical, and square box). If the average value is greater than a threshold t, then anchor boxes are

centered at that location. The value of the threshold is determined by the size of the smallest cell

in the training set.
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Figure 16: Visualisation of mask and bounding box overlaps in rotated touching (T), and crossing
(B) cells: (a) original image, (b) ground truth mask, (c) the intersection and union of the cells using
their bounding boxes, (d) the intersection and union of the cells using their masks, (e) detection
results. Computing IoU using the masks distinguishes the detected candidates that correspond to
different cells.

Manual annotation assigns a single bounding box to a cell. However, small variations of the

bounding box in length and height may also get a high classification score by the detection method

due to smoothness property. Setting all such variations to the background will be confusing for the

network. Furthermore, the region proposal network may not always propose the finest bounding

box around the object. Therefore, for each proposed region, similar bounding boxes with variations

in length and height are passed to a fully-connected layer for refinement.

ResNet features are extracted for each anchor box and are fed to the ROI alignment. A net-

work head is applied similar to head in Mask-RCNN to compute the masks, bounding boxes, and

detection probabilities. The cells may appear in various orientations. Therefore, applying non-max

suppression based on the bounding box overlaps is not suitable for the detection of cells in SEM

images. DETCID modifies the computation of intersection over union (IoU) based on the masks

overlaps and the area of the cell masks. Non-max suppression is then applied to the modified IoU

values. Figure 16 depicts the effect of the modified IoU on the detection of rotated touching and

crossing cells.
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Table 3: Quantitative results of the performance of DETCID, the state-of-the-art in cell detection
by Mask-RCNN, FCRN, and a shallow method by Kainz et. al. [28] on the acquired (UH-A-cdiff1)
and the synthetic (UH-S-cdiff1) images. A 10-fold cross validation is performed on the synthetic
dataset and the result is reported with a 95% CI.

Dataset Method
Vegetative Cell Spore

mAP Dice mAP Dice

UH-A-cdiff1
Mask RCNN 0.52 0.88 0.69 0.88
FCRN 0.41 0.60 0.13 0.46
Kainz et. al. [28] 0.50 0.34 0.02 0.31
DETCID 0.65 0.85 0.65 0.87

UH-S-cdiff1
Mask RCNN 0.52±0.03 0.86±0.01 0.45±0.05 0.90±0.01
FCRN 0.36±0.1 0.62±0.03 0.46±0.11 0.62±0.03
DETCID 0.66±0.02 0.88±0.01 0.69±0.02 0.89±0.01

The loss function includes a classification term to detect the cells and a regression term to

identify the bounding box:

LF = LC(p, p∗) + p∗LR(r, r∗) + LC(M,G), (6)

where, p and p∗ denote the classification score and label respectively, r, r∗ denote the prediction

and annotated bounding box parameters, and M and G are the predicted and the ground truth

masks respectively labeling the pixels as background or cell candidate.

4.3 Results

To evaluate DETCID for cell detection and segmentation, an acquired SEM dataset UH-A-cdiff1

[47], and a synthetic dataset UH-S-cdiff1 were used. Mean average precision (mAP) and dice score

metrics were used to evaluate the performance of detection and segmentation, respectively.

4.3.1 Baseline comparisons

The results were compared with two state-of-the-art methods in cell detection and segmentation:
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Table 4: Overall comparison of the performance of DETCID, the state-of-the-art in cell detection
by Mask-RCNN, FCRN, and a shallow method by Kainz et. al. [28] on the acquired (UH-A-cdiff1)
and the synthetic (UH-S-cdiff1) images. A 10-fold cross validation is performed on the synthetic
dataset and the result is reported with a 95% CI.

Dataset Method
Overall

mAP Dice

UH-A-cdiff1
Mask RCNN 0.54 0.88
FCRN 0.23 0.60
Kainz et. al. [28] 0.20 0.34
DETCID 0.65 0.85

UH-S-cdiff1
Mask RCNN 0.49±0.02 0.83±0.01
FCRN 0.25±0.05 0.60±0.03
DETCID 0.67±0.01 0.88±0.01

4.3.2 Mask-RCNN

Mask-RCNN [24] was developed by Facebook AI Research (FAIR) Lab as an instance-based object

segmentation method capable of providing mask and bounding box for every object in the image.

ResNet50 is used as the backbone with COCO pre-trained weights to be consistent with the back-

bone used for DETCID. A fully-connected region proposal network predicts rectangular bounding

box regions. The regions of interest were resized and passed to the network head to compute the

mask and refine the bounding box. We selected Mask-RCNN as a baseline since Mask-RCNN has

achieved the state-of-the-art in instance-segmentation of cell nuclei in microscopy images [17] and

segmentation of epithelial cells in pathology images with overlapping cells [36] using a TensorFlow

implementation provided by Matterport which is used for comparison with DETCID [2] and is

initialized with COCO pretrained weights.

4.3.3 Fully convolutional regression network (FCRN)

Fully convolutional regression network (FCRN) is a U-net based cell detection method developed

by Visual Geometry Group (VGG) at the University of Oxford [78]. FCRN does not rely on a

bounding box region of proposals and therefore is not sensitive to the IoU threshold for detecting

overlapping cells in various orientations. The network architecture includes a convolution and a

deconvolution path predicting a density map for the image. The ground truth for every cell is
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defined as a 2D Gaussian where the pick is at the cell center. The label images were obtained by

filtering the binary masks where the cell is white and the background is zero. The predicted local

maxima in the image were found using Laplacian of Gaussian (LoG) and the watershed algorithm

is used to detect the cell boundaries. We selected FCRN as a baseline because FCRN is capable of

detecting cell clumps in various orientations using only synthetic training data.

4.3.4 Comparison with a shallow method trained on acquired images only

A shallow method [28] trained on real SEM images is used as a baseline to compare the perfor-

mance with the deep model trained with synthetic images. The selected shallow baseline has been

successfully applied to detect overlapping cells in histopathology images.

Various hand-crafted features were extracted including gradient magnitude, first and second-

order gradients in x and y directions, oriented gradients, and histogram equalized intensities. Cell

centers are dot-annotated and the target labels are computed as a smooth function of the inverted

distance transform of the annotations. Furthermore, a regression random forest is trained on the

extracted features given an image patch to predict a proximity score map.

Five-fold cross-validation is performed on 20 acquired images of UH-A-cdiff1. Feature vectors

are extracted from patches of size 9 × 9 for both datasets. Then a random forest is trained to

predict the centerline of the cells. Finally, a watershed transform is applied to compute the masks.

4.3.5 Implementation details

The implementation of the adversarial region proposal network is based on SoLiD [44] discussed

in Chapter 3. Random patches of size 256×256 are passed to the ResNet50 [39] for training.

The ResNet50 architrave applies scale anchors of size {322, 642, 1282} to extract features, and is

initialized with COCO pretrained weights. To allow finer ROIs, five percent variations in length

and height of the bounding boxes are considered and bounding boxes with less than five percent of

potential cell areas are filtered before pooling ROIs. The above thresholds are found empirically.

Adam optimization is applied to optimize the overall loss function on a cluster with 4 NVIDIA
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Table 5: Depiction of the quantitative result of 10-fold cross-validation of the state-of-the-art Mask-
RCNN over UH-P-cdiff1.

Fold #
Isolated Touching Crossing

Overall mAP Overall Dice
mAP Dice mAP Dice mAP Dice

1 0.99 0.93 0.89 0.81 0.94 0.85 0.94 0.86

2 1.00 0.94 0.91 0.83 0.94 0.86 0.95 0.87

3 1.00 0.93 0.92 0.84 0.94 0.85 0.95 0.87

4 0.59 0.92 0.93 0.84 0.91 0.83 0.81 0.86

5 0.58 0.92 0.92 0.84 0.91 0.83 0.80 0.87

6 0.78 0.93 0.90 0.82 0.89 0.81 0.86 0.85

7 0.66 0.91 0.91 0.82 0.93 0.84 0.83 0.86

8 0.64 0.92 0.89 0.81 0.92 0.83 0.82 0.85

9 0.71 0.93 0.93 0.85 0.94 0.85 0.86 0.88

10 0.58 0.92 0.91 0.83 0.93 0.85 0.81 0.87

Overall 0.75 0.93 0.91 0.83 0.93 0.84 0.86 0.86

Table 6: Depiction of the quantitative result of 10-fold cross-validation of DETCID over UH-P-
cdiff1.

Fold #
Isolated Touching Crossing

Overall mAP Overall Dice
mAP Dice mAP Dice mAP Dice

1 0.99 0.94 0.95 0.87 0.99 0.91 0.97 0.90

2 1.00 0.95 0.95 0.88 0.99 0.91 0.98 0.91

3 1.00 0.93 0.94 0.85 0.97 0.88 0.97 0.89

4 0.99 0.93 0.97 0.89 0.99 0.91 0.98 0.91

5 1.00 0.93 0.97 0.89 0.96 0.88 0.98 0.90

6 0.99 0.93 0.98 0.90 0.98 0.90 0.98 0.91

7 0.98 0.92 0.97 0.88 0.99 0.90 0.98 0.90

8 1.00 0.93 0.97 0.89 0.99 0.91 0.98 0.91

9 0.99 0.94 0.94 0.86 0.96 0.87 0.96 0.89

10 1.00 0.94 0.98 0.90 1.00 0.91 0.99 0.92

Overall 0.99 0.93 0.96 0.88 0.98 0.90 0.98 0.90
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GeForce GTX GPU of 12 GB capacity.

4.3.6 Performance comparison

UH-S-cdiff1 is used to perform 10-fold cross-validation to evaluate and compare the performance.

Furthermore, UH-S-cdiff1 is used to train DETCID to evaluate on the acquired dataset UH-A-

cdiff1. Mean average precision (mAP) and dice scores were computed to measure the performance

of the detection and segmentation respectively. Table 3 summarizes the quantitative performance

evaluations. The results indicate that DETCID outperforms the state-of-the-art in the detection

of C. diff cells in the acquired SEM images UH-A-cdiff1 (P=0.04; 95% CI 0.001-Inf ). However,

DETCID achieves comparable results to the state-of-the-art in the detection of spores in UH-A-

cdiff1 (P=0.36; 95% CI-0.11-0.28 ) which is more challenging since they could be misclassified as

debris due to their smaller size. DETCID also achieved comparable results in segmentation of the

vegetative cells (P =0.63; 95% CI -0.071-0.11 ) and spores (P=0.15; 95% CI -0.04-0.23 ).

Moreover, Table 4 indicates that DETCID achieved significant improvements in detection

(P<0.01, 95% CI -0.18-Inf ) and comparable results in segmentation (P=0.23; 95% CI -0.03-

0.13 ) of UH-S-cdiff1 images where the number of touching clustered cells are higher. Therefore,

DETCID outperforms the state-of-the-art in the detection of C. diff cells where touching cells are

clustered together.

Figure 17 depicts qualitative comparisons between DETCID performance and the state-of-the-

art. The qualitative results indicate that Mask-RCNN has better performance in the segmentation

of isolated objects. However, DETCID outperforms Mask-RCNN when multiple cells are touching

and in the presence of debris resulting in lower mAP. FCRN is able to separate the touching

cells. However, FCRN is highly sensitive to inhomogeneous illumination and the presence of debris,

resulting in poor mAP and dice score.
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4.3.7 Bland–Altman analysis

A Bland-Altman analysis is performed to compute the agreement between the result of DETCID

and the primary manual annotation as well as the agreement two sets of annotations for cell

detection and segmentation. To evaluate the quality of the synthetic training dataset UH-S-cdiff1,

an acceptance rubric is defined as the performance of cell counting on the acquired images. Figure

18 depicts the Blond-Altman plots for the number of detected cells and their segmentation masks.

The Bland-Altman plots reveal no evidence of proportional bias for cell counts and segmentation

differences. Furthermore, the number of detected cells by DETCID correlated with the primary set

of annotations on the number of vegetative cells (R = 0.92, P < 0.01) and spores (R = 0.83, P <

0.01) compared to the correlation between the two sets of annotations of vegetative cells (R =

0.91, P < 0.01) and spores (R = 0.84, P < 0.01). The proportion of the number of spores over

the number of the vegetative cell by DETCID correlated with the the primary set of annotations

(R = 0.66, P < 0.01) compared the correlation of the ratio between the two sets of annotations

(R = 0.74, P < 0.01). Accordingly, DETCID performance trained on the synthetic dataset UH-S-

cdiff1 differs from the primary set of manual annotations in the detection of CDI cells as the two

sets of manual annotations differ from themselves. Therefore, the training set UH-S-cdiff1 satisfies

the acceptance rubric.

Furthermore, Table 3 depicts no significant performance difference between UH-S-cdiff1 and

UH-A-cdiff1 on the detection (P=0.85; 95% CI -0.18, 0.21 ) and the segmentation (P=0.20; 95%

CI -0.11-0.03 ) of CDI cells in SEM images. Therefore, UH-S-cdiff1 is a good surrogate for assessing

the performance of the methods.

Finally, The area of the segmentation masks computed by DETCID also correlated with the

area of the annotated masks in the primary set (R2 = 0.89) compared to the area of the masks

between the two set of annotations (R2 = 0.94).
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(a) (b) (c) (d) (e) (f)

Figure 17: Depiction of the segmentation results: (a) original image, (b) ground truth labels, (c)
Mask-RCNN, (d) FCRN, (e) a shallow cell detection method [28], and (f) DETCID segmentation.
Mask-RCNN is more accurate in detecting isolated cells. However, Mask-RCNN does not detect
cells in the presence of debris or cell clusters. FCRN is sensitive to inhomogeneous illumination and
the presence of debris and results in false positives. DETCID is able to detect cells when touching
cells are clustered together.
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(a) (b)

(c) (d)

Figure 18: Depiction of Bland-Altman plots, comparing DETCID performance with the perfor-
mance of the secondary set of human expert annotations: (a) the agreement between the two sets
of annotations on the number of annotated cells in image, (b) the agreement between the primary
set of annotations and DETCID on the number of annotated cells in image, (c) the agreement
between the two sets of annotations on the annotated masks, and (d) the agreement between the
annotated in the primary set of annotations and the computed masks by DETCID.
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(a) (b) (c)

Figure 19: Visual comparison of the performance of the detection (mAP Top row) and segmentation
(Dice score bottom row) between DETCID (Yellow) and Mask-RCNN (Green) for (a) isolated, (b)
touching, and (c) crossing cells.

48



Figure 20: Depiction of segmentation results in UH-P-cdiff1 isolated cells (from left to right: Orig-
inal image, Segmentation ground truth, Mask-RCNN outcome, and DETCID outcome). DETCID
is able to detect isolated cells. However, Mask-RCNN is sensitive to the presence of debris and
artifacts.
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Figure 21: Depiction of segmentation results in UH-P-cdiff1 touching cells in special cases that
at least one of the cells is vertical or horizontal (from left to right: Original image, Segmentation
ground truth, Mask-RCNN outcome, and DETCID outcome). Applying the bounding box to
compute IoU limits the performance of the algorithm to the detection of such special cases.
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Figure 22: Depiction of DETCID segmentation results compared with Mask-RCNN in UH-P-cdiff1
touching cells in various orientations (from left to right: Original image, Segmentation ground
truth, Mask-RCNN outcome, and DETCID outcome). Even though the two cells have no overlaps
their bounding boxes partially intersects, reducing the detection accuracy.

51



Figure 23: Depiction of segmentation results in UH-P-cdiff1 touching cells in various orientations
(from left to right: Original image, Segmentation ground truth, Mask-RCNN outcome, and DET-
CID outcome). Touching cells may have small overlaps (Yellow). However, their bounding boxes
overlaps are significant, making the detection result sensitive to the IoU threshold. Computing IoU
using the masks is a more accurate metric to estimate the overlaps of the cell bodies.

52



4.3.8 Cross validation on synthetic isolated, touching, and crossing cells

Cross-validation is performed based on the synthetic images in UH-P-cdiff1. Mean average precision

(mAP) and dice scores were computed for each fold. Figure 19 depicts the boxplots comparing the

performance of detection (mAP) and segmentation (dice score) between DETCID with MASK-

RCNN. Table 5 depics the mAP and the dice scores for Mask-RCNN and Table 6 depicts the mAP

and the dice scores related to DETCID performance.

Table 7 depicts the P-values comparing the difference between the performance of DETCID

with state-of-the-art Mask-RCNN. The results indicated that DETCID out-performed the state-

of-the-art in detection (P − value < 0.001) and segmentation (P − value < 0.001) of touching and

crossing and obtained comparable performance in detection and segmentation of isolated CDI cells

in SEM images.

Figure 20 depicts the segmentation results of isolating cells in UH-P-cdiff1 with inhomogeneous

illumination in the presence of debris. Figure 21 depicts the segmentation results of touching cells

in UH-P-cdiff1 with a narrow background between the cells in the special case that at least one cells

in aligned with horizontal or vertical axes. Figure 22 depicts the segmentation results of touching

cells in UH-P-cdiff1 where the cells are rotated without overlapping cell boundaries. Figure 23

depicts the segmentation results of touching cells in UH-P-cdiff1 where the cells are rotated and

the cell boundaries overlap, making the detection of cells challenging due to occlusion. Furthermore,

non-max suppression may remove the occluded cells in case the overlap is above the IoU threshold.

Figure 24 depicts the segmentation results of crossing cells in UH-P-cdiff1 where at least one cell

in the crossing pair is aligned with horizontal or vertical axis. Figure 25 depicts the segmentation

results of crossing cells in UH-P-cdiff1 where the crossing pair is rotated.

Table 7: P-values of the test for difference in mean of the performance measures between DETCID
and Mask-RCNN

Detection Segmentation

Isolated 0.002 0.017
Touching 3.095E-007 2.906E-007
Crossing 4.484E-007 8.379E-008
Overall 3.177E-005 0.0001486
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Figure 24: Depiction of segmentation results in special case crossing cells where at least one cell is
horizontal or vertical (from left to right: Original image, Segmentation ground truth, Mask-RCNN
outcome, and DETCID outcome). Applying horizontal or vertical bounding boxes to compute IoU
limits the performance of the state-of-the-art in instant level object segmentation.

4.4 Discussion

In this Chapter, DETCID was proposed to detect and segment CDI cells in SEM images. An

adversarial region proposal network was implemented to address the challenge of inhomogeneous

illumination. Furthermore, a modified IoU metric is used for non-max suppression for detecting

clusters of touching cells. A data augmentation algorithm was developed to provide a large number

of training images suitable for training deep feature extraction architectures such as ResNet. The

performance is compared to both deep region-based method and U-net based methods. DETCID

outperforms the state-of-the-art in the detection of touching cells and provide comparable result in
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Figure 25: Depiction of DETCID segmentation results in UH-P-cdiff1 rotated crossing cells. Ro-
tation increases the overlaps between the bounding boxes and in many cases non-max supression
using bounding box IoU filters a cell increasing the false negative detections.

the segmentation of cells.
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5 Shallow methods for separation of touching cells

In this chapter, we discuss the algorithms proposed and developed to address the challenge of

touching Clostridioides difficile cells and spores in SEM images in the presence of inhomogeneous

illumination. We developed DeTEC: ”Detection of Touching Elongated Cells”, using a hierarchy of

Markov random fields (MRFs) to separate the touching cells. DeTEC was an unsupervised model.

We further expanded the algorithm to its supervised version, DETCIC: ”Detection of Elongated

Touching Cells with inhomogeneous Illumination using a stack of Conditional random fields”.

5.1 Related work

Many cell detection methods assume that the cell walls are clearly acquired by microscopy imag-

ing and their intensity/color significantly distinguishes them from the cell body. Therefore, the

cell separation is done connecting the detected cell walls [18, 28, 35]. Some methods applied an

optimization algorithm on clusters of cells to identify the best cell candidates based on statistical

texture and appearances [6, 7, 8, 12, 30, 63] or correlation clustering [85].

5.2 Methods

DeTEC comprises the following steps:

• Learning a cell wall probability map by a random forest regression (off-line).

• Segmentation of the image to superpixels and selection of superpixels that form candidate

cell regions using an MRF applied to superpixels.

• Selection of superpixel boundary segments that form elongated cell walls using a second MRF

applied to superpixel boundaries.

As a pre-processing stage, we apply a random forest regression to estimate the probability of a

pixel belonging to a cell wall (Fig. 26(c)). To train the random forest, we compute a feature vector

containing a set of rotation invariant local binary patterns (LBP)[53], the response of the images
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(d)
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Superpixel segmentation

Random forest regression

(c)

Figure 26: Overview of the two-layer hierarchical method (the figure is best seen in color). (a) A
cell cluster in the original image. (b) Superpixel map and (c) cell wall probabilities predicted by
random forest regression (Top). (d) A random field defined over the superpixels provides potential
cell regions (the nodes are represented by black dots and the edges by red lines). (e) Output
superpixel area provided by the random field in (c). (f) A second random field defined over the
remaining superpixel boundaries detects elongated cells (the nodes are represented by red dots and
the edges by green lines). (g) Detected centroids (red), and cell walls (green) are shown
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to the difference of Gaussians of varying width ratios, and a vessel enhancement filter [20]. A few

images were manually annotated to provide the labels for training the random forest.

The next step involves developing a hierarchical method based on two random fields: the first

random field imposes texture smoothness while the second random field imposes smoothness on the

continuity of superpixel boundary segments. At first, a cell image is divided into superpixels [50]

and an MRF separates the cells from the background at the superpixel level. However, a standard

MRF may not separate clustered cells.

Cell walls have a key role in the detection of cells and the separation of adjacent cells. Every

superpixel boundary segment has a likelihood of belonging to a cell wall. Moreover, neighboring

superpixel boundary segments are more likely to have a small variance in orientation if they form

an elongated cell wall. These two observations are key-issues in DeTEC.

Algorithm 3 Detection algorithm for DeTEC

Input : Original Image
Output: Cell centroids

14 Compute the superpixel map.
15 Compute the cell wall probability map.
16 begin Layer 1: Detecting potential cell regions
17 For every superpixel i compute feature vector f si , i = 1, ..., ns.
18 Apply the Gaussian mixture model on F s space to compute parameter set T .
19 For every superpixel i compute the unary potentials as the negative log of the Gaussian prob-

ability densities with parameter T , i = 1, ..., ns.
20 For every boundary component bij compute the cell wall score πij , bij = 1, ..., nb1.
21 Apply graph cut to find the set of superpixel labels L that minimizes E1(L).
22 For every superpixel s selected in L record the indexes of the boundary components bss′ in the

adjacency matrix. s′ could be any neighbor of s.
23 end
24 begin Layer 2: Elongated cell separation
25 For every boundary component k, selected in the first layer compute feature vector fbk , k =

1, ..., nb2.
26 Apply the Gaussian mixture model on space Fb to compute parameter set O.
27 For every superpixel boundary component k compute unary potentials as the negative log of

the Gaussian mixture model with parameter set O, k = 1, ..., nb2.
28 Apply graph cut to find the set of boundary component labels L that minimizes E2(L).
29 Compute the centroids of the closed contours

30 end
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5.2.1 Cell candidate detection

Algorithm 3 depicts the steps of DeTEC. The first random field is imposed onto the superpixels

adjacency graph (Fig. 26(d)). A graph cut provides the binary segmentation of superpixels with

the following objective function:

E1 =
∑
i

usi (f
s
i |L,T ) +

∑
i

∑
j∈G 1

i

vsi,j(l
s
i , l

s
j), (7)

the first term is the sum of unary potentials usi , consisting of a mixture of two Gaussians with

parameter set T = {θ0, θ1}, modeling the foreground and the background with superpixel label set

L = {lsi ∈ {0, 1}|i = 1, ..., ns}. The feature vector f si comprises a set of orientation invariant LBPs,

along with the mean, median, and standard deviation of pixels belonging to the ith superpixel.

The second term is the pairwise potential where G 1
i is the set of superpixel neighbors of the ith

superpixel.

In the standard MRF formulation, the pairwise term enforces the superpixels to have the same

labels as their neighbors. However, when two cells are close to each other but not touching (e.g.,

they are separated by a small number of background pixels), the pairwise term forces the small

background region between the two cells to be labeled as part of a cell. To avoid these false

positives, we define a new pairwise penalty involving the probability of the boundary separating

adjacent superpixels to be part of a cell wall [4, 83]. Therefore, we define the pairwise potential

between neighboring superpixel labels lsi and lsj by:

vsi,j(l
s
i , l

s
j) =

 − log(πij + 1) , if lsi 6= lsj

0 , if lsi = lsj

, (8)

where πij is the probability indicating whether the boundary between the ith and jth superpixels

is on a cell wall:
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(a) (b) (c) (d)

Figure 27: (a) The superpixel map (green) is overlaid onto the cell wall probability map. (b) Zoomed
visualization of the area inside the red square in (a). The cell wall probabilities are projected onto
the superpixel boundary segments based on the angle between the largest connected component
in the probability map (white) and the superpixel boundary segments (green). (c) The projected
mean cell wall probabilities πij (14) of the image in (a). (d) The standard deviations of cell wall
probabilities. The standard deviations and the projected mean of cell wall probabilities scores are
used to obtain the unary potentials in the second MRF. Boundaries with high standard deviations
are less likely to belong to cell walls

πij =
1

|Nij |
∑
x∈Nij

px. cosαij , (9)

where, Nij is the set of all pixels at the border of the two superpixels indexed by i and j, and px

is the probability of a pixel at position x belonging to a cell wall. This value is obtained from the

random forest (Fig. 26(c)).

In Eq. (14), px is projected onto the superpixel map; αij is the angle between the superpixel

boundary component and the corresponding connected component in the probability map in a

neighborhood around position x (Fig. 27). This projection ensures that a superpixel boundary

receives a high cell wall score when it is parallel to a real cell wall. If the boundary component is

more likely to be part of a cell wall, then the two touching superpixels are less likely to have the

same labels.

This MRF model segments the cell regions from the background (Fig. 26(e)). However, when

the cells are clumped together, every cluster of cells is segmented as one connected component. The
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second MRF takes the boundary segments of the cell superpixels and detects a set of boundary

components that are more likely to form an elongated cell wall to detect elongated cells and separate

the clustered cells. The second random field considers only the selected candidate superpixels.

Therefore, the number of boundary segments in the second layer is much smaller than the total

number of boundary segments in the original superpixel map.

Elongated cell separation

The second random field is defined over the remaining superpixel boundary segments (Fig. 26(f)).

The goal is to cluster these boundaries into two categories: boundaries that belong to elongated

cell walls, and the rest of the boundaries. The energy function to be minimized is:

E2 =
∑
k

ubk(f
b
k |L,O) +

∑
k

∑
k′∈G 2

k

vbk,k′(l
b
k, l

b
k′). (10)

The unary term represents the potential of the superpixel boundary component to be a part of a

cell wall. Similar to the first layer, ubk is modeled by a Gaussian mixture model parameterized by O

and L = {lbk ∈ {0, 1}|k = 1, ..., nb}. The feature vector fbk comprises the mean πij (Eq. 14) and the

standard deviation of the cell wall probabilities for the kth superpixel boundary components (see

Fig. 27.). The second term is the pairwise potential enforcing the elongation of the kth boundary

segment with respect to its neighbors in G 2
k :

vbk,k′(l
b
k, l

b
k′) =

 cosβkk′ if lbk 6= lbk′

0 if lbk = lbk′

, (11)

where βkk′ is the angle between boundaries k and k′. When two adjacent boundary components

have different orientations, they are less likely to have the same label. The extracted superpixel

boundary components form the detected cell walls that separate the cell regions (Fig. 26(g)).

DeTEC applies a sequence of two Markov random fields (MRF) to detect touching elongated

cells. The first MRF segments the cells from the background using texture features. The second

MRF separates the touching cells by estimating the cell walls. However, DeTEC has the following
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drawbacks:

(i) It relies only on texture features and cell wall probabilities to separate cells from their

background. Since the algorithm is unsupervised, the features have the same level of importance.

However, inhomogeneous illumination may alter the local texture and hence decrease the accuracy

of the segmentation.

(ii) It applies a number of edge detectors to train a random forest, estimating the cell wall

probabilities. However, edge detectors are not robust to noise. In case a cell is eroded due to a

laboratory treatment, the random forest detects the erroneous cell walls.

(iii) Noisy estimation of cell wall probabilities leads to the poor classification of cell walls. (iv)

It relies on superpixels; Inhomogeneous illumination hinders the extraction of superpixels whose

boundaries match with the cell walls.

To address the mentioned drawbacks, we proposed DETCIC: ”Detection of Elongated Touch-

ing Cells with Inhomogeneous Illumination Using a Stack of Conditional Random Fields”, which

improves the performance of DeTEC with respect to the drawbacks mentioned above.

(i) DETCIC considers shading along with texture for feature extraction.

(ii) it employs a shearlet based edge detector [31] that is robust to noise to enhance the detection

of the cell wall pixels.

(iii) DETCIC applies a stack of two conditional random fields, which is a supervised method,

in contrast to the MRF formulation of DeTEC.

(iv) DETCIC applies illumination normalization, reducing the effect of inhomogeneous illumi-

nation.

5.2.2 Cell separation with a stack of conditional random fields

DETCIC consists of a stack of two conditional random fields (CRF): the first CRF selects the cell

candidates from the background while the second CRF separates the touching cells. Estimating

the cell walls is an important step for both CRFs. This section describes how the cell walls can

be estimated and how the cell wall probabilities can be applied to form the potentials of the two
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CRFs.

Estimation of the cell walls

Inhomogeneous illumination hampers the detection of the cell walls. The illumination component

is estimated by smoothing the original image in the logarithmic domain using a Gaussian filter.

Then, the illumination normalized image is obtained by dividing the image intensities with the

estimated illumination in every image I:

In = exp (log (I + 1)− log (I + 1) ∗G) , (12)

where, G is a Gaussian filter with standard deviation σG. The underlying assumption in Eq (12) is

the Retinex model [90] of illumination which states that an acquired image I is a pointwise product

of illumination and reflectance. The illumination component is present mainly in coarse scales, and

it can be estimated by appropriately smoothing the image. The reflectance component captures

structures lying, in general, in finer scales.

The illumination normalization highlights the cell walls, reducing the effect of inhomogeneous

illumination. A shearlet-based total variation method is applied to obtain the denoised image D,

retaining the cell boundaries [15].

A random forest estimates the probability of a pixel belonging to a cell wall in D. We compute

a matrix of edge detector features Fr, including, a difference of Gaussian, a vessel enhancement

filter [19], Roberts, and a shearlet-based edge detectors [31]. The first two edge detectors are

selected because they create a narrow line for cell walls though they may include some noise. On

the contrary, the last two features preserve the edges, which have the shape of a curve, but they

cover a thicker area around the actual cell walls (Figure 28). The random forest combines all the

edge detectors to provide robust boundaries representing the cell walls.

Next, a sequence of two CRFs is described in which the first CRF finds the cell candidate

regions and the second CRF separates cells by estimating their cell walls.
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(a) (b) (c)

(d) (e)

Figure 28: Depiction of edge detector features used for estimation of cell wall probabilities: (a)
Original image, (b) Difference of Gaussians, (c) Application of a vessel enhancement filter [19], (d)
Roberts edge detector, and (e) A shearlet-based edge detector [31].

5.2.3 Cell candidate segmentation

The denoised image D is divided into superpixels [50]. A CRF is applied onto the superpixels with

the following objective function:

E1 =
∑
t

(∑
i

u1ti(f
1
ti, λ

1
ti; w

1) +

∑
i

∑
j∈G 1

ti

v1tij(λ
1
ti, λ

1
tj ,P

1
tij ; w

1)

 . (13)

The unary u1ti and pairwise v1tij potentials are considered linear in the parameter w1. The

feature vector f1ti contains the mean of the shading [90] and intensity values of the ith superpixel.
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The pairwise potential v1tij adds a penalty if the neighboring superpixels have different labels.

The pairwise penalty is reduced if the boundary segment between the superpixels i and j has a

high probability of belonging to cell wall:

P1
tij =

1

|N t
ij |

∑
x∈N t

ij

px. cosαtij , (14)

where N t
ij is the set of all pixels separating the superpixels i and j in the image t of the training set,

and px is the probability of a pixel at position x belonging to a cell wall obtained by the trained

random forest. The angle αtij is the angle between the superpixel boundary component (SBC)

and the corresponding connected component estimated by the random forest when the cell wall

probability map is superimposed on the superpixel map (Figure 27).

The first CRF separates the cell regions from the background by predicting the superpixel labels

λ1ti. However, the cells may be clustered together. Thus, A second CRF is imposed onto the SBCs

of the selected superpixels to estimate the cell walls and separate cells.

Algorithm 4 DETCIC training

Input : Training images, cell annotations
Output: Trained random forest, CRF weight parameters

31 begin
32 For every image It (t = 1, ..., nt) in the training set, compute the illumination normalized image

Int , shearlet denoised image Dt, superpixel map St, and edge detector feature map Fr
t .

33 Given the feature map Fr train a random forest to estimate the cell wall probability P1

34 Given P1 and St train the first CRF on superpixels, minimizing E1 to obtain weights w1

35 For every St (t = 1, ..., nt), extract SBCs that belong to a cell wall.
36 Train the second CRF on SBCs, minimizing E2 to learn the weights w2.

37 end

5.2.4 Elongated cell separation

The second CRF is defined over the SBCs extracted from the first CRF. The objective function

aims to select SBCs that are probable to belong to a cell wall and are elongated:
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Algorithm 5 DETCIC inference

Input : A new image Id, the parameters of the random forest and CRFs
Output: Cell centroids

38 begin
39 For the cell image Id, compute the illumination normalized image Ind , the shearlet denoised

image Dd, the superpixel map Sd, and the edge detector features Fr
d

40 Input Fr
d to the trained random forest to compute the cell wall probability map Pd

41 Given P1, Sd, and w1, apply graph cut to obtain a segmentation on superpixels.
42 Extract the SBCs from the selected superpixels.
43 Given P2, and w2, apply graph cut on SBCs to estimate cell walls.
44 Use the estimated cell walls to create morphological connected components.
45 Compute the cell centroids.

46 end
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Similar to the first CRF, the unary and the pairwise terms are linear combinations of features

and weight parameters that minimize the energy function E2. The unary feature vector f2tq includes

the mean and standard deviation of the cell wall probabilities P2
tpq. The pairwise feature vector

includes the difference between the two unary features and the cosine of the angle Btqr between

SBCs q and r. The pairwise potential v2tqr penalizes the objective function if the predicted labels λ2q

and λ2r are different. However, the penalty is reduced if the two SBCs have different unary features

or do not form an elongated structure.

5.2.5 DETCIC training and inference

The DETCIC training set includes images It (t = 1, ..., nt), which are annotated manually. Cell

wall labels to train the random forest are the boundaries of the annotations. Moreover, the CRF

objective function E1 is trained with the superpixel label set L 1
t = {l2ti ∈ {0, 1}|i = 1, ..., ns}, where

ns is the number of superpixels in the image. The first CRF selects superpixels that are likely to
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belong to a cell. The second CRF is trained with the label set L 2
t = {l3tp ∈ {0, 1}|p = 1, ..., nb},

where nb is the number of SBCs extracted from the cell candidate superpixels in the image t in

the training set. Label sets L 1
t and L 2

t are computed from the manual annotations. Algorithm

4 outlines the training steps for both CRFs. A graph cut provides the labels for each CRF while

a gradient-based optimization method selects the best parameter configuration w that minimizes

the objective function E .

Algorithm 4 learns the parameters (w1,w2). Given a new image Id, computing the cell wall

probabilities Pd requires computing the illumination normalized image Ind and denoised image Dd

similar to the training images. Then, DETCIC performs two graph cuts: the first is applied to

a rough segmentation of the cells from the background and the second is applied to the SBCs to

determine the cell walls. Algorithm 5) depicts the steps for DETCIC inference.

(a) (b)

(c) (d)

Figure 29: Depiction of the effect of inhomogenous illumination: (a) Original image, (b) CellDetect
[8], (c) DeTEC [45], and (d) DETCIC.
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Table 8: Comparative results between DETCIC, DeTEC [45], and CellDetect [8], where the ac-
ceptable distance of detected centroids from the ground truth is set to the length of the major axis
of the smallest cell in the dataset.

Method Precision Recall F-score

CellDetect 0.80 0.23 0.36
DeTEC 0.50 0.88 0.63
DETCIC 0.68 0.83 0.75

5.3 Results

To evaluate the detection, cell centroids were computed from the annotation providing the ground

truth. A cell is considered to be detected if the detected centroid lies within a distance d from the

ground truth. The distance is set to the length of the smallest cell in the dataset. Precision, recall,

and F-score were computed to measure the performance of detection.

Table 8 provides a comparison of the performance of DETCIC with CellDetect and DeTEC.

The training was based on leave-one-out cross-validation. CellDetect is a supervised region-based

cell detection method which applies extremal regions to detect candidate cell regions [43]. Then,

a statistical model selects the best extremal regions. However, CellDetect fails to detect a fair

amount of cells, assuming there should exist some extremal regions that can represent the cells [7].

Therefore, CellDetect achieves a lower recall index compared to the other two methods. DeTEC

is an unsupervised region-based method that applies an MRF to segment the cell candidates, and

a second MRF to separate the best cell walls to detect the centroids. Although DeTEC detects

most cells, the detected cell walls are sensitive to erosion which may be caused by a pharmaceutical

treatment. Therefore, some cells are broken into smaller pieces, increasing the number of false

positives which leads to low precision. DETCIC significantly improves the cell breakdowns due to

a better estimation of cell wall probabilities which are used to train the second CRF.

Figure 29 depicts an instance where inhomogeneous illumination created shadows on the cell

body as well as the area around the cell. CellDetect falsely includes shadows around the cell as

part of the cell body. Furthermore, the shadow on the cell body creates two bright sides on both
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sides of the cell. DeTEC considers these sides as separate cells and fails to detect the entire cell.

However, DETCIC is able to reduce the effect of illumination and detect the cell wall accurately.

Figure 30 depicts examples of detected cells. CellDetect does not detect many cells while

failing to separate clusters of touching cells. On the contrary, DETCIC is able to detect most

cells. However, a few cells are missing due to large shadows which make the cells merge into the

background.

DeTEC is able to detect most cells or a portion of them. However, DeTEC fails to estimate

the correct boundaries in many cases. Also, DeTEC fails to distinguish between cells and small

background regions surrounded by cells due to its unsupervised nature.

Furthermore, DeTEC is more sensitive to inhomogeneous illumination compared to DETCIC.

More specifically, DeTEC fails to clearly distinguish between cells and background in image regions

where cell walls are covered by shadows. Figure 29 depicts the detection of a cell affected by

inhomogeneous illumination.

5.4 Discussion

In recent years deep ConvNets outperformed shallow methods in computer vision. However, shal-

lows methods are useful in the early stages of designing deep architectures. For instance, shallow

methods point out the challenges of a real-world problem with minimum data acquisition and an-

notation effort which is critical in preparing the training set, designing the deep architecture, and

choice of loss terms. In this Chapter two shallow methods namely, DeTEC (unsupervised) and

DETCIC (supervised) were developed and evaluated to detect CDI cells in SEM images with a

sequence of two random fields. Both methods outperformed the shallow methods in the literature.
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Figure 30: Depiction of the detected cell centroids and their estimated cell walls, from top to
bottom: Original image, CellDetect [8], DeTEC [45], and DETCIC [47].
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6 Addressing the challenge of rotational invariance

Elongated CDI cells are in various orientations which is a major drawback for deep ConvNets,

making the segmentation more challenging. Deep neural networks are able to segment a variety

of objects (e.g., cars, pedestrians, animals) that do not tend to change their vertical or horizontal

poses. A primitive solution to address rotation invariance is to acquire images of rotated objects and

train a deeper network with larger tensor volumes. However, training such networks considering

all possible orientations of the same objects, dramatically increases the computational complexity.

Deep models in biomedical image analysis (e.g., fully convolutional networks [41, 65], and U-net

[58]) have not considered the segmentation of elongated objects with orientation invariance.

6.1 Related work

Rotation changes the order of the input feature. Sending appropriate features to the next layer

in the network is called feature routing. Recently, CapsNet [59, 60] and Harmonic network [76]

proposed feature routing models with rotation invariance. However, feature routing is hindered by

the image resolution. Computing the appropriate features need an extra loop inside each epoch.

Image resolution increases the number of capsules in each layer and thus the number of part-whole

connections between layers. Furthermore, every capsule is connected to all the capsules in the next

layer. Therefore, increasing image resolution increases the computations between capsule until

routing convergence.

The learned representation is passed to a decoder to segment instances of two cell types (i.e.

vegetative and spore) in various orientations based on their shape. The segmentation masks pro-

vided by RISEC could be used to quantify the shape information of cells such as the length of

the major axis to quantify the efficacy of the treatments. Such quantifiable measurements provide

a unique opportunity for clinical research where the treatments are developing (specifically CDI

infection) to compare the efficacy of the treatments.
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6.2 Methods

RISEC consists of two parts: a region proposal network and a segmentation network. The region

proposal network selects the potential cell regions and models the inhomogeneous illumination as

an adversarial variation. The segmentation network learns a shape representation via dynamic

routing [59] and predicts the cell type and the corresponding segmentation mask. Figure 31 depicts

the architecture of the pipeline.

6.2.1 Region proposal network

The region proposal network (RPN) is similar to U-net with an adversarial loss. The adversarial

loss models the illumination as an adversarial attack and gives feedback to RPN to improve the

segmentation.

The RPN consists of six convolutional units: the first three units include a 3x3 convolution

layer, a ReLU layer and a 2x2 max pooling layer with a stride of two, downsampling the image.

The next three units include an upsampling of the features followed by a 2x2 deconvolution. RPN

loss function is the cross-entropy loss combined with an adversarial loss:

LS = wc ∗ LC
(
S(I),G

)
+ LC

(
D
(
S(I)

)
, 1
)
, (16)

where LC
(
S(I),G

)
denotes a cross-entropy term between the predicted labels S corresponding to

the image I and the ground truth G. Since cell areas are smaller than the background portion of the

image, the segmenter cross-entropy loss is weighted by wc. The minority class has a higher weight

in the loss function. The second term LC
(
D
(
S(I)

)
, 1
)

is the adversarial loss term, computed by the

discriminator. The label map of image I generated by the RPN is denoted by S(I) and D denotes the

discriminator network [44]. The adversarial loss penalizes the RPN to produce label maps similar

to the ground truth, reducing the effect of the illumination. The discriminator is a conventional

ConvNet classifier trained on the ground truth and predicted segmentation provided by the RPN.

The discriminator improves the generated labels by sending feedback to the generator if the RPN
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labels are significantly different from the ground truth. It does not increase the complexity of the

network since it is used only during training. It consists of five convolutional layers with valid

padding, followed by ReLU activations and average pooling. Furthermore, two fully connected

layers are placed at the end of the discriminator. The discriminator D computes the cross-entropy

of the ground truth label maps G and 1, and the cross-entropy of the generated label maps S(I)

and 0, minimizing the following loss function:

LD = LC

(
D(G), 1

)
+ LC

(
D(S(I)), 0

)
. (17)

During the training, the discriminator improves the RPN, penalizing the candidate regions that do

not look like manually label areas (e.g., with misclassified shadows on top and bright areas around

the cell). Therefore, the adversarial training reduces the effect of the inhomogeneous illumination.

A fixed window size is defined that can contain the largest cell in our dataset. The RPN provides a

primary segmentation of images of any size larger than the window size. The primary segmentation

is then filtered to select the candidate regions where the sum of the pixel probabilities is above a

threshold tc. Non-max suppression is applied to reduce the number of candidate regions.

6.2.2 Dynamic routing for rotational invariant segmentation

ConvNets are sensitive to object transformation such as rotation since they change the order of the

low-level features [59]. Feature routing is the process to put such features to the appropriate order.

Max-pooling is a primitive feature routing to overcome translation. However, max-pooling hinders

the equivariance property of the network. Therefore, local information about object shape and pose

are lost throughout the network, resulting in the ConvNet to be sensitive to the transformation of

the object.

To accomplish rotation invariance, dynamic feature routing [59] is applied to put the rotated

parts (features) together to create the shape of an object. If part i belongs to object j then i and

j are coupled together with a coupling coefficient cij close to one where cij ∈ [0, 1]. A two-layer
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Algorithm 6 Depiction of RISEC Training

Input : Augmented training images, Segmentation ground truth, and class labels
Output: Trained network

47 begin
48 for number of pretraining iterations do
49 Select a batch of labels G
50 Train the discriminator with the cross-entropy loss LC

(
D(G), 1

)
51 end
52 for number of adversarial iterations do
53 Select a batch of training images and their labels {I,G}
54 Predict the segmentation S(I). Compute the segmentation cross-entropy loss LC(S(I),G)
55 Compute the adversarial loss LC

(
D(S(I)), 0

)
56 Given the labels G, compute the discriminator cross-entropy loss LC

(
D(G), 1

)
57 Compute LD and backpropagate the gradients through the discriminator and the segmenter.
58 Compute LS and backpropagate the gradients through the segmenter.

59 end
60 For all i in the first capsule layer and j in the second capsule layer: Set bij = 0
61 for number of dynamic routing iterations do
62 Compute cij = softmax(bij)
63 Compute vi (Eq. 18) and vj|i for every (i, j) (Eq. 19)

64 Compute sj (Eq. 20) and vj (Eq. 18)
65 Compute the agreement aij between capsules (i, j) (Eq. 21)
66 Update bij ← bij + aij
67 Compute the loss LR (Eq. 22) and backpropagate the gradients to update the tensor Wij

68 end

69 end

capsule architecture is used in which the first layer capsules represent the local pose information

and the second layer capsules represent the overall shape and orientation of a cell, based on the

overall agreement between the local pose information. First, two layers of convolution are applied

to a candidate region. Then, the primary capsule layer is formed by reshaping the output of the

convolution volume so that every bloc (e.g., 8× 8× 1) in the convolution volume represent a 64× 1

capsule vector si. The length of the vector vi is then squashed to [0, 1]:

vi =
‖si‖2

1 + ‖si‖2
.

si
‖si‖

. (18)

Next, the likelihood vj|i of capsule j in the second capsule layer, representing a vegetative cell or a
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spore, is estimated as:

vj|i = Wij.vi , (19)

where the weight matrix Wij is learned during training. Then, the weighted sum of inputs i over

capsule j is computed as:

sj =
∑
i

cij .vj|i , (20)

where cij is the coupling coefficient, acting as a prior, for the likelihood vj|i.

The coupling coefficient cij is defined as the softmax of bij , where bij is computed as the

cumulative sum of agreements between capsules over routing iterations. In every routing iteration,

the agreement aij is added to the log prior bij until convergence. The agreement aij between two

capsules is defined as the scalar product of the squashed mean vj and the likelihood vj|i:

aij = vj.vj|i . (21)

Alternatively, a clustering algorithm could be applied over each capsule layer and define the prox-

imity of a capsule vector to the mean of the cluster as the agreement [60]. Algorithm 1 depicts the

training steps of RISEC.

A decoder is added to the output of the second capsule layer to compute the segmentation mask

by increasing the resolution of the feature map using two deconvolution steps. Finally, the routing

loss function,

LR = LM + LC(I,G) , (22)

consists of two terms: classification loss LM and LC(I,G) cross-entropy loss of the segmentation.

The classification loss LM enforces that the output vector of capsule representing class k has a

large length if and only if an object of class k is present:

LM =
∑
k

tk.max(0,m+ − ‖vk‖)2 + λ(1− tk)max(0, ‖vk‖ −m−)2 (23)
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Table 9: Comparative results between the segmentation performance of RISEC and the state-of-
the-art in biomedical instance segmentation by U-net and CapsNet.

Method Dice (Vegetative) Dice (Spore) Dice (Total) AUC

CapsNet [59] 0.56 0.68 0.62 0.80
U-net [58] 0.86 0.60 0.73 0.94
RISEC 0.78 0.83 0.81 0.97

where tk = 1 indicates the presence of object of class k and m+, m+, and λ denote the hyper-

parameters of the model. The lambda parameter prevents the initial learning from shrinking the

activity vector for the absent classes.

6.3 Results

6.3.1 Dataset

UH-S-Cdiff0 a dataset of CDI cell images acquired via SEM imaging with pixel dimensions 411×711

and 10,000x magnification with two CDI cell types [47], is applied to train and validate RISEC,

with two classes of vegetative cell and spore. A training set of synthesized images is created by

synthesizing background images of size 150 × 150. Then, cells were randomly selected and placed

into the center of the image. The cells were slightly warped to generate variant images. A dataset

of 12,000 samples is divided into a training set with 1,000 images (5,000 samples of each cell type)

and a validation set with 2,000 images (1,000 samples for each cell type). The same training set is

applied to train RISEC, and our baselines, U-net, and CapsNet. The validation set is not seen by

the network during the training and includes cells in various random orientations.

6.3.2 Performance evaluation

Table 9 summarizes the segmentation performance of RISEC with the results of U-net and CapsNet.

Figure 33 depicts the ROC curve of RISEC with CapsNet and U-net. The dice scores were computed

to measure the segmentation performance. Figure 34 depicts sample results of the segmentation.

U-net produces accurate boundaries but is highly sensitive to illumination and artifacts in the
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image.

6.4 Discussion

The black-box nature of deep ConvNets has been one of the major drawbacks in areas where

required clear explanations about the features used in the decision-making process such as medical

and financial applications. Therefore, learning a parametric representation of detected objects is

important. Capsule networks have been successfully applied to learn parametric representations

on MNIST dataset for digit recognition. However, the application of capsule-based architectures

is limited to images with small sizes due to their computational complexity. In this Chapter,

a capsule-based parametric model was developed and evaluated to detect CDI cells in various

orientations that is capable of detecting cells in images with size 150×150. An adversarial region

proposal network is applied on images to separate the cells from the background a two-layer capsule

architecture is applied to segment and classify the cells in various orientations. The result indicated

an 11 percent improvement of dice score compared to U-net in the segmentation of CDI cells in

SEM images.
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Figure 31: Depiction of RISEC pipeline. First, the adversarial segmenter network separates the
potential cell areas. Then, regions of interest are passed through two layers of convolution. The
resulting volume is reshaped to form capsules, representing the local shape properties of the cells.
The capsules in the primary layer are fully connected to the capsules in the secondary layer,
performing dynamic feature routing. The secondary capsule layer learns two shape representation
for vegetative cells and spores. Finally, the representation is passed to a decoder to provide the
segmentation.
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(a) (b)

(c) (d)

Figure 32: Effect of inhomogeneous illumination is depicted. (a) Shadows and bright spots have
divided a cell into different parts. (b) U-net detected a vegetative cell as two spores since different
parts of the cell are inhomogeneously illuminated. (c) CapsNet is able to detect the rotation of the
cell but fails to segment the entire cell. (d) RISEC has inferred that inhomogeneously illuminated
parts are likely to belong to a single vegetative cell based on their shape and orientation. The
detected boundaries could be improved.
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Figure 33: The ROC curve indicates that RISEC outperforms U-net [58] and CapsNet [59] in
segmenting the cells.
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Figure 34: Qualitative depiction of RISEC segmentation results compared to the results from U-
net, and CapsNet. From left to right: Original image, ground truth, U-net, CapsNet, RISEC.
Inhomogeneous illumination results in partial segmentation of objects.
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7 Conclusions and future work

7.1 Conclusions

In this thesis, a series of methods were proposed to detect CDI cells in SEM images. A com-

putational tool is proposed, developed, evaluated, and compared with state-of-the-art to provide

instance-level-segmentation masks for the detection of CDI cells in SEM images. The computa-

tional tool is necessary for the analysis and quantification of the efficacy of treatments on CDI cells

in SEM images.

To obtain a large synthesized training set, the image synthesizer algorithm, ISABC, was devel-

oped to provide synthetic images with isolated, touching, and crossing cells with SEM backgrounds

needed to train and evaluate the deep ConvNets used in the pipeline.

Furthermore, to overcome the challenge of inhomogeneous illumination, a deep adversarial net-

work is developed to segment the cell candidate regions from the background. A discriminator

network improves the result of the segmenter network without increasing the complexity during

testing. The performance of semantic segmentation was improved by 44 percent compared to U-net.

To address the challenge of touching cells, a deep ConvNet is applied to learn shared features

from the candidate regions. The features are aligned and fed to fully connected layers for clas-

sification and bounding box prediction. A network head including layers of convolution and a

deconvolution layer is applied to produce the mask. Non-max suppression is applied to filter the

duplicated detected cells. While the state-of-the-art in object detection and instance-level segmen-

tation relies on bounding boxes to compute IoU values, this work applied the masks overlaps to

compute the IoU. The modified IoU metric is capable of detecting cluttered touching and crossing

cells in various orientations. The overall detection performance was improved by at least 20 percent

compared to the state-of-the-art. A Bland-Altman analysis is performed to compare the result with

manual annotations. The detection results correlated with the primary set of annotations similar

to how the primary and secondary set of annotations correlated with each other, indicating that

the method has the same error as human-level performance in the detection of CDI cells in SEM
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images. The modified IoU could be used as an additional loss term to improve the detection and

segmentation of the clustered cells.

7.2 Future work

Deep instance-level object segmentation models are divided into two categories: region-based and

Unet-based models. Variations of U-net are proposed for the segmentation of biomedical objects

with less challenging datasets and fewer classes of objects present in the image [55, 79, 23]. Region-

based methods are more accurate in segmentation since their deeper architecture allows for learning

more complex functions [36]. However, region-based rely on applying a large number of region

proposals, resulting in multiple proposals per object. Non-max suppression is conventionally applied

to remove the redundant proposal but in case of overlapping objects, non-max suppression is

sensitive to the IoU threshold.

The future works could contribute to the problem of instance-based cell segmentation by the

following objectives:

1. Reduce the false positive in cell detection due to occlusion or presence of debris

2. Improve the segmentation of overlapping cells by adding a penalty on detected cell overlaps

The modified IoU developed in this thesis could be used to improve the segmentation of clustered

cells via penalty terms that target sources of the error mentioned above. Detected masks are

often fragmented due to occlusion or the presence of debris. Therefore, the partially detected cell

fragments lead to a higher false-positive rate. Accordingly, the target ground truth is selected

for a detected mask with maximum mask IoU. Then, the mask IoUs of that ground truth with

other detected masks are penalized. Similarly, an overlap between a detected mask with all ground

truth other than its target is penalized. The second source of error is due to overlaps between the

detected masks. Mask-IoU loss penalizes the mask overlap between proposals with different targets.

Therefore, the mask IoU between the two proposals with different target ground truth should be

minimum.
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