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ABSTRACT 

Bolted joints have been widely used to connect different components across 

multiple engineering fields, while the bolt looseness detection is an urgent issue to be 

solved. Recently, several piezo-enabled structural health monitoring (SHM) methods 

have been utilized to detect bolt looseness, including the active sensing method, 

electromechanical impedance (EMI) method, and the vibro-acoustic modulation (VAM) 

method.  However, current approaches mostly focus on single-bolt looseness detection, 

and there is still a lack theoretical investigation to explore the principle of these methods. 

In this dissertation, several in-depth studies to advance the development of 

research in the bolt looseness detection are presented. First, a numerical model, a semi-

analytical model, and an analytical model of the active sensing method for single-bolt 

looseness detection is proposed. Then, several new entropy-based indices are developed 

to replace the current index, i.e., signal energy. Via these entropy-based indices and 

machine learning (ML) technique, the detection of multi-bolt looseness is achieved for 

the first time. Second, a model to describe the relationship between bolt preload and 

EMI signal is theoretically developed, providing a better understanding of the EMI 

method. Third, in terms of the VAM method, swept sine waves as inputs are employed 

to improve practicability, and a new entropy-based index is developed to enable the 

VAM method to detect multi-bolt looseness.  

Moreover, considering that the above methods depend on permanent contact 

between transducers and structures, a new percussion-based approach is proposed. By 

tapping the bolted joint and analyzing the percussion-induced sound signals, the bolt 
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looseness can be detected without contact-type sensors. First, an analytical model to 

research the mechanism of the percussion-based approach for bolt looseness detection 

is proposed. Then, by using deep learning (DL) based techniques to process and classify 

the percussion-induced sound signals under different bolt preloads, two practical 

percussion-based approaches to detect bolt looseness detection were developed. 

In summary, several in-depth investigations of SHM methods and a new 

percussion-based approach for bolt looseness detection have been conducted in this 

dissertation. It is believed that these methods have great potential for future industrial 

applications.  
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CHAPTER 1. INTRODUCTION 

1.1 Motivation and objectives 

Across multiple fields of engineering (e.g., mechanical engineering and civil 

engineering), the bolted connection that is a type of prevailing fastener, has been widely 

used to hold different components together. Compared to its counterparts such as the 

welding joint and pin connection, the bolted connection is preferred due to its low-cost 

and ease-in-reuse (i.e., implementation of screwing off and assembling). However, the 

bolted connection is prone to decrease of even loss of preload due to several issues (e.g., 

improper installation, mechanical vibration, and chemical corrosion) as the service time 

increases, which may lead to severe catastrophes. For instance, since bolts that held 

stretcher bars were loose, the West Anglia Great Northern northbound train derailed 

outside the Potters Bar station. On July 10, 2006, the Big Dig ceiling collapse occurred 

in Boston’s Font Point Channel, killing one person. The accident investigation indicated 

that several anchor bolts suffered creep failure and looseness and thus led to the collapse 

of ceiling structures. On August 20, 2011, insufficient torque of screws allowed a line 

replacement unit (LRU) to vibrate and damage during flight, thus inducing a Global 

Hawk (Northrop Grumman EQ-4) crash in Afghanistan. On August 2012, a blast 

happened at the Amuay refinery in Venezuela, and Rafael Ramirez, who was then 

Venezuela’s Minister of Energy, claimed that the explosion was caused by bolt-

loosening-induced gas leakage. A Vestas wind turbine collapsed in Sweden on 

December 24, 2015, and the survey report stated that fatigue of bolted joints in the first 

flange of the tower structure was to blame. Notably, the looseness of pre-tension is the 

reason for the bolt fatigue. Therefore, to avoid the personal injury and property loss 
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caused by these catastrophes, it is needed to develop promising methods to detect bolt 

looseness with satisfactory performance.  

Previous investigations [1, 2] have demonstrated that the bolt looseness is 

mainly affected by three issues: plastic deformation at the thread, creep/stress relaxation, 

and slip between the contact surfaces. In other words, a bolted joint will suffer a 

complex and time-dependent looseness procedure, rather than an immediate loosening. 

First, creep/stress relaxation will occur as the service time increases, and plastic 

deformation will happen at the thread due to external influences such as vibration. 

Subsequently, these two issues (i.e., plastic deformation and creep/stress relaxation) can 

deteriorate the bolt preload slightly, thus reducing the friction force at the contact 

interface. Once the friction force is less than a certain value, there will be two types of 

relative motions that result in complete looseness, including (1) motion between nut and 

bolt, and (2) motion between two contact surfaces. Generally, current nondestructive 

testing (NDT) techniques may be incapable of achieving continuous surveillance of the 

bolted connection. Therefore, the objective of this dissertation is to employ several 

structural health monitoring (SHM) methods and the percussion-based approach to 

detect bolt looseness effectively and to improve the potential for real industrial 

applications. 

1.2  Organization and contributions 

The following shows the brief organization of the dissertation with an emphasis 

on its technical contributions: 

Chapter 2 provides a brief introduction of SHM methods, and a detailed review 

of state-of-the-art techniques for bolt looseness detection is performed. This literature 
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review reveals the current research trend and find several ignored issues, which are 

essential to be solved for future study of bolt looseness detection.  

Chapter 3 focuses on the active sensing method, which employs a pair of Lead 

Zirconate Titanite (PZT) transducers that are bonded on the surface of the bolted joint 

to emit and receive stress wave signals. Then the looseness can be monitored by 

analyzing the change of received signals. The main contribution of this chapter is the 

development of a quantitative relationship (including numerical, semi-analytical, and 

analytical modeling, respectively) between the bolt preload and the stress wave signal 

by using the fractal contact theory. This relationship reveals a better understanding of 

the working mechanism of the active sensing method.  

Chapter 4 intends to solve another problem, i.e., the current active sensing 

method only depends on signal energy to estimate the integrity of the bolted connection, 

which is unreliable in some cases. Thus, the concept of entropy to develop several new 

entropy-based indices for the active sensing method is creatively introduced to enhance 

the performance significantly. Particularly, the entropy-based indices achieve multi-bolt 

looseness detection with good performance, which is another main contribution of this 

chapter. 

Chapter 5 researches the piezo-enabled electromechanical impedance (EMI) 

method, which is a popular approach to bolt looseness detection. However, most of the 

current investigations only employ the EMI method to detect bolt looseness 

experimentally without any theoretical analyses. Therefore, the main contribution of 

this chapter is the development of an analytical model to describe the relationship 

between bolt preload and EMI method. Overall, bolt looseness will cause stiffness 
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degradation of connection, thus inducing the frequency shift of EMI signals. In other 

words, the principle of the EMI method for bolt looseness detection is that the EMI 

signal can characterize the change of structural stiffness. Notably, based on the fractal 

contact theory, the roughness of the contact interface is taken into consideration in this 

chapter, which improves the accuracy of the modeling. 

To overcome the deficiency of the active sensing method and the EMI method 

for bolt looseness detection, the vibro-acoustic modulation (VAM) method has been 

utilized recently. Generally, the VAM method employs two types of input (a low-

frequency vibration and a high-frequency ultrasonic wave) to excite the bolted 

connection, and the looseness status can be estimated by quantifying the sideband of 

received signals. However, the previous investigation has demonstrated that the 

performance of the VAM method depends on the prudent selection of the frequency of 

inputs significantly. It is worth noting that this demand is always impractical in real 

industrial applications. Thus, Chapter 6 presents a new VAM method that applies swept 

sine waves for both low-frequency and high-frequency inputs, which is the main 

contribution. Via this implementation, the practicability of the VAM method is 

dramatically improved, and several new entropy-based indices are proposed to replace 

the sideband, which is another main contribution. Finally, the newly proposed VAM 

method is experimentally demonstrated to detect multi-bolt looseness. 

It is worth noting that the above three techniques all depend on permanent 

contact between transducers and bolted connections. Therefore, in Chapter 7, the main 

contribution is that  a new percussion-based approach is developed to detect bolt 

looseness without contact-type sensors. Overall, the percussion approach means that the 
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detection of bolt looseness can be realized by analyzing the percussion-induced sound 

signals. First, an analytical model is developed to research the influence of percussion 

(i.e., tapping) on sound signals under different bolt preload. Then, the Mel-frequency 

cepstrum coefficients (MFCC) and DL techniques are used to extract features from 

sound signals and achieve the bolt looseness identification. Particularly, the percussion 

is implemented automatically based on a robotic arm, which can improve the practical 

potential for future industrial applications. Finally, another percussion-based approach 

is developed, and no hand-crafted features (e.g., MFCC) are needed. Combining the 

concept of the convolutional neural network (CNN) and memory-augmented neural 

network (MANN) results in a new DL-based classifier, which is called one-dimensional 

memory-augmented convolutional neural network (1D-MACNN). Via this 1D-

MACNN, the feature extraction and classification of the percussion-induced sound 

signals can be implemented to achieve the detection of bolt looseness. 

Finally, Chapter 8 concludes the whole dissertation. Furthermore, some 

recommendations for future work are provided to guide future research. 
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CHAPTER 2. STRUCTURAL HEALTH MONITORING 

METHODS AND THEIR APPLICATION ON BOLT 

LOOSENESS DETECTION 

2.1 Introduction of structural health monitoring 

As we know, modern societies heavily depend on multiple mechanical and civil 

systems, including aircraft, rotating machinery, bridges, buildings, and offshore oil 

platforms, etc. However, in light of inevitable aging and degradation resulting from 

working surroundings, these structures are nearing the end of their design lifetime. 

Considering the difficulties in replacing the infrastructures mentioned above 

economically, there is an urgent need to develop various damage detection methods to 

ensure the safe operation when the design service life is extended. Additionally, current 

circumstances such as clusters of earthquakes and unpredicted blast loadings demand 

us to give a quick condition screening in newly built systems at the earliest time. In 

other words, we should provide real-time diagnosis of structural performance and 

prevent possible structural failures. Recently, the common damage detection methods 

consist of the nondestructive test and evaluation (NDT&E) [3], the health and usage 

monitoring system (HUMS) [4], the statistical process control (SPC) [5], the damage 

prognosis (DP) [6], and the condition monitoring (CM) [7], etc.  

Among the above methods, SHM is the most popular technique. The term SHM 

generally refers to damage identification and service life forecast across multiple 

structures in aerospace, civil and mechanical engineering infrastructures. By knowing 

the real-time structural integrity and correspondingly changing the work organization 

of maintenance services, the SHM can allow maintenance teams to use the structure and 

avoid catastrophic failures optimally. Additionally, a lot of handling and transportation 
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operations take place during the intermediate phase between the end of the 

manufacturing process and the beginning of the functioning period, which is called the 

pre-usage period. These uncertainty issues may occur and threaten structural reliability. 

Thus, the development of SHM can further improve the structural design and 

operational procedure of the structure from a broader systematical perspective, which 

seems to be a strong motivation for SHM. For instance, aerospace companies are 

investigating SHM to detect damage such as control surfaces hidden by heat shields, 

which has life-safe significance. Benefited from the constant maintenance costs and 

reliability, the SHM has another strong motivation, namely, economic reason. As an 

example, the semiconductor manufacturer adopts SHM to avoid unpremeditated 

downtime that costs millions of dollars per hour by minimizing redundant machinery. 

Since the ends of the 1980s, the concept of smart materials and structures (SMS) 

has attracted more and more attention in academia and industry, particularly in the fields 

of aerospace and civil engineering. Starting from the use of the homogeneous materials 

supplied by their natural properties, SMS develops to multi-materials (e.g., composite 

materials) types allowing to create structures with specified purposes, including shape 

control, vibrations control, and health control. Recently, the SMS has been integrated 

with SHM systems to achieve three functionalities: (1) fabricating sensors and actuators 

based on new sensitive materials, (2) miniaturizing and embedding sensors and 

actuators into the host structures without degradation, (3) conceiving data reduction and 

diagnostic index for SHM. It is worth noting that sensors, which can be embedded into 

the components during the manufacturing process, denote an essential topic in SHM. 

By applying sensors to detect a range of physical parameters including refractive index, 
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visco-elastic properties, and conductivity, etc., several techniques allow us to achieve 

on-line monitoring, such as electromechanical impedance (EMI) method [8], acousto-

ultrasonics approach [9], and optical technology (i.e., based on fiber-optic sensors [10]). 

Furthermore, such different sensors can be mixed to realize a multi-detection [11], 

which is a fascinating topic. 

Generally, SHM has two functions: diagnosis and prognosis (i.e., the evolution 

of damage and residual lifetime prediction), as described in Fig. 2-1. First, several 

sensors with the same type are applied to monitor corresponding physical phenomena 

related to the damage closely and generate signals that will be sent to a storage sub-

system. Subsequently, signals from different kinds of sensors that can be multiplexed 

as a network are merged into a monitoring sub-system (e.g., computer) to perform a 

diagnosis. As the service life of various structures increases, a determination of the state 

of the materials, parts, and full assembly constituting the whole structures is necessary 

to ensure the structural status remains in a specified domain according to design 

requirements. The above-mentioned periodically measurements of physical phenomena 

help to extract the damage-sensitive features, and the health status can be determined 

according to statistical analysis. Furthermore, it is possible to achieve the usage 

monitoring function by detecting environmental conditions based on other groups of 

sensors. Thanks to the long timespan of monitoring, the full history database of the 

structure can be obtained, in parallel with the usage monitoring method to provide a 

prognosis (i.e., residual life). At last, the structural health management, such as repair 

and maintenance operations can be developed accordingly. Partially, the SHM may be 

called as an improved approach of NDT&E, if just considering its first function (namely, 
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the diagnosis). However, the SHM is much more since it involves several aspects, 

including the integration of sensors based on smart materials, data acquisition and 

transmission, and advanced algorithms for signal processing. 

 

Fig. 2-1 Principle of an SHM system 

Analogous to NDT&E as mentioned above, the SHM can be active or passive, 

as shown in Fig. 2-2. Equipped with sensors, the structural state and its interaction with 

the surrounding environment can be evolved with corresponding physical parameters.  

The monitoring method that just depends on sensors can be called as the “passive 

SHM”; for instance, the acoustic emission techniques [12]. On the contrary, if there is 

the use of actuators to perturb the structures and then monitor the response through 

sensors, the action is regarded as the “active SHM” in such a case, such as the active 

sensing method [13]. In this sort of situation, the actuator (namely, piezoelectric patch) 

generates ultrasonic waves, and another piezoelectric patch worked as the sensor is used 

to receive signals as a possible damage index allowing detection. Differing from the 

traditional NDT&E that excites the structure with an external device, the same 

transducer can work as both actuator and sensor (e.g., EMI method), which allows 

flexible and simple monitoring system. 
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Fig. 2-2 (a) Passive SHM and (b) active SHM 

In conclusion, the safety of the aging structures across multiple industries is a 

significant issue, and the SHM methods, which is an interesting tool, can provide 

opportunities to guide structural design and prolong service life through damage 

detection. On the other hand, to reduce the repair and maintenances cost, it is essentially 

desirable to answer the health state of the structure in a timely manner. Generally, the 

damage assessment can be divided into four levels, as given in Fig. 2-3. The level I 

(detection) just tells us the message that if the damage exists in the monitored structures, 

while the level II (localization) can describe the position of the damage. At level III 

(extent of damage), the structural damage can be quantified (i.e., damage size, mass 

loss, and stiffness degradation, etc.), which requires a parametric model to extract 

characteristics features. Finally, as the most sophisticated part, the level IV (prognosis 

of remaining life) can give the evolution of damage and thus predict the residual work 

life of the structures through the combination of the global structural model and local 

fracture pattern. In the past decades, many researchers have contributed to the 

development of SHM by coming up with various methods, and these methods will be 

introduced in the following subchapters. 



 

11 

 

Fig. 2-3 Four levels in SHM 

2.2  A review of methods for bolt looseness detection 

As discussed in Chapter 1, there is a need to ensure sufficient bolt preload and 

detect bolt looseness since the inadequate axial force of bolted connections can induce 

structural damage [14]. Traditional methods for measuring preload and detecting bolt 

looseness include direct tension indicator [15], strain gauges [16], and torque control 

[17]. Generally, the direct tension indicator employs a specific washer with protruding 

features, and the gap between features and bolt (or nut) can be used to indicate bolt axial 

force. Though the direct tension indicator is straightforward to use, it should be noticed 

that it cannot detect bolt loosening and depends on specifically designed washers, which 

causes an increase in costs. By designing washer-like strain gauges, one can measure 

the preload of bolted joints with acceptable accuracy, while these washers are 

comparatively expensive and impractical for some cases. On the other hand, one can 

directly bond strain gauges on bolted joints to reduce costs, but the accuracy will be 

deteriorated. This is because the surface strain is marginal (i.e., slightly change) when 

the bolt is loose. In real industries, the most popular approach to detect bolt looseness 
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is the torque wrench. By using torque-meters, operators can measure the torque of bolt 

connections directly with low-cost; however, a previous investigation [17] has 

demonstrated that only 10%-15% of the applied torque is used to provide axial preload 

(remaining is wasted due to friction). In other words, accurate bolt looseness detection 

via the torque control technique cannot be ensured. To circumvent deficiencies of the 

above methods, researchers have utilized several SHM methods to achieve better 

performance of bolt looseness detection. Generally, in terms of detection of bolt 

loosening, SHM methods employ various physical parameters to indicate changes of 

axial preload, and more details are introduced in the following subsections. 

2.2.1 EMI method 

The EMI method is one of the most popular ways to detect bolt looseness, and 

it mainly depends on an impedance analyzer and a PZT transducer. By bonding a PZT 

transducer on the surface of structures and applying an electric voltage difference, one 

can estimate the electromechanical response of via an impedance analyzer. The 

principle behind this method is that the impedance of a system is stable with the same 

condition, and various structural damages (e.g., looseness, crack, and corrosion) can 

affect dynamic features, which can be reflected by impedance values. Therefore, several 

investigations [18, 19, 20, 21, 22, 23, 24] have been carried out to detect bolt looseness 

in multiple structures. Moreover, the EMI method has been integrated with ultrasonic 

waves [25, 26] to detect bolt looseness with better performance, and a wireless-based 

EMI method [27] has attracted much attention. The main advantage of the EMI method 

is a high sensitivity, and it is capable of online monitoring of bolt looseness. However, 

the EMI method is suitable for local damage identification (i.e., it required a large 
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number of sensors for multi-bolt connections), and it is significantly affected by ambient 

temperatures [28]. Moreover, some theoretical analyses of the EMI method have been 

performed [19, 29, 30, 31] (including one-dimensional (1D), two-dimensional (2D), and 

three-dimensional (3D) models), while no EMI-based modeling of bolt looseness 

detection has been developed. The author will bridge this gap in Chapter 5 of this 

dissertation. 

2.2.2 Vibration-based method 

The vibration-based method is another technique that can be used to detect bolt 

looseness. It is well known that the bolt looseness can induce stiffness deterioration of 

the whole structures, and thus bolt looseness can be monitored by analyzing 

characteristics of vibration signals in the time domain, frequency domain, and time-

frequency domain [32, 33, 34, 35, 36, 37, 38, 39, 40, 41]. Generally, to excite structures 

with different sizes and conditions, one can use hammers or vibrators, and the vibration 

signals can be captured via piezoelectric accelerometers or laser vibrometers. Moreover, 

due to the excitation ways (hammers or vibrators), the vibration-based method is 

unsuitable for online monitoring. On the other hand, some scholars have researched the 

principle [42, 43] and efficiency [44, 45] of the vibration-based method. Compared to 

the EMI method, the vibration-based method is more cost-efficient and easier to 

implement. However, the vibration-based method belongs to a global damage detection 

method, which is insensitive to local damage such as bolt looseness.  

2.2.3 Ultrasonic-based method 

The ultrasonic-based method, which attracts extensive favorability across 

multiple industries, has been used to detect bolt looseness by employing linear 
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phenomena (energy dissipation and reflection) and nonlinear phenomena (scattering and 

modulation) of ultrasound waves as indices. Generally, it can be divided into three 

categories: the active sensing method, the acoustoelastic effect-based approach, and the 

harmonic-based method.  

(1) The active sensing method calculates the energy dissipation of ultrasonic waves 

during the propagation across bolted interface to estimate the bolt looseness. 

Previous investigations [46, 47, 48] have experimentally demonstrated that more 

signal energy will dissipate under lower preload of the bolted connection. Overall, 

the active sensing method is low-cost and can be used to implement online 

monitoring of bolt looseness. However, several issues are imperative to be solved: 

first, an analytical model of the active sensing method should be developed to enable 

us to have a better understanding of the mechanism; second, the current active 

sensing method encounters the problem of saturation. In other words, the signal 

energy is influenced by bolt preload slightly when the applied torque is larger than 

a certain value; finally, the active sensing method is only utilized to detect single-

bolt looseness recently. To overcome the above three issues, the author conducts 

several innovative investigations correspondingly in Chapters 3 and 4. 

(2)  The velocity and frequency of ultrasonic waves are directly affected by preload 

when the waves propagate across the bolt bar [49, 50, 51], which is the principle of 

the acoustoelastic effect-based method. In other words, one can detect bolt looseness 

via travel time and mechanical resonance frequency. To detect bolt looseness by 

measuring travel time, one always employs the time-of-flight (TOF) method [52, 53, 

54]: an ultrasonic transducer is placed on one side of the bolt to emit pulse-echo 
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waves, and the flight time can be measured. Then, one can calculate the elongation 

of the bolt bar via the velocity of ultrasonic waves to detect bolt preload, since 

elongation is approximately proportional to preload. The TOF method is easy-to-

understand, and its operation is simple. However, it requires specific equipment that 

has a very high sampling rate, thus resulting in high cost. Additionally, the accuracy 

of the TOF method is not high since the only linear property is considered. On the 

other hand, researchers [55] have claimed that the resonance frequency of ultrasonic 

waves is a function of wave velocity and bolt length, and these two issues are 

affected by preload. Therefore, one can detect bolt looseness by monitoring the 

changes in the resonance frequency of ultrasonic waves. 

(3) Different from the active sensing method and acoustoelastic effect-based method, 

the harmonics-based method depends on nonlinear phenomena of ultrasonic waves. 

Overall, there are two main harmonics-based methods, including the second-

harmonic method [56, 57, 58, 59, 60] and the vibro-acoustic modulation (VAM) 

method [61]. For the second-harmonic method, only single input (ultrasound) is 

used, while two inputs (both vibration and ultrasound) are employed in the VAM 

method. When an ultrasonic wave hits the loose bolt, a second-order harmonic will 

appear in the frequency spectrum of the signal, which can be explained via the 

theory of contact acoustic nonlinearity (CAN). On the other hand, for the VAM 

method, the bolt looseness will cause modulation of a combination signal of 

vibration and ultrasound. Particularly, this modulation can be represented in the 

frequency area (i.e., sideband), and an index that quantifies the sideband can be used 

to estimate the bolt looseness. Though the VAM method has more accuracy than 
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other ultrasonic-based methods, several issues need to be addressed. First, both low-

frequency vibration and high-frequency ultrasound are single-frequency inputs, and 

careful selection of frequency values is required to ensure the performance of the 

VAM method. Moreover, the current index for sideband is unsuitable for multi-bolt 

looseness. In Chapter 6, the author will develop several new concepts to solve these 

two problems. 

2.2.4 Other methods 

In addition to the above three kinds of methods, several other approaches have 

been proposed to detect bolt looseness, including the acoustic moment method [62], 

vision-based method [63], and radio wave-based method [64]. However, these methods 

are still in the primary stage of research, and they need more investigations in future 

work. 
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CHAPTER 3. BOLT LOOSENESS DETECTION VIA ACTIVE 

SENSING METHOD 

3.1 Introduction of active sensing method 

As shown in Fig. 3-1, the machined surface is rough (i.e., surface asperity) if 

observed from a micro perspective. Therefore, the interface of the bolted connection is 

not ideally contacted. In other words, the true contact area of the bolted interface is 

smaller than the nominal contact area since only tips of surface asperities constitute the 

actual contact. Notably, the previous investigation [65] has demonstrated that the 

contact area is proportional to the square root of contact pressure, and larger bolt preload 

will increase the true contact area, thus reducing energy dissipation at the interface. That 

is to say, one can estimate the change of preload by quantifying the energy dissipation 

of signals when they propagate across the interface. 

 

Fig. 3-1 Illustration of the machined surface 

To obtain the above energy dissipation, one always employs the active sensing 

method that bonds a pair of PZT transducers on the surface of the bolted connection (as 

depicted in Fig. 3-2). Specifically, PZT 1 that works as an actuator can generate 

ultrasonic waves, and PZT 2 can be used to receive these waves that propagate across 

the bolted interface. Subsequently, by calculating the energy difference of signals that 

are emitted by PZT 1 and captured by PZT 2, one can obtain the energy dissipation. 

Since the energy dissipation is proportional to the true contact area [66], one can develop 
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the relationship between bolt preload and the energy dissipation to achieve bolt 

looseness detection. Overall, larger bolt preload (torque) will lead to a larger true contact 

area, thus generating less energy dissipation. In other words, PZT 2 will receive more 

energy. 

 

Fig. 3-2 Schematic diagram of the active sensing method 

Though the principle of the active sensing method is straightforward, there is 

still no quantitative modeling so far. Therefore, in the following subchapter, the author 

will construct several quantitative models (including numerical model, semi-analytical 

model, and analytical model) based on the fractal contact theory to enable us to have a 

better understanding of the active sensing method.  

3.2 Introduction of the fractal contact theory 

The introduction of the active sensing method reveals that the core issue of 

modeling the active sensing method is how to quantify the relationship between the bolt 

preload and the true contact area. Traditional methods that can be used to address this 

issue mainly depend on statistics of asperities and classical contact mechanics. For 

instance, the Greenwood-Williamson (G-W) model [67] of the interface, developed by 

Greenwood and Williamson in 1966, was carried out through elastic contact modeling 

of the rough surface by assuming that the tips of asperities were spherical and their 
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height conformed to the Gaussian distribution. Based on the G-W model, several 

researchers (Whitehouse and Archard [68], Chang et al. [69], and Zhao et al. [70]) have 

developed many different modeling considering the shape and distribution of asperities 

to investigate the contact of the rough surface. In Chang’s research [69], which is called 

the CEB modeling, the deformation of the sphere (i.e., asperity) was still regarded as 

the elastic Hertz contact, and volume conservation was assumed. Also, other researchers 

[71, 72, 73] have improved the CEB modeling by mathematical methods. However, the 

interactions between the asperities were ignored in their studies. Thus, Jeng and Peng 

[74] investigated the effects of asperity interactions, and the significant influence of 

asperity interactions was found. Additionally, the finite element analysis (FEA) has 

been widely used to study the contact problem. Kucharski et al. [75] and Liu et al. [76] 

proposed FEA models to study the elastic-plastic contacts of rough surfaces, 

respectively. Using the FEA, Kogut and Etsion [77, 78] analyzed the elastic-plastic 

adhesion problem of spherical and the elastic-plastic contact problem of a sphere and a 

rigid flat. In addition, the elastic-plastic adhesion contact of non-Gaussian rough 

surfaces was investigated by Sahoo and Ali [79].  

However, the above-mentioned investigations are all based on statistics, which 

are subject to the resolution ratio of measuring instrument and sampling length. In other 

words, the computed results obtained from these modeling show uncertainties.  Overall, 

the fractal contact theory is the combination of the fractal theory and classical contact 

mechanics. Fractal is a ubiquitous phenomenon in nature, which means that similar 

patterns will appear with smaller scales (i.e., self-similarity) [80]. In other words, the 

profile of machined surfaces (e.g., bolted interface) can be globally described via its 
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fractal property, which enables the certainty and uniqueness of the result. In 1991, based 

on the Weierstrass-Mandelbrot (W-M) function [81, 82], Majumdar and Bhushan [83, 

84] developed the M-B elastic-plastic contact model, which opened the door to research 

the fractal contact theory. Then, in 1994, Wang and Komvopoulos [85, 86] improved 

the M-B elastic-plastic contact model and lead the research for the next two decades [87, 

88, 89, 90, 91, 92, 93, 94, 95]. 

In this Chapter, inspired by the above investigation, the author will apply the 

fractal contact theory to describe the distribution of surface asperities and their 

deformation under axial pressure (bolt preload). 

3.3 Numerical modeling of the active sensing method 

Based on the fractal contact theory, the author first constructs a numerical model 

that takes the interfacial roughness into consideration to simulate the active sensing 

method for bolt looseness detection. The W-M function [81, 82] helps to generate a two-

dimensional (2D) surface profile ( )z x  with fractal characteristics as, 

 
min

( 1)

(2 )

cos 2
( ) (1 2)

n
D

D n
n n

x
z x G D






−

−
=

=   , (3-1) 

where   is always set to 1.5, and it can be utilized to measure the phase differences 

between different modes of the fractal. Moreover, D  and G  are the fractal dimension 

and fractal roughness parameters of the surface profile, respectively. Then, a new 

truncated W-M function was proposed by Komvopoulos and Yan [96] as 
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where 0L  is the smallest characteristic length, ( )max 0ln lnn L L  , and L  is the 

surface profiler’s sampling length. 

However, the above function can only be applied to produce 2D surface 

topography arbitrarily, and Yan and Komvopoulos [97] extended the above truncated 

W-M function from 2D to 3D as 
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where ( )max int[ln log ]sn L L =  is the upper limit of n , n  is the spatial frequency 

index, sL  denotes the cut-off length, M  is the total number of the superposed ridges 

that construct the surface, and , [0,2 ]m n   is the randomized phase angle. As shown 

in Fig. 3-3 [98], a sample of the W-M surface can be generated by using MATLAB, and 

the detailed parameters are D =2.4, G =6.36×10-13 m, L =1×10-5 m, sL =5×10-9 m, 

=1.5, M =10. Moreover, the generated surface can be imported into the Pro/E to 

construct its 3D solid modeling, which can be used for numerical analyses. 

 

Fig. 3-3 A sample W-M surface and its geometry of 3D solid modeling 
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Fig. 3-4 The Zygo surface profiler 

Via a 3D surface profiler (Zygo, NewView 5022, USA), which is shown in Fig. 

3-4 [98], the fractal roughness G  and the fractal dimension D  were measured as 2.4 

and 6.4×10-13m, respectively. After measuring the G  and D , the author generated the 

rough interface of a bolted connection and the corresponding 3D solid model via the 

procedure introduced earlier. Then, to mimic the active sensing method, the autor 

establihsed a finite element model (as depicted in Fig. 3-5 [98]) by using a commercial 

software Abaqus-CAE 14.0. Overall, the fabricated model consists of two steel plates 

(size: 100mm×60mm×10mm), a pair of bolt and nut (M12), and two PZT transducers 

(size: 10mm×10mm×1mm). The elements of C3D8 and C3D8E are assigned to the steel 

plate/bolt/nut and the PZT patches, respectively. Moreover, the properties of the steel 

plates, bolt, nut, PZT patches, and the contact characteristics are given in Table 3-1 [98]. 

Notably, the predefined PZT device in ABAQUS is used to model the mechanical and 

electrical properties of PZT patches. 
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Fig. 3-5 Numerical modeling of bolted joint with two PZT patches 

Table 3-1 Material and contact properties 

Material Properties Value 

Steel 

(bolt/nut/plate) 

Young modulus 209 GPa 

Poisson ratio 0.3 

Density 7860 kg m-3 

Yield stress 240 MPa 

PZT 

Young modulus 46 GPa 

Poisson ratio 7450 kg m-3 

Piezoelectric coefficient 

31 32,d d /
33d /

15d  
-186 pC N-1/720 pC N-1/ 

660 pC N-1 

Dielectric coefficient 

11 22,  /
33  15.05 nF m-1/13.01 nF m-1 

Interface Coefficient of static friction 
s  0.3 

 Coefficient of static friction 
k  0.3 

 

Fig. 3-5 shows that two PZT patches are bonded on the surfaces of the bolted 

connection. Moreover, to mimic the bolt loading procedure and the propagation of 

ultrasonic waves at the bolted interface, the author will carry out a two-step analysis, 

including the quasi-static analysis and time-dependent dynamic implicit analysis. In the 

quasi-static analysis, both normal and tangential contact is taken into consideration by 

using the coulomb frictional model, which is predefined in the ABAQUS. Then, the 

total preload of 70 kN is applied to the bolt gradually, with the increments of 10 kN. As 
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depicted in Fig. 3-6 [98], the contact area is not distributed uniformly, which can be 

attributed to the existence of surface roughness (asperities).  

 

Fig. 3-6 Contact simulation at the bolted interface (preload: 30 kN) 

Subsequently, the coupled electro-mechanical model predefined in ABAQUS is 

used to simulate the active sensing method (the emission, propagation, and reception of 

ultrasonic waves) in the time-dependent dynamic implicit analysis. The period and step 

of this dynamic implicit analysis are set to 0.02 second and 1×10-6 second, respectively. 

Notably, the tie constraint in ABAQUS is utilized to satisfy the perfect bonding 

condition of PZT patches. The mesh is generated by considering the center frequency 

of the Gaussian pulse and the ultrasonic wave speed. A Gaussian pulse with the kHz 

center frequency of 100 kHz and amplitude of 10V is used to stimulate the PZT 1, thus 

emitting ultrasonic waves. Then, PZT 2 can capture these ultrasonic waves after they 

propagate across the interface. 

Then, to verify the effectiveness of the proposed numerical modeling, the author 

performs an experiment whose setup is shown in Fig. 3-7 [98]. Overall, the experimental 
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apparatus includes the bolted joint, a computer, an NI-DAQ system (NI USB 6366), a 

torque wrench, and two PZT patches. The size of specimens (bolted joint and PZT 

patches) and excitation signal (i.e., the Gaussian pulse) are the same as them in the 

numerical model to ensure consistency. Eight distinctive preloads (from 0 kN to 70 kN 

with an interval of 10 kN) are applied to the bolted joint via the torque wrench. Each 

preload corresponds to an output, the ultrasonic wave signal. 

 

Fig. 3-7 Experimental setup 

Finally, the numerical and experimental relationship between signal amplitude 

(obtained via PZT 2) and the applied preload is illustrated in Fig. 3-8 [98], and the author 

provides another previous investigation [99] to demonstrate the superiority of the 

proposed numerical model. It is clear that a larger preload leads to a larger signal 

amplitude, thus enabling the bolt looseness detection. On the other hand, this tendency 

is gradually saturated. This phenomenon conforms to a previous investigation [100], 

which claims that the true contact area is prone to saturation (i.e., plastic deformation) 

when overlarge torque is applied. Additionally, the proposed model has better 

performance than the previous investigation results [99].  
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Fig. 3-8 Comparison of numerical and experimental results 

3.4 Semi-analytical modeling of the active sensing method  

In this subchapter, the author sets up a semi-analytical model of the active 

sensing method based on the fractal contact theory. The earlier introduction reveals that 

the core issue of modeling the active sensing method is how to develop the two 

relationships. One is the relationship between bolt axial preload and the true contact 

area, and the other one is the relationship between the energy dissipation of ultrasonic 

waves and the true contact area. Here, “semi-analytical” denotes that the relationship 

between bolt axial preload and the true contact area is developed via analytical 

modeling, while the relationship between energy dissipation of ultrasonic waves and the 

true contact area is obtained by numerical simulation.  

It is worth noting that the surface roughness can be considered as a distribution 

of asperities. That is to say; the true contact area can be calculated by summing the 

contact deformation of all asperities, whose distribution can be described by the fractal 

characteristics. On the other hand, the Hertz contact theory [101] indicates that the 

deformation of asperities can be related to axial preload. Therefore, based on the fractal 
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contact theory, there is excellent potential to analytically establish the relationship 

between bolt axial preload and the true contact area. 

First, based on the previous investigation [78], the deformation of asperities can 

be divided into four stages (elastic stage, elastic-plastic-I stage, elastic-plastic-II stage, 

and plastic stage) as 
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where 
eF  , 1e pF − , 2e pF − , and pF  are the normal contact load in elastic deformation 

stage, two different elastic-plastic deformation stages, and plastic deformation stage, 

respectively. Moreover, K  is coefficient of hardness,   is the normal deformation of 

asperity, 
c  is critical deformation degree of asperity, H  is the hardness of the material, 

R  is the radius of asperity on the rough surface, E 
 is the equivalent elasticity modulus. 

Then, the above parameters can be computed as 
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where 
1E  and 

2E  are elasticity modulus of two contact materials, respectively. 

Moreover, 
1  and 

2  are Poisson’s ratio of two contact materials, 
s  is the yield 

strength of the material,   is the Poisson’s ratio of the material. 

Subsequently, Wang and Komvopoulos [85] demonstrated that the distribution 

of the asperities could be expressed as 
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where 'A  is the truncated area of asperities, 
1 'A  is the truncated area of the largest 

asperity. Then,   is the domain extension factor [85], which can be computed as  
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Moreover, the normal deformation of asperity  , radius of asperity R , and critical 

deformation degree of asperity 
c  can be obtained as 
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Based on the traditional contact mechanics [101], the relationship between the axial load 

and truncated contact area can be expressed as 
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Substituting eqns. (3-4, 3-5, 3-6, 3-7, 3-8) into eqn. (3-9) achieves the normalized 

relationship between bolt axial preload F  and the true contact area rA  as 
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where 
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On the other hand, the relationship between energy dissipation of ultrasonic 

waves and the true contact area is obtained via the numerical simulation through the 

commercial software ABAQUS. Since the materials of bolt and plate are the same (i.e., 

steel), the bolt in the numerical model is ignored, as shown in Fig. 3-9 [102]. This 

simplification is acceptable since only the influence of true contact area on energy 

dissipation (or amplitude) of ultrasonic waves is the concern here. Moreover, this model 

has better efficiency, since no thread, which can lead to divergence, is considered. Two 

PZT transducers (size: 10 mm×10 mm×1 mm) are bonded on two steel plates, and the 

elements of C3D8 and C3D8E are assigned to the steel plate and the PZT patches, 

respectively. The thickness of the steel plate is 10 mm, and its area is calculated by eqn. 

(3-10) under different bolt axial preload. All parameters and setup of the contact 

between steel plates are given in Table 3-1, and the contact between plate and PZT is 

set to “Tie constraint” in ABAQUS. The time duration of the analysis process (forward 

and reverse) are set as 0.001 second and 0.0025 second, respectively, and the time step 

in the numerical simulation is set as 10-7 second. 

 

Fig. 3-9 Illustration of the numerical simulation model 
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To stimulate PZT 1, the author employs a Gaussian pulse (center frequency: 100 kHz, 

amplitude: 10 V), and the focused signal amplitude, which is obtained via the time-

reversal technique, is captured by PZT 1 again. Please note that this is different from 

the last subchapter (PZT 1 is used to emit waves, and PZT 2 is used to capture waves). 

The implementation of the time-reversal method [103, 104] is described as follows. 

(1) Given the Gaussian input signal ( )f t , which is emitted at PZT 1, one can obtain 

the received signal ( )y t  at PZT 2 as 

 ( ) ( ) ( )y t f t h t=  , (3-11) 

where ( )h t  denotes the impulse response function (IRF) of the structures,   is 

convolution integration. 

(2)  Then the received signal ( )y t  is reversed in the time domain as 

 ( ) ( ) ( )y t f t h t− = −  − , (3-12) 

and transmit it back to PZT 1 (i.e., PZT 2 works as actuator now). 

(3) Finally, the focused signal at PZT 1 can be obtained as 

 
( ) ( )
( ) [ ( ) ( )]

focusedOutput y t h t
f t h t h t

= −  −
= −  − 

. (3-13) 

Overall, the time-reversal technique helps to improve the performance of the active 

sensing method. This is because that the time-reversal technology can suppress the 

energy dissipation caused by scattering and reflection of waves. In other words, one can 

consider that most of the energy dissipation is caused by bolt looseness, which 

eliminates the effect of system errors. The result (i.e., the relationship between focused 

signal amplitude and true contact area) is depicted in Fig. 3-10 [102]. 
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Fig. 3-10 Simulated relationship between focused signal amplitude and true contact area 

Additionally, the effect of the total numbers of elements on the simulation 

accuracy is estimated. For instance, when the true contact area is 16×10-4 m2, a 

comparison of the results (i.e., focused signal amplitude) is shown in Table 3-2, and one 

can ignore the error from elements when the total number of elements is large enough.  

Table 3-2 Simulation results under different number of elements 

Number of elements Simulation results 

4,000 0.743 

6,000 0.739 

8,000 0.746 

11,000 0.751 

16,000 0.752 

 

Finally, combining the eqn. (3-10) and the simulation results (Fig. 3-10) results 

in the relationship between bolt preload and the focused signal peak amplitude, and the 

result is depicted in Fig. 3-11. Notably, the fractal parameters D  and G  are measured 

as 1.4058 and 6.1852×10-13 m via a surface profiler shown in Fig. 3-12. Like the 

numerical results in subchapter 3.3, the focused signal peak amplitude increases with 

the increasing of bolt preload, and there is a saturation under overlarge preload.   
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Fig. 3-11 Bolt preload versus focused signal peak amplitude 

 

Fig. 3-12 The Zygo surface profiler and the measured surface profile 

To demonstrate the accuracy of the proposed semi-analytical model, the author 

performs an experiment, as shown in Fig. 3-13. The NI DAQ system (NI USB 6366) is 

used to emit a Gaussian pulse with a center frequency of 100 kHz and a 10V amplitude 

to actuate PZT 1 to generate ultrasonic waves. After the forward propagation procedure, 

the waves can be captured by PZT 2. Then, the received signals is reversed in the time 

domain and is emit by PZT 2. Finally, the focused signal can be obtained by PZT 1. An 

example of this forward and reversal propagation is illustrated in Fig. 3-14. On the other 

hand, a torque wrench is used to apply the preload to the bolt, and the relationship 

between torque and axial preload is given as 
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 0.15 axialF d T  = , (3-14) 

where d  is the nominal diameter of the bolt (12 mm in this subsection). 

 

Fig. 3-13 Experimental setup 

 

(a) Pulse signal  (b) Received signal 

 

(c) Reversed signal  (d) Focused signal 

Fig. 3-14 Experimental signals 
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Under each bolt preload, the effectiveness of the proposed model is verified by 

comparing experimental results and predicted results (Fig. 3-11). The results are given 

in Table 3-3, and it is clear that the error is small, thus demonstrating the accuracy.  

Table 3-3 Comparison between the predicted values and the experimental values 

Axial preload (Nm) Predicted value (V) Experimental value (V) Error (%) 

10 0.18 0.17 5.9 

20 0.26 0.28 7.1 

30 0.38 0.35 8.6 

40 0.57 0.54 5.5 

50 0.65 0.68 4.4 

60 0.74 0.72 2.3 

70 0.75 0.72 4.2 

3.5 Analytical modeling of the active sensing method 

In the last subchapter, the relationship between energy dissipation of ultrasonic 

waves and the true contact area is obtained via the numerical simulation, which 

constructs a semi-analytical model. In this subchapter, this relationship will be 

developed by an analytical model, thus proposing an analytical model of the active 

sensing method. 

Overall, it is well known that the signal energy dissipation is due to the tangential 

damping of the bolted joint when ultrasonic waves propagate across the bolted interface. 

Based on the previous investigation [101], one can express the tangential damping 
dw  

of a single asperity under external load as 

 

3

36 '

t

d

n

F
w

rG F
= , (3-15) 

where 
tF  is the tangential load, 

nF  is the normal preload,   is the coefficient of 

friction, r  is the radius of the asperity’s true contact area. Moreover, 'G  is the 

equivalent shear modulus, and it can be computed as 
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 ( ) ( ) 
1

1 1 2 2
' 2 2G G G 

−

= − + − , (3-16) 

where 
1

G  and 
2

G  are shear moduli of two contact materials, respectively. 

Then, with the assumption that the load applied to the asperity is proportional to 

the contact area, the following relationship is obtained as 

 
t T r n r

F A F A F A F A=  =  , (3-17) 

where 
T

F  is the total tangential load that is used to the bolted connection, F  is the total 

applied axial preload, 
rA  is the nominal contact area. Substituting eqn. (3-17) into eqn. 

(3-15) gives the following equation based on the relationship between the truncated area 

'A  and true contact area A  as 

 
( )

3 21 2 3 3 2

2
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= . (3-18) 

Finally, based on the normalization method, the author constructs the energy dissipation 

modeling 
d

W  of bolted connection, which is caused by tangential damping as 
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where 
'

T

T

a

F
F

G A


= , ( )

2
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3

D
D D

g D
D D

−
=
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. Moreover, 
T

F  [105] can be calculated as  

 
T r

F TA= , (3-20) 
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where T  is the stress, which can be calculated by the piezoelectric constitutive equation 

[106] as 

 
31

31

=S sT d E

D d T E

+

= +
, (3-21) 

where S  is the strain, E  is the electric field, s  is the compliance constant, 
31

d  is the 

piezoelectric strain coefficient, D  is the electric displacement,   is the dielectric 

constant. The values of all the above parameters are given in Table 3-1. 

To demonstrate the effectiveness of the proposed analytical model, the author 

performs an experiment, as illustrated in Fig. 3-15. All setups are the same as those in 

the last subchapter (Section 3.4), and the energy of signals 
cE  that are emitted and 

captured by PZT patches can be computed as 

 ( ) ( )
21

2

f f

s s

t t

c c
t t t t

E E t dt H V t dt
= =

= =   , (3-22) 

where H  is the equivalent capacitance of the piezoelectric patches [106], ( )V t  is the 

signal voltage. 

 

Fig. 3-15 Apparatus of the experiment 
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Moreover, to measure the fractal parameters D  and G , a phase grating 

interference surface roughness profiler (TALOR HOBSON, PGI 840, UK) is employed 

to obtain 2D surface topography, as depicted in Fig. 3-16. Using a surface profile ( )z x

, one can obtain its structural function ( )S   [107] as 

  
2 4 2

( ) ( ) ( )
D

S z x z x C  
−

= − + = , (3-23) 

where   is surface profiler’s sampling length,  is the averaging statistical ensemble. 

Furthermore, C  is the scaling coefficient, which can be calculated [107] as 

 
  2( 1)

(2 3) sin (2 3) 2

2

D
D D

C G
D


−

 − −
=

−
. (3-24) 

Then, D  and G  is calculated as 1.4102 and 6.2042×10-13 m in this subchapter. It is 

worth noting that they are almost the same as the results measured by another surface 

profiler (Zygo, NewView 5022, USA) in the last subchapter ( D  and G  are measured 

as 1.4058 and 6.1852×10-13m). Therefore, this phenomenon verifies the certainty of 

fractal properties. Based on the measured D  and G , the relationship between the 

energy dissipation 
d

W  and bolt axial preload is generated, as shown in Fig. 3-16. 

 

Fig. 3-16 The energy dissipation under different preloads 
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According to Fig. 3-16, it can be seen that larger applied preload will reduce the 

energy dissipation more significantly, and a saturation still exists, which conforms to 

the previous results in subchapter 3.3 and 3.4. Moreover, recalling eqn. (3-19), one can 

know that smaller D  and larger G  (more severe roughness) can lead to larger energy 

dissipation. This phenomenon is in accordance with investigations developed by Britton 

et al. [108] and Xiao et al. [109].  

Finally, the experiment is repeated three times, and the results are illustrated in 

Fig. 3-17. Then, the comparison between average experimental results and predicted 

values are given in Table 3-4, which verifies the proposed model. 

 

Fig. 3-17 The Received signal energy under different torque levels 

Table 3-4 Comparison of the predicted values and the experimental verification values 

Axial 

preload 

(Nm) 

Emitted 

energy (J) 

Received 

Energy (J) 

Experimental 

value (J) 

Predicted 

value (J) 

Error 

(%) 

10 13.1E-13 2.46E-13 10.64E-13 11.57E-13 8.74 

20 13.1E-13 9.25E-13 3.85E-13 4.09E-13 6.23 

30 13.1E-13 10.27E-13 2.83E-13 2.44E-13 13.78 

40 13.1E-13 11.30E-13 1.80E-13 1.67E-13 7.22 

50 13.1E-13 11.58E-13 1.52E-13 1.24E-13 18.42 

60 13.1E-13 11.90E-13 1.20E-13 0.96E-13 20 

70 13.1E-13 11.96E-13 1.06E-13 0.92E-13 19.3 
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CHAPTER 4. ENTROPY-ENHANCED ACTIVE SENSING 

METHOD FOR BOLT LOOSENESS DETECTION 

As introduced in Chapter 3, the current active sensing method depends on signal 

amplitude and energy as an index to estimate the looseness of the bolted connection. 

However, both experimental results and theoretical (numerical simulation, semi-

analytical, and analytical modeling) results demonstrate that a saturation exists when 

larger preload is applied to the bolted connection. In other words, the current active 

sensing method in incapable detection of bolt early looseness, which is the main 

drawback. Moreover, no investigation about multi-bolt looseness detection via the 

active sensing method has been reported yet. Thus, in this chapter, inspired by previous 

investigations [110, 111, 112, 113, 114], the author developed several novel entropy-

enhanced active sensing methods to solve the deficiencies of the current active sensing 

method. 

4.1 Introduction of entropy for time series 

Initially, the concept of entropy was derived in the 1850s in the field of 

thermodynamics (specifically, the second law of thermodynamics). Then, Shannon [115] 

developed the Shannon entropy, which is a powerful tool in the field of information 

science, to estimate the complexity of time series. The computation procedure of the 

Shannon entropy under different cases can be expressed as follows. 

(1) Given a discrete variable Y  with the probability function ( )p Y , one can define the 

entropy as a function ( )H Y  of Y , which can be expressed as 

 ( ) { ( )} { log( ( ))}H Y E I Y E p Y= = − , (4-1) 

where ( ) log( ( ))I Y p Y= −  is the information content of Y . 
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(2) Then, supposing that Y  has several possibilities 
1 2{ , , , }ny y y  with corresponding 

probability function ( )i ip P Y y= = , one can expand the entropy as 

 

1 1

( ) { ( )} { log( ( ))}

( ( log( ))) ( log )
n n

i i i i

i i

H Y E I Y E p Y

p p p p
= =

= = −

=  − = − 
. (4-2) 

Particularly, when Y  is a continuous variable with the probability function ( )f Y , the 

entropy ( )H Y  can be expressed as 

 
( ) { ( )} { log( ( ))}

( ) log( ( ))

H Y E I Y E f Y

f Y f Y dY

= = −

= − 
. (4-3) 

(3) In terms of two continuous variables X  and Y , one can set their possibilities as I  

and J . Then, the marginal mass density functions of X  and Y  are defined as 

 
1

1

( ) ( , )

( ) ( , )

J

X i i jj

I

Y j i ji

p x p x y

p y p x y

=

=

=

=




, (4-4) 

where 
ix  is the element of X , 

iy  is the element of Y , ( , )i ip x y  is the probability of 

the joint ( , )i ix y . 

Subsequently, the entropy ( , )H X Y  of joint ( , )i ix y  can be computed as follows: 

 ( )
, ,

1 1

( , ) { ( , )} { log( ( , ))}

( , ) log( ( , ))

X Y X Y
I J

i j i j

i j

H X Y E I X Y E p X Y

p x y p x y
= =

= = −

= −
, (4-5) 

  

( )

( )
1

1 1

1 1 1

( ) { log( ( ))} ( ) log( ( ))

( , ) log( ( ))

( , ) log( ( , ))

I

X X i X i

i
I J

i j X i

i j

I J J

i j i j

i j j

H X E p X p x p x

p x y p x

p x y p x y

=

= =

= = =

= − = −

= −

 
= −  

 





 

, (4-6) 

and 
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( )

( )
1

1 1

1 1 1

( ) { log( ( ))} ( ) log( ( ))

( , ) log( ( ))

( , ) log( ( , ))

J

Y Y j Y j

j
I J

i j Y j

i j
I J I

i j i j

i j i

H Y E p Y p y p y

p x y p y

p x y p x y

=

= =

= = =

= − = −

= −

 
= −  

 





 

. (4-7) 

Moreover, the conditional entropy of X  and Y  can be expressed as 

 ,

1 1
1

( , )
( ) { log( ( ))} ( , ) log

( , )

I J
i j

X X Y i j n
i j i jj

p x y
H Y E p Y X p x y

p x y= =
=

 
 = − = −
 
 




. (4-8) 

Finally, analyzing the above three cases gives the following properties: 

(1) If and only if all 
ip  (except one) are zero, 0H = . In other words, H  vanishes when 

we are certain of Y . 

(2) H  is maximum when all 
ip  are the same (1 n ), and the value is logn . 

(3) H  will increase when 
ip  toward equalization. 

(4) ( , ) ( ) ( )H X Y H X H Y + , ( , ) ( ) ( )XH X Y H X H Y= + , ( ) ( )XH Y H Y . 

Moreover, several entropy methods (such as Kolmogorov entropy [116], E-R entropy 

[117], compression entropy [118], approximate entropy [119], sample entropy [120], 

permutation entropy [121], fuzzy entropy [122], and transfer entropy [123, 124, 125, 

126, 127]) have been developed to overcome the drawbacks of the Shannon entropy.  

4.2 Entropy-enhanced active sensing method for detection of bolt early looseness  

In this subchapter, based on the multiscale permutation entropy (MPE) [128], 

the author proposed an entropy-enhanced active sensing method to detect bolt early 

looseness. Overall, MPE is the combination of the multiscale entropy (MSE) [129] and 

permutation entropy [122]. Additionally, inspired by MSE, many researchers have 
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proposed various multiscale based entropy (including composite multiscale entropy 

[130] refined composite multiscale entropy [131], short-time multiscale entropy [132], 

modified multiscale entropy [133], refined multiscale entropy [134], generalized 

multiscale entropy [135], intrinsic mode entropy [136], adaptive multiscale entropy 

[137], multiscale symbolic entropy [138], multiscale compression entropy [139], 

multiscale fuzzy entropy [140]), which has attracted much attention in analyzing the 

complexity of time series. Therefore, the MSE will be introduce firstly. 

The past decades have seen the rapid development of MSE and its application 

in scrutinizing the complexity of multiple time series, including heartbeat signals [141], 

electroencephalogram [142, 143], cardiovascular [144, 145, 146], functional magnetic 

resonance signal [147], magnetoencephalogram [148], gait time series [149], lung sound 

signal [150], vibration signal [151], financial market time series [152, 153, 154, 155, 

156], traffic system time series [157, 158], geophysical time series [159, 160, 161], and 

flow time series [162, 163]. Overall, the procedure of the MSE calculation can be 

divided into two steps: (1) extracting various scales of time series, and (2) entropy 

computation over those extracted scales. More detailed implementation can be 

expressed as follows. 

(1) Given a time-series { (1), ( ), , ( )}X x x i x N= , the “coarse-grained” procedure is 

first implemented, as shown in Fig. 4-1 [164]. Then, a new time-series signal can be 

obtained as 

 ( ) ( ) ( ){ (1), (2), , ( )}Y y y y j  = , (4-9) 

where ( )
( 1) 1( ) 1 ( ),1j

i jy j x i j N 
 = − +=   ,   is the scale factor. 
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Fig. 4-1 Schematic illustration of the coarse-grained procedure 

(2) A m  dimensional vector can be constructed as 

 ( ) ( ) ( )( ) ( ( ), ( 1), , ( 1))Y k y k y k y k m  = + + − , (4-10) 

where 1,2, , 1k N m= − + , and the distance between two vectors can be defined as 

their maximum difference of corresponding components as 

  ( ) ( )[ ( ) ( )] max ( ) ( )d Y a Y b y a l y b l − = + − + , (4-11) 

where , ; 0 1a b k l m   − . 

(3) By defining a tolerance r , one can obtain the total number ( [ ( ) ( )])count d Y a Y b−  

of distance that is within the range of r , and the compute the similarity degree as 

 ( ) ( [ ( ) ( )]) ( 1)m

kB r count d Y a Y b N m= − − − . (4-12) 

(4) The average of ( )m

kB r  can be calculated as 

 1( ) ( ) ( )m mN m
i kB r B r N m−
== − . (4-13) 

(5) By repeating Steps (2)-(4), one can get the average similarity degree 1( )m

kB r+  in 

dimension 1m+ . 

(6) Then, the Sample entropy is computed as 

 1( , , ) ln( ( ) ( ))m mSampEn m r N B r B r+= . (4-14) 

(7) Finally, repeating Steps (1) to (6) gives the MSE under different scale factor   as 
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 ( , , ) { ( , , )}MSE m r N SampEn m r N= . (4-15) 

Subsequently, inspired by MSE, one can calculate the MPE as follows. 

(1) Denoting a time-series { (1), ( ), , ( )}X x x i x N= , one can map it to a m  

dimensional vector at time i  as 

 [ ( ), ( ), , ( ( 1)) ]m

i x i x i t x i m t= + + −x , (4-16) 

where t  is the delay.  

(2) Assume that m

ix  has a permutation 
0 1 1( )mr r r −

 under the following condition as 

 
0 1 1( ) ( ) ( )mx i r t x i rt x i r t−+  +   + , (4-17) 

where 0 1ir m  −  and i jr r . 

(3) Based on the definition in Step (2), it is clear that m

ix  has !m  possible permutations, 

and the relative frequency for each   can be expressed as 

 
 ( 1) ,

( )
1

m

iNumber i i T m t has type
p

N m




 − −
=

− +

x
. (4-18) 

(4) The PE and normalized PE (NPE) of m

ix  can be computed as follows: 

 ( ) ( ) ln( ( ))PEH m p p = −  (4-19) 

and 

 ( ) ( ) ln( !)NPE PEH m H m m= . (4-20) 

(5) Finally, one can implement the “coarse-grained” procedure, which is the same as 

MSE, to obtain the following new time-series  

 ( ) ( ) ( ){ (1), (2), , ( )}Y y y y j  = , (4-21) 



 

46 

where ( )
( 1) 1( ) 1 ( ),1j

i jy j x i j N 
 = − +=   ,   is the scale factor. The MPE can be 

obtained by computing NPE under each scale. 

To verify the effectiveness of MPE, the author conducts an experiment, as shown 

in Fig. 4-2 [164]. The experimental apparatus consists of a bolted joint, two PZT patches, 

a computer equipped with a customized LabVIEW program, a torque wrench, an NI-

DAQ system (NI USB 6363), and a power amplifier (Trek Model 2100HF). The bolted 

joint is constructed by tightening two steel plates (size: 150 mm×80 mm×20 mm) via a 

M20 bolt. Moreover, eleven degrees of tightness (from 0 Nm to 100 Nm, interval: 10 

Nm) are applied to the bolted joint through the torque wrench. 

 

Fig. 4-2 Experimental apparatus 

The overall experimental procedure follows the active sensing. A swept 

frequency wave (duration: 0.01 second) is generated by the NI DAQ system to excite 

PZT 1, and the frequency range of the wave is from 100 kHz to 300 kHz. Particularly, 

this wave signal is augmented fiftyfold (amplitude: from 1V to 50 V) to ensure enough 

power before feeding into PZT 1. After the stress waves propagate across the bolted 

interface, PZT 2 can capture these waves (sampling rate: 1 MHz), which are then 
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converted to the digital signal by the NI DAQ system. I will compute the MPE value of 

the saved signal to estimate the looseness of bolted joint, instead of the signal energy. 

The saved signals under different preloads are depicted in Fig. 4-3(a) [164], and 

I calculated corresponding energy, which is shown in Fig. 4-3(b) [164], which shows 

that the signal energy increases monotonically when the applied torque is below 50 Nm. 

However, this tendency is prone to saturation when the applied torque is larger than 50 

Nm. This phenomenon conforms to the principle of the active sensing (which has been 

discussed in Chapter 3), and it is the deficiency of the active sensing. In other words, 

we cannot accurately detect bolted looseness at the range of 50 Nm to 100 Nm. 

 

 

Fig. 4-3(a) Received signal and (b) signal energy versus applied bolt preload 

Therefore, the bolt preload with the range from 50 Nm to 100 Nm is defined as 

the “early looseness,” which can be detected and monitored via the MPE index. As 
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introduced earlier, the length of saved signals is 10, 000 (0.01 second ×1 MHz). Then, 

after trail-and-error, the time delay t  and embedded dimension m  of MPE are selected 

as 1 and 5, respectively. The calculation results of MPE under different bolt preloads 

are illustrated in Fig. 4-4 [164] (scale factor   is 10). 

 

Fig. 4-4 MPE diagram versus bolt preloads 

Then, to develop a straightforward relationship between MPE values and bolt 

preload, a new MPE-based damage index (DI) is proposed as 

 ( )

1

1
20log( )

n

DI E
n



 =

=  , (4-22) 

where 
( )E 

 is the MPE values under scale factor  , and n  is the maximum scale factor. 

 

Fig. 4-5 MPE-based DI for bolted looseness monitoring 

Finally, the relationship between the proposed MPE-based DI and the bolt 

preload is depicted in Fig. 4-5 [164]. Notably, to ensure the repeatability of the proposed 



 

49 

method, the experiment is repeated ten times. It can be seen that the proposed MPE-

based DI increases monotonically with larger bolt preload, which demonstrates that the 

efficacy of the proposed entropy-enhanced active sensing method. 

4.3 Entropy-enhanced active sensing method for on land multi-bolt looseness 

detection 

Notably, the investigation of multi-bolt looseness detection via the active 

sensing is limited so far, and more attention is paid on other methods. For instance, 

several studies [165, 166, 167] have demonstrated that the EMI method and magneto-

mechanical impedance method [48] can be used to detect multi-bolt looseness with the 

help of the machine learning (ML) techniques. In addition, the vibration-based method 

[33, 40, 168, 169, 170], the vibro-acoustic modulation (VAM) method [171], and the 

impact-acoustic modulation (IAM) method [172] have shown the potential for multi-

bolt looseness. However, all the above methods have some drawbacks that impede their 

further applications. Electrotechnical impedance method is affected by ambient 

temperature significantly, and the vibration-based/VAM/IAM methods require 

prudently selected external excitations, which are difficult to implement in some 

complex working conditions. 

Therefore, in this subchapter, the author will develop a new entropy-enhanced 

active sensing method, which is based on the multivariate multiscale fuzzy entropy 

(MMFE), to detect on-land multi-bolt looseness. The overall flowchart of the proposed 

method is illustrated in Fig. 4-6. First, based on the active sensing method, the author 

constructs the training and testing datasets under different degrees of bolt looseness. 

Second, features form the training and testing datasets are extracted via the MMFE 
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algorithm [173] to develop the new damage index (DI). Then, with the help of the max-

relevance and min redundancy (mRMR) algorithm [174], the first four more significant 

features can be obtained (i.e., dimension reduction) from the MMFE-based features. 

Finally, a genetic algorithm-based least square support vector machine (GA-LSSVM) 

classifier [175] is trained via the training dataset to achieve multi-bolt looseness, and its 

effectiveness can be verified through the testing dataset. 

 

Fig. 4-6 Flowchart of the proposed MMFE-enhanced active sensing method 

As introduced earlier, MSE has been widely used across multiple applications, 

and a recent investigation has extended the MSE to the multivariate multiscale sample 

entropy (MMSE) [176] to implement entropy estimation of multichannel time-series. 

However, an intrinsic drawback of MSE/MMSE is the method of calculating similar 

degree (Heaviside function), which has been described in Chapter 4.2. Specially, this 

Heaviside function has a solid boundary, which can lead to discontinuity. For instance, 

as shown in Fig. 4-7, one can consider that points 2 and 3 are similar to point 0, since 

they are all within the boundary of the Heaviside function. Though point 1 is near point 

2 in distance, it is still regarded as dissimilarity. In other words, the Heaviside function 

may downgrade the accuracy of the entropy estimation. Therefore, attempting to solve 

this problem, some researchers have replaced the Heaviside function by the Gaussian 

function to propose the fuzzy entropy [122, 140]. Particularly, the MMFE [173] has 
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been proposed based on the concept of the MMSE, and its computation procedure is 

given as follows. 

 

Fig. 4-7 Heaviside function and fuzzy function for entropy estimation 

(1) Given a time-series , 1{ }N

k i ix =  1,2, ,k p= , one can construct the m  dimensional 

composite vector ( ) m

mX i  , and 1,2, ,i N n= − . n  can be computed as 

 max{ } max{ }M  , (4-23) 

where 1 2[ , , ] p

pM m m m=   is the embedding vector, and 1 2[ , , , ]p  =  is the 

time lag vector. 

(2) Then, the local mean 1
00 ( ) ( )m

jx i x i j m−
== +  can be removed from each vector as 

 
0 0 0( ) [ ( ) ( ), ( 1) ( ), , ( 1) ( )]mX i x i x i x i x i x i m x i= − + − + − − . (4-24) 

(3) The maximum norm 
m

ijd  can be obtained by the distance between two vectors as 

 1, ,[ ( ), ( )] max {| ( 1) ( 1) |}m

ij m m l md X i X j x i l x j l== = + − − + −distance . (4-25) 

(4) Subsequently, define a new function ( )mB r , which can be expressed as 

 
1

1 1,

1 1
( )

1

N n N n
m m

ij
i j i j

B r D
N n N n

− − −

= = 

 
=   

− − − 
, (4-26) 
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where r  is the tolerance, ( , )m m

ij ijD d r=  is the similarity degree, and it can be 

calculated via a Gaussian function as 

 
2 2( , ) exp( ( ) 2 )ij ijd r d r = − . (4-27) 

(5) Extending dimension m  to 1m+  gives the vectors 1

1( ) m

mX i +

+  . 

(6) Then, repeating Steps (2)-(4) gives 1( )mB r+  as 

 
( ) ( ) 1

1 1

1 1,

1 1
( )

( ) ( ) 1

p N n p N n
m m

ij
i j i j

B r D
p N n p N n

− − −
+ +

= = 

 
=   

− − − 
, (4-28) 

where 
1 1( , )m m

ij ijD d r+ += . 

(7) By using 1( )mB r+  and ( )mB r , the multivariate fuzzy sample entropy (MFSampEn) 

can be calculated as 

 
1( )

( , , , ) ln
( )

m

m

B r
MFSampEn M r N

B r


+ 
= −  

 
. (4-29) 

(8) Finally, the MMFE can be obtained by calculating MFSampEn under different scale 

factors. 

It is well known that over many extracted features can deteriorate the 

classification accuracy since some of features may be redundancy. That is to say, one 

need to select the most significant features from data to ensure optimal classification 

results. Among different methods [177, 178], the most popular approach is the mRMR 

algorithm [174], whose procedure can be implemented as the following steps. 

(1) Denoting two random variables x  and y  with corresponding probabilistic density 

functions ( )p x  and x , one can obtain the mutual information as 
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( , )

( ; ) ( , ) log
( ) ( )

p x y
I x y p x y dxdy

p x p y
=  , (4-30) 

where ( , )p x y  is the function of the joint probabilistic density.  

(2) A feature subset S  can be obtained by selecting the features with max-relevance 

and min-redundancy under the following criterions 

 
2

,

1 1
max ( , ) ( ; ); min ( ) ( ; )

| | | |i i j

i i j
x S x x S

D S c D I x c R S R I x x
S S 

= =  , (4-31) 

where c  is the target class, ( ; )I x c  is the mutual information between x  and c , | |S  is 

the total of features in the feature subset S . 

(3) Upon the above two criterions, one can define the following operators as 

 max ( , ) ; max ( , )D R D R D R D R  = −   = . (4-32) 

(4) Finally, in terms of set 
1{ }mx S −− , one can obtain the thm  feature via the following 

criterions 

1 11 1

1 1
max ( ; ) ( ; ) ; max ( ; ) ( ; )

11j m j mi m i m

j j i j j i
x x S x x Sx S x S

I x c I x x I x c I x x
mm− −− −

 −  − 

   
−     −−   

. (4-33) 

The core issue of multi-bolt looseness detection is to find an effective classifier. 

In this subsection, the author selects the GA-LSSVM classifier, which is based on the 

traditional support vector machine (SVM). Overall, SVM is a data-driven method that 

can implement classification via the hyperplane [179]. For instance, as illustrated in Fig. 

4-8(a) [180], one can separate two kinds of data (red circle and blue rectangle) by using 

a hyperplane 0w x b + = . Particularly, the best performance (classification accuracy) 

can be ensured by maximizing the margin 2 || ||w  between two boundaries 
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| | 1w x b + = . Furthermore, the nonlinear classification can be accomplished through a 

nonlinear mapping function  , as shown in Fig. 4-8(b) [180]. 

 

Fig. 4-8 (a) SVM for linear classification (b) SVM for nonlinear classification 

Subsequently, the least square support vector machine (LSSVM) [181] is 

developed to enhance the capacity of SVM. 

(1) First denote a training dataset as 

 1{( , ), , }n N

i i i i nU x y x y ==   , (4-34) 

where 
ix  represents the input, 

iy  is the target value, N  is the total number of samples. 

(2) Develop the LSSVM classifier as 

 ( ) ( )Ty x w x b= + , (4-35) 

where ,nw b   are the modal parameters. 

(3) Then, the classification can be achieved by implementing the following optimization 

 2

1

1
( , , )

2 2

N
T

i w D
i

Min w b e w w e E E



=

= = + + , (4-36) 

where   denotes the penalty factor, 
ie  is the prediction error. 

(4) Solving eqn. (4-36) with the help of Lagrange Multiplier gives the following matrix 

 1 1

1

0 1 0

0 1

n n

n

b

P y 

 



     
=    

+     
, (4-37) 
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where ( , ) ( ) ( )T

i jP K x x x x = =  is the Kernel function,   is the Lagrange multiplier. 

(5) Finally, one can rewrite the LSSVM classifier as 

 

2

2
1

( ) ( , ) ; ( , ) exp
N

i

i i i
i

x x
y x K x x b K x x

=

 −
= + = − 

 
 

, (4-38) 

where  2  is the Kernel bandwidth parameter. Particularly, the radial basis function 

[182] is employed as the Kernel function. 

 

Fig. 4-9 Flow chart of GA-based LSSVM 

Based on the above introduction, one can see that prudent selection of the 

penalty factor   and Kernel bandwidth parameter 2  is necessary to achieve promising 

performance. Thus, the genetic algorithm [183, 184, 185] is used to optimize these two 

parameters. The flowchart of the GA-LSSVM is illustrated in Fig. 4-9, and the mean 

relative error (MRE) is used as the fitness function 

 
1

ˆ| |1
100%

N
i

i
i

y y
MRE

N y=

−
=  , (4-39) 

where N  is the sample size, and ŷ  is the prediction value. 

To verify the effectiveness of the proposed MMFE-enhanced active sensing, the 

author conducts two experiments, as shown in Fig. 4-10 (a) and (b) [180]. Overall, the 
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equipment consists of a digital torque wrench, a computer that installs the LabVIEW 

program for data sampling, an NI-DAQ system (NI USB-6363), a power amplifier (Trek 

2100 HF), and two PZT patches (PZT A and PZT B). A swept sine wave with the range 

of 100-300 kHz (amplitude: 1 V, duration: 0.01 second) is generated by the NI-DAQ 

system and then amplified fiftyfold via the amplifier. This augmented signal is used to 

excite PZT A to emit stress waves, and these waves are received by PZT B (sampling 

rate: 1 MHz) after they propagate across the bolted interface. Moreover, two specimens 

are used: one is a three-bolt connection, and the other one is a four-bolt connection. For 

the three-bolt connection, two aluminum beams (size: 230 mm×40 mm×5 mm) are 

tightened by three M8 bolts. For the four-bolt connection, two steel plates (size: 150 

mm×150 mm×5 mm) are tightened by four M8 bolts. 

 

(a) specimen of three-bolt connection 
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(b) specimen of four-bolt connection 

Fig. 4-10 Experimental apparatus 

For convenience, only two degrees of preload for each bolt are considered (i.e., 

fully tightened and loosen completely). Therefore, there are eight cases and 16 cases for 

the three-bolt connection and four-bolt connection, respectively. More details about the 

arrangement are given in Table 4-1 and Table 4-2. Here, B1, B2, B3, and B4 denote the 

bolt, and their detailed location in two specimens can be observed in Fig. 4-10 (a) and 

(b), respectively. 

Table 4-1 Detailed arrangement of the experimental for three-bolt connection 

Case B1 B2 B3 
Total number of 

training data 

Total number of 

testing data 

1 Loose Loose Loose 20 20 

2 Tighten Loose Loose 20 20 

3 Loose Tighten Loose 20 20 

4 Loose Loose Tighten 20 20 

5 Tighten Tighten Loose 20 20 

6 Tighten Loose Tighten 20 20 

7 Loose Tighten Tighten 20 20 

8 Tighten Tighten Tighten 20 20 
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Table 4-2 Detailed arrangement of the experimental for four-bolt connection 

Case B1 B2 B3 B4 
Total number of 

training data 

Total number 

of testing 

data 

1 Loose Loose Loose Loose 20 20 

2 Tighten Loose Loose Loose 20 20 

3 Tighten Tighten Loose Loose 20 20 

4 Tighten Loose Tighten Loose 20 20 

5 Tighten Loose Loose Tighten 20 20 

6 Tighten Tighten Tighten Loose 20 20 

7 Tighten Loose Tighten Tighten 20 20 

8 Tighten Tighten Loose Tighten 20 20 

9 Tighten Tighten Tighten Tighten 20 20 

10 Loose Tighten Loose Loose 20 20 

11 Loose Tighten Tighten Loose 20 20 

12 Loose Tighten Loose Tighten 20 20 

13 Loose Tighten Tighten Tighten 20 20 

14 Loose Loose Tighten Loose 20 20 

15 Loose Loose Tighten Tighten 20 20 

16 Loose Loose Loose Tighten 20 20 

 

For the three-bolt connection, the received signals and corresponding signal 

energy under different cases are depicted in Fig. 4-11, which reveals that difference of 

the signal energy under some cases are not obvious (e.g., Case 2, 5, 7, and 8). In other 

words, signal energy is incapable for multi-bolt looseness detection. 

 

Fig. 4-11 Received signals and signal energy under different cases for three-bolt 

connection 
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Then, the MMFE values of the received signals under different cases are 

computed. Particularly, the scale factor   of 20 are selected after the trial-and-error. 

Generally, small   cannot reveal the complexity of signals adequately, and large   will 

induce computation redundancy. The results are shown in Fig. 4-12. For each case, the 

computation of MMFE is repeated five times (via five received signals), and it can be 

observed that the MMFE results maintain a good consistency. That is to say, the MMFE 

has robustness, which is suitable for on-line monitoring. The only exception is Case 1, 

which can be explained that the complexity of signals under this case (all bolts are 

loosening) has great randomness. 

 

Fig. 4-12 MMFE values of received signals under different cases for three-bolt 

connection 

 

Fig. 4-13 Comparison between new feature sets and initial feature sets (left 17,4,20 =

, right 1,2,3 = ) 



 

60 

Using the mRMR algorithm, one can select the first four significant features 

from the MMFE results. For the three-bolt connection, the selected significant features 

are 17,4,20,13 = . Moreover, to verify the effectiveness of the mRMR algorithm, the 

feature set of 17,4,20 =  and the feature set of 1,2,3 =  (which is randomly selected) 

are compared, and the results are plotted in Fig. 4-13, which shows that the feature set 

selected by the mRMR clusters around the center of each case, and there are obvious 

boundaries among different cases. 

After selecting the first four significant features, the following training/testing 

dataset matrix and corresponding label matrix is performed, 

 

17,1 4,1 20,1 13,1 1

17,2 4,2 20,2 13,2 2

17, 4, 20, 13,

;j j

i i i i i

MMFE MMFE MMFE MMFE l

MMFE MMFE MMFE MMFE l
T L

MMFE MMFE MMFE MMFE l

   

   

   

= = = =

= = = =

= = = =

   
   
   = =
   
   

  

, (4-40) 

where 1,2, ,8i =  denotes the case number, 1,2, ,20j =  is the total number of 

training/testing dataset. Then, based on the training dataset, a GA-LSSVM classifier is 

trained, and the testing dataset is used to demonstrate the capacity (classification 

accuracy) of the classifier. 

 

Fig. 4-14 Comparison of classification accuracy for three methods 
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As depicted in Fig. 4-14, repeated the training and testing twenty times to avoid 

the randomness. Notably, the author sets another two baseline systems, including 

traditional active sensing method (i.e., energy-based DI) and the proposed MMFE-

enhanced active sensing without mRMR. All statistical results are summarized in Table 

4-3, which shows that the proposed method can achieve the best performance. 

Table 4-3 Classification accuracy of different methods 

Method 

Optimized model 

parameters 
Accuracy (%) 

  2  Max Min Mean 

The proposed method 20.8233 1.1355 90.44 88.33 89.39 

MMFE without mRMR 5.6794 0.9929 83.34 80.20 81.65 

Energy-based DI 12.5637 0.0448 66.11 60.58 63.06 

 

 

Fig. 4-15 Received signals with corresponding MMFE values under different cases for 

four-bolt connection 
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Similarly, the author implements the multi-bolt looseness detection for the four-

bolt connection. The received signals, signal energy, and corresponding MMFE results 

are given in Fig. 4-15. Then, using the mRMR algorithm, the first four significant is 

determined as 1,17,16,4 = . Fig. 4-16 demonstrates the effectiveness of the mRMR 

again. Finally, the classification results of three methods are compared in Fig. 4-17 and 

Table 4-4, which conforms the capacity of the proposed method. 

 

Fig. 4-16 Comparison between new feature sets and initial feature sets (left 1,17,16 =

, right 1,2,3 = ) 

 

Fig. 4-17 Comparison of classification accuracy among three methods 

Table 4-4 Classification accuracy among three methods 

Method 

Optimized model 

parameters 
Accuracy (%) 

  2  Max Min Mean 

The proposed method 5.2740 0.8021 98.55 95.14 96.69 

MMFE without mRMR 1.0089 0.0038 89.10 85.93 87.49 

Energy-based DI 3.4237 1.0354 82.71 79.19 81.44 
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4.4 Entropy-enhanced active sensing method for under water multi-bolt looseness 

detection 

The past decades have seen the rapid development of the oil industry; 

particularly, more than one hundred million barrels of petroleum are produced every 

day to meet the requirements of global economy. It is worth noting that such a large-

scale work is mainly achieved by using sprawling networks of pipelines, which are 

placed all over the world. For now, most oil pipelines are connected via the bolted 

flange, and we are facing severe challenges caused by bolt looseness in the flange 

connections. Particularly, compared to their counterparts on land, the subsea oil 

pipelines are more prone to losing enough preload, since the complex working 

conditions under the water can accelerate the procedure of creep and stress relaxation. 

Therefore, it is essential for us to develop reliable methods to detect underwater bolt 

looseness timely, while no related investigation has been performed before. 

 Recently, with the help of gripper and specific transducers, the Remote 

Operated Vehicles (ROVs) have been widely used to detect structural damages under 

the water [186, 187, 188]. For example, a low-cost ROV equipped with a gripper was 

designed by Manjunatha et al. [189] to inspect surface damages of subsea pipelines. 

Aggarwal et al. [190] developed a new tactile sensor that can be installed on the gripper 

of the ROV, thus improving the capacity of ROV for subsea tasks. Therefore, with the 

help of integrated grippers and specific transducers, we can expect the potential of ROV 

in detecting multi-bolt looseness of subsea flanges. For instance, as depicted in Fig. 4-

18, if the ROV is equipped with grippers and PZT transducers, we may enable the ROV 

to implement the entropy-enhanced active sensing method to detect multi-bolt 
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looseness. Therefore, this subsection presents a feasibility study to demonstrate the 

effectiveness of the above concept by designing a “Smart Crawfish” (i.e., a ROV 

equipped with a gripper and a pair of PZT transducers). Here, it is called the “Smart 

Crawfish” since the configuration of ROV with gripper is like a biological crawfish. 

Moreover, a new entropy-enhanced active sensing method is developed. After the 

“Smart Crawfish” grasps the bolted flange through the gripper, the entropy-enhanced 

active sensing method can be implemented via the PZT transducers to realize the multi-

bolt looseness detection. More details are discussed as follows.  

 

Fig. 4-18 Illustration of subsea multi-bolt looseness detection via the ROV 

 

Fig. 4-19 Flowchart of the proposed multi-bolt looseness strategy 

Fig. 4-19 illustrates the flowchart of the entire procedure of multi-bolt looseness. 

Stress wave signals under different cases of multi-bolt looseness can be obtained after 
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the “Smart Crawfish” grasps the bolted flange and implements the active sensing. Then, 

a new entropy index that consists of two entropy methods (i.e., multiscale range entropy 

and multiscale bubble entropy) is developed to process the stress wave signals. 

Moreover, the training and testing datasets can be constructed. Finally, a stacking-based 

ensemble learning classifier is trained to identify different cases of multi-bolt looseness.   

Overall, the multiscale range entropy (MRangeEn) is developed based on the 

range entropy [191], and its detailed computation procedure is described as follows. 

(1) Given a time-series { (1), , ( ), , ( )}x x i x N=x , one first can implement the 

coarse-grained time-series ( )
y  as 

 
( )

( 1) 1

1
( ) ( ), 1

j

i j

y j x i j N







 = − +

=   , (4-40) 

where   is the scale factor. 

(2) Subsequently, one can map ( )
y  into several spaces with m  dimension as 

 
( ) ( ) ( )(1), , ( ), , ( 1)m m ml N m    − +Y Y Y , (4-41) 

where ( ) ( ) ( ) ( )( ) { ( ), ( 1), , ( 1)}m l y l y l y l m   = + + −Y . 

(3) A criterion [191] can be defined as 
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( ) ( ) ( ) ( )

max ( ) ( ) min ( ) ( )
( ( ), ( ))

max ( ) ( ) min ( ) ( )

1 ; ; 0 1

nn
range m m

nn

y l n y k n y l n y k n
d l k r

y l n y k n y l n y k n

k N m k l n m

   

 

   



+ − + − + − +
= 

+ − + + + − +
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Y Y
, 

(4-42) 

where r  is the tolerance, which can be calculated via the standard deviation std  of x , 

and r  is within the range of (0.1 ,0.25 )std std  . 
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Then, the total numbers of ( ) ( )m l
Y  that satisfy the above criterion can be obtained as 

( )m

lB r . 

(4) The average of ( )mB r  can be calculated as 

 
1

1
( ) ( )

N m
m m

l

l

B r B r
N m





−

=

=
−

 . (4-43) 

Similarly, after increasing the dimension from m  to 1m+  and repeating Steps (3-4), 

one can get 1( )m

lB r+ . 

(5) Finally, the MRangeEn can be expressed as 

 1ln ( ) ( )m mMRangeEn B r B r+= −    . (4-44) 

Similarly, the multi bubble entropy (MbEn) can be calculated based on the 

bubble entropy [192], and detailed procedure is introduced as follows. 

(1) Given a { (1), , ( ), , ( )}x x i x N=x , one can construct the coarse-grained time-

series ( )
y  and map it into a series of spaces ( ) ( ) ( )(1), , ( ), , ( 1)m m ml N m    − +Y Y Y  

with dimension m . 

(2) The bubble sorting algorithm is employed to sort each ( ) ( )m l
Y  in ascending order, 

and the total number 
in  of necessary swaps can be counted. Then, the entropy 

mH  

can be calculated as follows 

 
2

1

log
n

m

i

i

H p
=

= −  , (4-45) 

where 
ip  is the probabilities of 

in , and it can be obtained by histogram. 

(3) After increasing m  to 1m+ , one can compute 
1mH +
 and obtain the MbEn as 
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 1 1M ( ) log( )
1

m m mbEn H H
m

+ += −
−

. (4-46) 

To verify the effectiveness of the proposed MRangeEn and MbEn, two tests (i.e., 

stability test and discriminating power test) are performed. For the stability test, two 

kinds of synthetic signals (including the Gaussian noise and pink noise) with different 

lengths (signal length= 10,000; 30,000; and 50,000) are used. Parameters m  and r  in 

MRangeEn are set to 2 and 0.2, and parameter m  in MbEn is set to 6. Moreover, the 

maximum scale factor   is set to 10. The results are depicted in Fig. 4-20, which shows 

that signal length has little effect on both MRangeEn and MbEn. In other words, the 

proposed MRangeEn and MbEn have great stability. 

 

Fig. 4-20 Stability of MRangeEn and MbEn over different signal lengths 

In terms of the test of discriminating power, a widely used dataset, i.e., the 

Rolling Bearing Data Center of Case Western Reverse University [193] is employed. 

Particularly, five different cases are selected, including the normal condition and four 

abnormal conditions with inner bearing faults. The sizes of inner faults are 0.007 inch, 

0.014 inch, 0.021 inch, and 0.028 inch, respectively. All signals are collected at driving 

end bearing of the motor with a sampling rate of 12 kHz, and the motor speed is 1,797 

rpm. The signal length is set to 50, 000, and the results are indicated as MRangeEn and 
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MbEn in Fig. 4-21. Overall, the differences among five cases are obvious, which 

demonstrates the discriminating power of MRangeEn and MbEn. 

 

Fig. 4-21 Discriminating power of MRangeEn and MbEn 

In the last subchapter, the GA-LSSVM is used to classify the entropy-based 

indexes under different cases. However, a deficiency is that one single classifier may 

not implement the classification adequately due to the existence of variance and noise 

in data. Therefore, the ensemble learning [194] is developed, and the core concept is to 

train multiple classifiers (which are always called as base learners) can combine them 

to achieve the final classification. Generally, the base learners consist of support vector 

machine (SVM) [195], logistic regression (LR) [196], k-nearest neighbor (KNN) [197], 

and naïve Bayes (NB) [198], etc. That is to say, the ensemble learning can be regarded 

as a family of classification algorithms, and thus the generalization ability can be 

ensured [199, 200, 201, 202]. Overall, the ensemble learning can be divided to three 

categories: boosting, bagging, and stacking [203]. The weight distribution of base 

learners in boosting ensemble learning are updated each iteration, and the final 

classification is achieved via the combination of base learners (notably, the combination 

strategy is according to weights). On the other hand, the bagging ensemble learning 

method trains each base learner by using the Bootstrap sampling, and the major base 

learner is employed to accomplish the classification. Different from the boosting and 
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bagging ensemble learning, the concept of stacking-based ensemble learning is to train 

a meta-classifier based on base learners (particularly, several boosting and bagging 

ensemble learning algorithm can be used as base learners in stacking-based ensemble 

learning, e.g., random forest [204]).  

 

Fig. 4-22 Flowchart of the stacking-based ensemble learning 

According to Fig. 4-22, one can accomplish the stacking-based ensemble 

learning as follows [203]: 

(1) Given a training dataset  
1

, ( , )
m n

train i i i ii
D y y y

=
=  x x , one can divide it to K  

subsets. 1K −  subsets are used to train the base learners 
ktC , where 1,2,k K=  and 

1,2,t T=  (T  is the total numbers of base learners). Then, the output  ',i iyx  (

1 2{ ( ), ( ), , ( )}i k i k i kT iC C C=x' x x x ) can be obtained by applying 
ktC  to the 

remaining subset. 

(2)  The output of all base learners can be obtained by repeating Step (1) K  times, and 

then a new training dataset is constructed by combining all outputs. This new 

training dataset is employed to train the meta-classifier 
metaC . It is worth noting that 

this procedure is similar to that in the K-fold cross validation. The reason of using 
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this K-fold cross strategy is that over-fitting can be effectively avoided since the 

training datasets for 
ktC  and 

metaC  are different. 

(3) After the meta-classifier is trained, we can retrain the new base learners 
tC  via the 

entire training dataset 
trainD . Finally, the predicted label of the testing sample x , 

which is from the testing dataset, can be obtained as 
1 2( ( ), ( ), , ( ))meta TC C C Cx x x . 

To verify the effectiveness of the proposed underwater multi-bolt looseness 

detection via the proposed entropy-enhanced active sensing method and the stacking-

based ensemble learning classifier, the author designs a prototype of the “Smart 

Crawfish” and conducts a lab-level test. As shown in Fig. 4-23, the “Smart Crawfish” 

consists of a ROV, a gripper, two chambers for buoyancy balancing, and two PZT 

transducers (PZT A and B). A direct-current (DC) power supply is used to actuate the 

gripper to grasp the flange, which is tightened by four M4 bolts (which, for convenience, 

are denoted as B1, B2, B3, and B4). Particularly, to simulate the condition under the 

sea, the “Smart Crawfish” and the flange are placed in a glass jar with sea water. A 

swept sine wave (frequency range: 20 kHz-150 kHz, duration: 0.1 second; amplitude: 

10 V) is generated by an NI multifunctional DAQ system (NI USB 6363) to actuate 

PZT A to produce stress wave signals. Then, PZT B is employed to receive the stress 

wave signals (sampling rate: 500 kHz) after they propagate across the bolted interface. 

The received stress wave signals are converted to digital signals via the NI DAQ system 

and saved in a computer that has a customized LabVIEW program. 
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Fig. 4-23 Experimental apparatus 

In this subsection, six different cases of multi-bolt looseness are considered, 

whose detail is given in Table 4-5. Notably, for each bolt, only two states (fully 

tightened and loosening completely) are considered. Under each case, the active sensing 

is repeated 100 times. In other words, there are a total of 600 samples to construct the 

training dataset and testing dataset, respectively. The ratio of training dataset to testing 

dataset is 4:1 (i.e., 480 training samples and 120 testing samples). Finally, a stacking-

based ensemble learning classifier will be trained via the training dataset, and its 

capacity can be verified by using the testing dataset.  

Table 4-5 Detailed arrangement of six classes 

Case B1 B2 B3 B4 

1 Loose Loose Loose Loose 

2 Tighten Loose Loose Loose 

3 Tighten Loose Tighten Loose 

4 Tighten Tighten Loose Loose 

5 Tighten Tighten Loose Tighten 

6 Tighten Tighten Tighten Tighten 
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The received signals under six different cases and corresponding energy are 

illustrated in Fig. 4-24. Similar to earlier discussion in Chapter 4.3, one can see that the 

signal is not a good index/indicator for multi-bolt looseness.  

 

Fig. 4-24 Received stress wave signals under six different classes and corresponding 

signal energy 

The MRangeEn and MbEn values of received stress wave signals under different 

classes are shown in Fig. 4-25. The parameters m  and r  of the MRangeEn are set to 2 

and 0.2, and m  of MbEn is set to 6. Moreover, the scale factor   is set to 10. Then, the 

feature vectors of MRangeEn and MbEn are concatenated to build the training dataset 

and testing dataset (i.e., the dimension of features are 20). 

 

Fig. 4-25 MRangeEn and MbEn values of received stress wave signals under different 

classes 



 

73 

Finally, a stacking-based ensemble learning classifier is trained with three base 

learners (including the random forest, the Gaussian NB, and the KNN), and the meta-

classifier is SVM. Additionally, the times of repetition (i.e., K ) are set to 10. 

Particularly, the performance between the method proposed in this subsection and 

previous investigation (in Chapter 4.3) is compared. The confusion matrix of two 

methods are given in Fig. 4-26, and the classification accuracy is summarized in Table 

4-6, which demonstrates that the proposed method is capable of underwater multi-bolt 

looseness detection, which has good potential for future applications. 

 

Fig. 4-26 Classification results (confusion matrix) of the proposed method and previous 

investigation 

Table 4-6 Comparison of classification performance between two methods 

Method Accuracy (%) 

Previous method 87.50 

The proposed method 94.17 
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CHAPTER 5. MODELING OF ELECTROMECHANICAL 

IMPEDANCE METHOD FOR BOLT LOOSENESS 

DETECTION 

This chapter presents an analytical modeling of the EMI method for bolt 

looseness detection, based on the fractal contact theory. Overall, the EMI method is an 

effective SHM methods for multiple structures, including composite materials [206], 

aircraft components [207], gas pipelines [208], fatigue cracks [209], pin connection 

[210], truss structures [211], and concrete structures [212]. Particularly, the EMI method 

has shown promising performance for bolt looseness monitoring [24, 25, 26, 213, 214, 

215]. However, it should notice that all above investigations depend on qualitative 

detection, and no analytical modeling of EMI for specific structures has been provided.  

On the other hand, several researchers have attempted to build analytical models 

of the EMI method for detecting some simple structures, such as 1D structures (beam) 

[216, 217, 218, 223, 224], 2D structures (plate) [21, 219, 220, 221, 225], and 3D 

structures (cube and cylindrical shell) [22, 222, 226, 227]. Notably, Bhalla et al. [21, 

221] developed the concept of “effective impedance” to precisely characterize the 

electromechanical interaction between the PZT transducer and the structures. Therefore, 

inspired by Bhalla’s investigation, the author developed the EMI model of bolted joint. 

 

Fig. 5-1 stresses/displacements on PZT patch installed on the bolted joint 
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As depicted in Fig. 5-1 [239], a harmonic electric field (an angular frequency of 

 ) is applied to a bolted joint. Due to symmetry (i.e., nodal lines are also symmetrical 

axes), one can investigate the relationship between PZT and bolted connection by only 

regrading 1/4 of the patch. According to previous investigation [21], three assumptions 

are made: 

(1)  To ignore the mass and stiffness of the PZT patch, consider the PZT patch as an 

infinitesimal object, 

(2)  The influence of vibration of the PZT patch (along the thickness direction) is 

neglected, 

(3)  The force from the PZT to the bolted connection is transmitted via all boundaries.   

Then, the “effective mechanical impedance” of the PZT patch [21] can be given as  

 ,

ˆ
s

a eff

eff eff

f nds F
Z

u u


= =


, (5-1) 

where l  is half length of the PZT patch, f  is the boundary traction per unit length 

(please note that 0
s

fds =  since entire force is equilibrium). Moreover, F  represents 

the planar force, which is the reason of area deformation of the PZT patch, n̂   is the unit 

vector along the direction that is normal to the boundary, eff ou A p=  is the “effective 

displacement” of the patch, A  is the area change of the PZT patch, 
op  denotes the 

total length of the patch.  

The constitutive function [230] of piezoelectric materials can be expressed as  

 

T d

c E

D d E

S Td s

    
 =   
     

, (5-2) 
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where (3 1)D   (C/m2) is the vector of electric displacement, (6 1)S   is the strain 

vector, (3 1)E   (V/m) is the vector of applied external electric field, (6 1)T   (N/m2) is 

the stress vector, (1 )(3 3)T T

ij ij j  = −   is the complex dielectric permittivity matrix 

under constant stress, (1 )(6 6)E E

km kms s j= −   is the complex elastic compliance matrix 

under constant electric field, (3 6), (6 3)d c

im jkd d   are the piezoelectric strain coefficients 

matrices,   is the dielectric loss factor, and   is the mechanical loss factor. 

The assumption that the PZT patch has mechanical and piezoelectrical isotropic 

in x-y plane simplifies eqn. (5-2) as 

 

3 33 3 31 1 2

1 2
1 31 3

2 1
2 31 3

( )T

E

E

D E d T T

T vT
S d E

Y

T vT
S d E

Y

= + +

−
= +

−
= +

, (5-3) 

where   is the material’s Poisson ratio, = (1 )E EY Y j+  is the complex Young’s 

modulus in a constant electric field. Subsequently, via algebraical transform, we can 

obtain 

 
( )1 2 31 3

1 2

2

1

ES S d E Y
T T

v

+ −
+ =

−
. (5-4) 

Equation (5-4) can be rewritten when the PZT patch is in a zero-electric field 

 
( )1 2

1 2( )
1

E

short circuited

S S Y
T T

v
−

+
+ =

−
. (5-5) 

The displacement of PZT patch [20] in x and y directions can be expressed as 
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1 1

2 2

( sin )

( sin )

j t

j t

u A x e

u A y e









 =


=
, (5-6) 

where 
1 2,A A  are coefficients that can be calculated through boundary conditions, 

( )21 Ev Y  = −  is the wave number. Differentiating eqn. (5-6) gives the 

velocities and strains of the PZT patch as 

 

1
1 1

2
2 2

1
1 1

2
2 2

( sin )

( sin )

( cos )

( cos )

j t

j t

j t

j t

u
u A j x e

t

u
u A j y e

t

u
S A x e

x

u
S A y e

y









 

 

 

 


= = 


 = =

 



 = =


 

= =


. (5-7) 

Substituting eqn. (5-5) and (5-7) into eqn. (5-1) achieves the following “effective 

impedance” 

 
( )1( ) 2( ) -

,

1( ) 2( )

2

(tan )(1- )

2

E
x l y l short circuited

a eff

x l y l

T lh T lh lhY
Z

u u j l v



 

= =

= =

+
= =

+ 
 
 

, (5-8) 

where h  is thickness of PZT patch. Then, the entire force F  [21] can be obtained as 

 1( ) 2( )

1( ) 2( ) , ,
ˆ - -

2

x l y l

x l y l s eff eff s eff
s

u u
F f nds T lh T lh Z u Z

= =

= =

+ 
=  = + = =  

 
 . (5-9) 

Substituting eqn. (5-4) and (5-7) into eqn. (5-9) results in the following relationship 

 
31 ,

1 2

, ,

2

(cos ) ( )

o a eff

s eff a eff

d V Z
A A

l kh Z Z
+ =

+
. (5-10) 

Finally, via eqn. (5-3), (5-4), (5-7), and (5-10), the admittance Y  (i.e., reciprocal of the 

impedance) can be expressed as 
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1 2

3 222
31 ,31

33

, ,

22 tan
4 ( )

(1 ) (1 )( )

EE
A A a effT

s eff a eff

j D dxdy
d Y Zd YI l l

Y j
V V h v v Z Z l




 


+
 
 = = = − +

− − +  


,(5-11) 

where I  denotes the electric current, j t

oV V e =  is the voltage applied to the PZT patch. 

Notably, the mechanical impedance ,s effZ  of the bolted joint is the only unknown 

parameter in eqn. (5-11), and its computation method will be given later. 

 

Fig. 5-2 Bolted joint bonded with PZT and its equivalent dynamic model 

Overall, as shown in Fig. 5-2, the bolted connection can be equivalent to a mass-

spring-damper system, due to the existence of surface roughness (i.e., micro asperities). 

According to previous investigation [231], the mechanical impedance ,s effZ  of a mass-

spring-damper system can be described as 

 
( )

( )

( )

2 2

, 22

2

, 22

s eff

s eff

Cm
Z real part

C m K

K
m C m K

Z imaginary part
C m K



 

  


 


=

+ −

  

− −  
  =

 + −

, (5-12) 

where m , C  and K  are the mass, damping coefficient, and stiffness of the mechanical 

system. The interfacial damping and stiffness of bolted joint can be modeled by using 

the fractal contact theory [82] to take the imperfect interface into account as follows. 
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(1) Based on the Hertz contact theory [101], one can develop the relationship between 

the deformation   of the asperity and the load as 

 

31
2 2

4

3

2

e c

p c

elastic deformation stage P E R

plastic deformation stage P H R

  

   


= 


 = 

, (5-13) 

where 
eP  and pP  are the normal contact load in elastic and plastic deformation stages, 

respectively. Moreover, R  is asperity radius, 

2

2
c

H
R

E






 
=  
 

 is critical deformation of 

asperity, ( ) ( )
1

2 2

1 1 2 21 1E E E 
−

  = − + −
 

 is the equivalent elasticity modulus, 
1E  

and 
2E  are elasticity modulus; 

1  and 
2  are the Poisson’s ratio; 2.8 sH =  [232] is 

the hardness of the material; and 
s  is the yield strength of the material. Moreover,   

and R  can be calculated as [67] 

 

2 2
1 2

1
;

2

D D
D

D

a
G a R

G




−

−

−
= = , (5-14) 

where a  is the truncated area of asperity; D  is the fractal dimension, G  is the scaling 

constant. Then, when 
c = , the critical truncated area 

ca  of asperity can be expressed 

as 

 

( )2 1

2 2
D

c

E
a G

H

−
 

=  
 

. (5-15) 

Particularly, the relationship [233] between load and a  can be described as  

 

3

1 2
4

3 2

D

D

e c

p c

elastic deformation stage P E G a a a

plastic deformation stage P Ha a a



−

 −
= 


 = 

. (5-16) 
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(2) The distribution function [85] of asperities on bolted contact interface can be 

expressed as  

 ( ) ( ) ( )2 2 2 22 0
2

D DD

l

D
n a a a a a

− − +
=   , (5-17) 

where 
la  is the truncated area of the largest asperity;   is the domain extension factor. 

Moreover, the relationship between normalized bolt preload P  and the real contact area 

rA  can be computed as 
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where 
aA  is the nominal contact area; c sr

r c

a aa

aAG
G A a
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6
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Then, the relationship between the normalized interfacial stiffness nK   and the 

real contact area 
rA  can be expressed as 
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(5-19) 

where 

2

2 2

3

(2 )
( )

1

D D

D D
g D

D

−

−
=

−
. 

On the other hand, the ratio of the plastic strain energy pW  to the elastic strain 

energy 
eW  can be defined as damping loss factor 
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Finally, the relationship between the normalized interfacial damping coefficient 
nC  and 

the real contact area 
rA  can be computed as 
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(5-21) 

According to eqn. (5-18), (5-19), and (5-21), the relationship between the bolt preload 

P  of the bolted joint and the interfacial stiffness/damping coefficient 
nK /

nC  can be 

calculated via the real contact area 
rA  as an intermediary, thus obtaining the mechanical 

impedance of the bolted joint. Combining this relationship with the effective electro-

mechanical modeling proposed earlier, the EMI modeling of the bolted looseness 

detection can be achieved. 
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Fig. 5-3 Experimental setup 

To verify the effectiveness of the proposed model, the author conducts an 

experiment, whose apparatus is shown in Fig. 5-3. Overall, a PZT patch (size: 

10mm×10mm×1mm) is bonded on the bolted connection through the epoxy resin. The 

bolted connection consists of two rectangular steel plates (size: 150mm×80mm×20mm) 

and a pair of M20 bolt and nut. A precision impedance analyzer (Agilent HP4294A) is 

employed to obtain the electrical impedance of the PZT patch under different preloads 

(four degrees of bolt preload: 10 Nm, 30 Nm, 50 Nm, and 70 Nm). Notably, the 

detection sensitivity of the EMI method is affected by the frequency range of the 

excitation signal [234]. Therefore, as depicted in Fig. 5-4, a swept frequency test is 

implemented to select proper frequency range [235], and it is clear that the frequency 

range from 100 kHz to 400 kHz is the optimal frequency range for excitation signals. 
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Fig. 5-4 Sweep frequency with rang of 10 Hz - 1MHz 

 
Fig. 5-5 Tendency of interfacial stiffness and damping 

Moreover, using materials’ properties given in Table 3-1 and the fractal 

parameters D  (1.21) and G  (5.26×10-14 m) measured by the surface roughness profiler 

(TALOR HOBSON, PGI 840, UK), the relationships between the interfacial 

stiffness/damping and the bolt preload is compared, as given in Fig. 5-5, which shows 

that the interfacial stiffness increases with larger applied torque (i.e., bolt preload), while 

interfacial damping decreases simultaneously. These phenomena conform previous 
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investigation [236]. Particularly, it is noticed that the change tendency of interfacial 

stiffness and interfacial damping is prone to saturation, which can be attributed to severe 

plastic deformation of asperities under heavy axial load. 

  

(a) Resistance under 10 N m torque (b) Reactance under 10 N m torque 

  

(c) Resistance under 30 N m torque (d) Reactance under 30 N m torque 

  

(e) Resistance under 50 N m torque (f) Reactance under 50 N m torque 
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(g) Resistance under 70 N m torque (h) Reactance under 70 N m torque 

Fig. 5-6 EMI of predicted and experimental values under various bolted preload 

Finally, the resistance and reactance of bolted joint under various loads (10, 30, 

50, 70 N m) are obtained by using eqn. (5-11) and compared in Fig. 5-6, which reveals 

that the resistance of bolted joint decreased with the increase of the applied preload 

(torque), which is consistent with the previous experimental results [237, 238]. Peak 

frequency of the resistance signature also increased with the increase of the applied 

preload, since larger preload can lead to improved interfacial stiffness and increase of 

the resonance frequency. Based on the comparative results of predicted and 

experimental values, the validity of the proposed EMI model is verified.   
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CHAPTER 6. BOLT LOOSENESS DETECTION VIA THE 

VIBRO-ACOUSTIC MODULATION METHOD 

Recently, to circumvent the deficiencies of the active sensing method and EMI 

method, many researchers have paid more attention to the nonlinear-based ultrasonic 

methods that depend on nonlinear features such as high-order or semi-order harmonics 

[240] and resonance frequency shift [241]. Among these nonlinear-based ultrasonic 

methods, the vibro-acoustic modulation (VAM) method is the most attractive technique, 

and it has been successfully employed to detect various structural damages, including 

impact damage [242, 243], crack [244], and fatigue [245, 246]. Particularly, the VAM 

method has shown good potential in detecting bolt looseness [61], and the schematic is 

depicted in Fig. 6-1, which shows two kinds of inputs (one is the low-frequency (LF) 

vibration and the other one is high-frequency (HF) ultrasonic wave) are used to excite 

the bolted joint. The LF vibration will enable the imperfect contact interface caused by 

bolt looseness to close and open periodically (i.e., “breathing”), thus inducing a 

modulation with the HF permutation. Finally, this modulation can be expressed as the 

nonlinear features such as sidebands in the frequency spectrum, and the tightness of 

bolted joint can be identified by quantifying the sideband. 

 

Fig. 6-1 Schematic diagram of the traditional VAM-based method for a loosening bolt 
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Fig. 6-2 Simplified model of a bolted joint 

The working mechanism of the VAM method can be mathematically described 

as follows. As shown in Fig. 6-2, the bolted joint as a one-degree-of-freedom system is 

considered, and its motion equation under the LF vibration and HF ultrasonic can be 

given as 

 2

1 2 1 1 2 2cos cosMx K x K x F t F t  + − = + , (6-1) 

where 
1 1cosF t  is the LF vibration with frequency 

1 ; 
2 2cosF t  is the HF ultrasonic 

wave with frequency 
2 ; M  is the mass; 

1K  is the linear stiffness; 
2K  is the nonlinear 

stiffness;   denotes the permutation; t  is the time. Then, based on the permutation 

theory, the solution to eqn. (6-1) can be expressed as 

 
1 2x x x= + , (6-2) 

where 
1x  and 

2x  are linear and nonlinear responses of the bolted joint, respectively. It 

is worth noting that 
2x  is caused by sidebands. Subsequently, substituting eqn. (6-2) 

into eqn. (6-1) eliminates  -related terms and achieves the following relationships 

 
1 1 1 1 1 2 2

2

2 1 2 2 1

cos cosMx K x F t F t

Mx K x K x

 + = +

+ =
. (6-3) 
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Finally, the magnitude of sideband in the frequency spectrum can be obtained via the 

following formula 

1 2 1 2
2 2 1 2 2 12 2

1 2 1 1 2 1

cos( ) cos( )
( ) ( )

sidebands

G G G G
x K t K t

K M K M
   

   
= + + −

− + − −
,(6-4) 

where 1
1 2

1 1

F
G

K M
=

−
 and 

2
2 2

1 2

F
G

K M
=

−
. Obviously, it can be seen that the left 

sideband and the right sideband are located at frequencies 
1  and 

2 . 

 However, several deficiencies hamper the further applications of the VAM for 

bolt looseness detection: (1) LF vibration in current VAM is implemented by using a 

shaker, which is impractical on site sometimes; (2) both  LF and HF inputs are single-

frequency harmonics, and the capacity of the VAM severely depends on the prudent 

selection of special values, while it is impossible to achieve the optimal inputs in most 

cases [247, 248]. Therefore, a new entropy-enhanced VAM method is developed to 

overcome drawbacks of current VAM and improve practicability.  

 

Fig. 6-3 Schematic diagram of the entropy-enhanced VAM method 
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6.1 Entropy-enhanced vibro-acoustic modulation method for bolt early looseness 

The flowchart of the proposed entropy-enhanced vibro-acoustic modulation 

method is illustrated in Fig. 6-3, which shows that it consists several parts, including the 

improved VAM, the time-reversal (TR), the noise-assistant multivariate empirical mode 

decomposition (NA-MEMD) [249, 250] and multivariate multiscale sample entropy 

(MMSE) [251]. Particularly, the LF and HF inputs are replaced with swept sine waves, 

which is inspired by previous investigations [252, 253, 254]. In other words, no prudent 

selection (or priori knowledge of monitored structures) of LF and HF signals is needed. 

Moreover, the shaker for LF vibration in current VAM method is replaced by a PZT 

transducer, which is easier to implement in practice. Finally, a relationship between bolt 

preload and MMSE-based damage index is developed to quantify early looseness. 

On the other hand, the traditional damage index (i.e., quantification of sidebands) 

is no longer applicable for the improved VAM method, since the swept sine waves are 

used. Therefore, an MMSE-enabled damage index is developed to quantify the received 

modulation waves to identify the bolt looseness. Particularly, the TR technique and NA-

MEMD approach are used to strengthen the looseness-related nonlinearity performance 

and relieve the effect of environment noise. More details about TR, NA-MEMD and 

MMSE are introduced as follows. 

 

Fig. 6-4 Schematic diagram of the Time reversal (TR) method 
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  As introduced earlier [103, 104], the TR technique that is derived from the 

reciprocity principle can be used to focus the energy of ultrasonic signals, and its 

implementation is illustrated in Fig. 6.4 and is described as follows. 

Denoting an input signal ( )f t  that is emitted from Transducer 1, the received signal 

( )u t  is obtained by summarizing all multi-path propagation as 

  
1

( ) ( )i i

i

u t A f t t


=

= − , (6-5) 

where i  is the path number during the propagation path, 
it  is the time delay of ith  path, 

iA  is the wave amplitude of path. Then, the reversal signal ( )TRf t  can be achieved by 

reversing the received signal in time-domain with normalization as 

 
1 1 max

( ) ( ) ( ) ( )TR i
i i i

i i

A
u T t A f T t t f t f T t t

A

 

= =

− = − −  = − −  , (6-6) 

where T  is the time range of received signal, and 
maxA  is the maximum value of 

iA . 

Finally, by resending the reversal signal as a new excitation from Transducer 2, and the 

focused signal ( )TRu t  can be obtained at Transducer 1 as 

1 1 1max max max

( ) ( ( ) ) ( ) ( )
j i j i j iTR

j i j i

j j i i j j j i

A A A A A A
u t f T t t t f T t f T t t t

A A A

    

=  = = = 

= − − − = − + − + −   , 

(6-7) 

where jA  is the amplitude of reversed signal amplitude, j  is the path number of the 

reversed signal during the propagation, jt  is the time delay of the reversed signal. 

Particularly, when j it t= , one can obtain ( )f T t−  that means all signals from different 
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paths arrive simultaneously. On the other hand, ( )j if T t t t− + −  is obtained when 

j it t  (i.e., the side peaks around the main peak). 

The multivariate empirical mode decomposition (MEMD) [255] is developed to 

circumvent the disadvantages of the empirical mode decomposition (EMD) [256], i.e., 

lack of abilities to address multivariate signals. Overall, after projecting a n -variable 

signal to the direction vectors with 1n−  dimensions, the MEMD algorithm can be 

employed to decompose the original n -variable signal into several intrinsic mode 

functions (IMFs) via the EMD. In other words, there are two issues that affect the 

performance of MEMD: (1) the construction of direction vectors; (2) the stopping 

criterion for IMFs calculation (i.e., the sifting process). Here, the Hammersley sequence 

[257] (i.e., quasi-Monte Carlo lower deviation sequence) is employed to construct the 

direction vectors, and the stopping criterion is given as: the Cauchy-type convergence 

condition through a threshold (0.2) [258]. The detailed procedure of the MEMD can be 

described as follows. 

(1) First can denote a n -variable signal    1 21
( ) ( ), ( ), , ( )

T

nt
t y t y t y t

=
=y  and assume 

that it can be decomposed into J  IMFs as 

 1( ) ( ) ( )J
j jt t t== +y d r , (6-8) 

where ( )j td  is the jth  IMF of ( )ty , ( )tr  is the residual. 

(2) Based on the Hammersley sequence, the direction vectors kX  can be constructed 

on a 1n−  dimensional space as 

  1 2, , ,k k k k

nx x x

=X , (6-9) 
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where  1 2, , ,k k k

k n  =  is the angle in the space, and 1,2, ,k K= . 

(3) Then, ( )ty  can be projected along the direction vectors as  
1

( )k
K

k
t

=


p . 

(4) The time constant  
1

( )k
K

i
k

t
=

t


 can be figured out via the maximum  
1

( )k
K

k
t

=
p


. 

(5) By interpolating , ( )k k

i it 
 t y

  , one can obtain the multivariate envelops  
1

( )k
K

k
t

=
e


. 

(6) The mean value of envelops can be calculated as 

 
1

( ) 1 ( )k

K

k

t K t
=

= m e


. (6-10) 

(7) ( )j td  can be calculated as ( ) ( ) ( )j t t t= −d y m . Finally, one can implement the 

judgment of stopping criterion: if so, the IMF component and residual 

( ) ( ) ( )j jt t t= −r y d  can be determined; if not, repeating Steps (2)-(6) to obtain 

another ( )j td . 

Furthermore, the NA-MEMD [249, 250] was developed to enhance the performance of 

MEMD by adding white Gaussian noise (WGN) into the n -variable signal, and the 

detailed implementation can be introduced as follows: 

(1) First create a l -variable signal WGN signal and add it into the input (i.e., n -variable 

signal) to construct a l n+ -variable signal. Please note that the EGN signal and input 

have the same length. 

(2) Using the MEMD algorithm, one can obtain the IMFs of this l n+ -variable signal. 

(3) Finally, one discards the WGN signal from the l n+ -variable signal to extract a set 

of IMFs of the original n -variable signal. 
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The MMSE [251] is proposed to address the issue of multi-channel signals for 

the calculation of multivariate sample entropy (MSampEn), and its computation process 

is given as follows: 

(1) First denote a n -variable signal  , 1

N

k i i
x

=
 ( 1,2, ,k n= ), and then a coarse-grained 

multivariate input can be expressed as 

 ( 1) 1, ,

1 j
i jk j k iy x 




= − +=  , (6-11) 

where 1 j N   , and   is the scale factor. 

(2) Based on the multivariate embedding theory [251], a composite delay vector can be 

developed as 

 
1 1 2 21, 1, ( 1) 2, 2, ( 1) , , ( 1)( ) , , , , , , , ,

p pm i i m i i m p i p i mX i x x x x x x  + − + − + −
 =
 

, (6-12) 

where ( ) m

mX i  ;  1 2, , n

nm m m= M  is the embedding vector,  1 2, , n  =  

is the time lag vector, 1,2, ,i N p= − ;    max maxp = M  . 

(3) Then, the maximum form is defined as the distance between two vectors ( )mX i   and 

( )mX j  as 

    1, ,( ), ( ) max ( 1) ( 1)m m l md X i X i x i l x j l== + − − + − . (6-13) 

(4) Using a threshold r , one can count the total number of cases 
iP  that satisfy 

 ( ), ( ) ,m md X i X i r j i  , and compute the corresdponding frequency as 

 ( ) ( 1)m

i iB r P N p= − −  (6-14) 

and 
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 1( ) ( ) ( )m mN p
i iB r B r N p−
== − . (6-15) 

(5) Similarly, after extending the composite delay vectors from ( )mX i  to 

1

1( ) m

mX i +

+  , one can obtain total number of cases 
iQ  that satisfy 

 1 1( ), ( ) ,m md X i X i r j i+ +   , and compute the corresdponding frequency as 

 1( ) ( ( ) 1)m

i iB r Q n N p+ = − −  (6-16) 

and 

 1 1( )
1( ) ( ) ( )m mn N p

i iB r B r n N p+ +−
== − . (6-17) 

(6) Finally, the MSampEn of each ,k jy
 (i.e., MMSE of the original n -variable signal 

 , 1

N

k i i
x

=
) can be computed as 

 
1( )

( , , , ) ln
( )

m

m

B r
MSampEn r N

B r

+ 
= −  

 
M  . (6-18) 

 

Fig. 6-5 Experimental setup 
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To demonstrate the proposed entropy-enhanced VAM method, the author 

conducts a lab test, whose apparatus is depicted in Fig. 6-5 [259]. Three PZT transducers 

(denoted as T1, T2, and T3) are bonded on an M20 bolted joint (steel plate size: 

150mm×80mm×20mm) to implement the entropy-enhanced VAM method. A swept 

sine waves (duration: 1s; frequency range: 100Hz-2 kHz) is generated via a signal 

generator (SIGLENT SDG 1025), and it is fed into a power amplifier (Trek Model-

2100HF) to expand to 250 V to excite T1 (i.e., working as LF vibration). On the other 

hand, a swept sine wave from 100 kHz to 300 kHz (duration: 1 s) is emitted through an 

NI DAQ system (NI USB-6366) and is fed into T2 to work as HF ultrasonic wave. Then, 

the received signal is captured in T3 with sampling rate of 1 MHz. Finally, after the 

reversing implementation (i.e., the TR technique), the focused signal can be obtained at 

T1 and T2. In this section, the bolt preload is set to a range of 50 to 70 N m with an 

increment of 5 N m since the active sensing is employed to determine the early looseness 

stage of the used bolted joint (as shown in Fig. 6-6). 

 

Fig. 6-6 Received signal by active sensing method and corresponding energy versus bolt 

pre-load 
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The received focus signals of T1 and T2, and the WGN signal are decomposed 

to 22 IMFs and a residual. Then, an example (preload: 50 N m) is illustrated in Fig. 6-

7. 
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Fig. 6-7 Decomposition results of multivariate signal using NA-MEMD 

Then, to select the most significant IMF for MMSE computation, the power 

spectral density (PSD) of all IMFs is constructed to find that the first IMFs of T1 signal 

and T2 signal have the maximum values, as depicted in Fig. 6-8. Thus, the MMSE 

algorithm is used to calculate their MSampEn; particularly, the embedding parameter 

m  is set to 2, and the time lag vector   is set to 1. Moreover, the threshold r  is set to 

0.15 times the standard deviation of the normalized input, and the range of scale factor 

is from 1 to 10. The results of MMSE under different preloads (55 N m, 60 N m, 65 N 

m, and 70 N m) are depicted in Fig. 6-8 (please note that each preload is repeated for 

eight times to ensure the repeatability). 

 

Fig. 6-8 MMSE analysis results under different torque levels (repeat eight times) 
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Fig. 6-9 Comparison of performance between the proposed entropy-enhanced VAM 

method and traditional VAM method 

Finally, by calculating the average of MMSE under all scale factors, a new 

MMSE-based damage is developed to quantify the bolt early looseness. The proposed 

entropy-enhanced VAM method shows the monotonic tendency, while current VAM 

method is prone to saturation. In other words, the proposed entropy-enhanced VAM 

method is more sensitive to bolt early looseness, which demonstrates the advantage.  

6.2 Multi-bolt looseness detection via the entropy-enhanced vibro-acoustic 

modulation method 

Another issue ignored in the previous investigations is that the potential of the 

VAM method for multi-bolt looseness detection. Therefore, in this section, a new 

entropy-enhanced VAM method is developed to detect multi-bolt looseness with the 

help of the machine learning technique. The flowchart of the overall strategy of multi-

bolt looseness detection is depicted in Fig. 6-10. The improved VAM (i.e., both LF and 

HF inputs are swept sine waves) is first implemented on a multi-bolt connection, and 

the sparse representation method [260] is used to preprocess the data to improve 

computation efficiency and exclude redundant features. Then, a new entropy index (i.e., 

Gnome entropy [261], which as abbreviated as gEn) is proposed to estimate the 

complexity of expressed modulation signals to construct the training and testing dataset. 
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Finally, a random forest classifier [262] is used to identify different bolt preloads (i.e., 

multi-bolt looseness detection). More detailed about the gEn, the sparse representation, 

and the random forest will be introduced later. 

The detailed computation of gEn is given as follows: 

(1) First denote a time series 
1 2, , Nx x x x= , which can be mapped into a space with 

m  dimension as 

 
1 2 1, , N mX X X X − += , (6-19) 

where 
1 1( , , )i i i i mX x x x+ + −= . 

(2) For each vector, the Gnome sort algorithm (generally, it is called as stupid sort) is 

used to implement sort in ascending order. Particularly, the necessary swaps for the 

sort is denoted as 
in . 

(3) After denoting that the probabilities of 
in  is

ip , one can calculate the Renyi 

permutation entropy [263] as 

 
1

1
log

1

n
m

i

i

RpEn p

 =

 
=  

−  
 , (6-20) 

where 2 = , and the reason is that previous investigation has demonstrated that 2 =  

has the best performance at the most cases. 

(4) Extending m  to 1m+ , one can obtain 1mRpEn +   by repeating Steps (2) and (3). 

(5) Finally, based on previous investigation [263], the gEn can be obtained as 

 

1

log( 1 1)

m mRpEn RpEn
gEn

m m

+ −
=

+ −
. (6-21) 
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Fig. 6-10 Schematic diagram of the proposed strategy 

Subsequently, tests are conducted to verify the effectiveness of the proposed gEn, 

and the first one is stationary test. Two kinds of noise signal (i.e., Gaussian white noises 

and 1 f  noises) with different lengths ( N  = 6144, 8192 and 10,240) are employed, 

and their gEn results under dimension m  (from 2 to 10) are depicted in Fig. 6-11. 

Moreover, the results of sample entropy (tolerance 0.2r SD= , SD  is standard 

derivation of input) and permutation entropy (time delay 1 = ) are given as 

comparison. It is clear that sample entropy and permutation entropy have good stability 

under different signal length, while they are sensitive to the dimension m  (the 

performance of sample entropy is better than permutation entropy; however, sample 

entropy depends on tolerance r  severely). On the other hand, the gEn has the best 

stability without extra parameters such as tolerance r  and time delay  . 
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Fig. 6-11 Stability analysis under varying length N  and dimension m  (a) Gaussian 

white noises (b) 1 f  noises 

Another testing is the distinguishing capacity of the gEn, including synthetic 

signals and a widely accepted database, i.e., the Rolling Bearing Data Center of Case 

Western Reserve University [193]. First, the author generates six synthetic signals: 

1 sin(2 10 )x t= , 
2 sin(2 30 )x t= , 

3 sin(2 60 )x t= , 
4 1 2x x x= + , 

5 2 3x x x= + , 

6 1 2 3x x x x= + + , and the computaion results of the gEn for six synthetic signals are 

shown in Fig. 6-12. Several phenomena can be found: signal with larger frequency leads 

to larger gEn (e.g., 
3 2 1( ) ( ) ( )gEn x gEn x gEn x  ); mixed signal has larger gEn than 

single signal (e.g.,
4 1( ) ( )gEn x gEn x ). These phenomena are explainable, since the 

complexity of signal is related to frequency (generally, higher frequency means more 

complexity), and multiple components in the mixed signal can also increase complexity.  

 

Fig. 6-12 gEn of multiple signals with varying frequencies 
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Furthermore, the author selects four normal rolling bearing data under Load HP0 

(rotate speed: 1797 rpm), Load HP1 (rotate speed: 1772 rpm), Load HP2 (rotate speed: 

1750 rpm), and Load HP3 (rotate speed: 1730 rpm), and denotes them as N1, N2, N3, 

and N4, respectively. The comparison of gEn for four cases is illustrated in Fig. 6-13, 

which shows good consistence. In other words, it is demonstrated again that the gEn is 

not sensitive to signal length and has good stability. Then, three cases of rolling bearings 

that have fault at different locations (F1: inner race, F2: ball, and F3: outer race) are 

selected, and the gEn of these three cases with N1 are compared, as shown in Fig. 6-13. 

Since the differences among four cases are obvious, it can be concluded that the 

distinguishing capacity of gEn is reliable. 

 

 

Fig. 6-13 gEn of rolling bearing data under different cases 
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Then, as a kind of linear representation method, the sparse representation 

approach [260] has been widely used to improve efficiency of signal processing. 

Particularly, it can also be utilized to extract more significant features from original 

signal. As depicted in Fig. 6-14, the basic concept of the sparse representation can be 

described as follows. A d  dimensional column vector y  can be approximated by a 

d n  dimensional matrix 
1 2[ , , ]nx x x=X  (known as dictionary) as 

 
1 1 2 2 n ny x x x   = + + = X , (6-22) 

where 1 2[ , , ]T

n   =  is the coefficient matrix. 

 

Fig. 6-14 Schematic diagram of the sparse representation 

Generally, to solve eqn. (6-22), several researchers have proposed some 

approaches, including two kinds: the greedy strategy approximation and the convex 

relaxation algorithms. Particularly, the orthogonal matching pursuit (OMP) algorithm 

[264] is one of the most popular methods, and thus is employed to compress the 

modulation signals in the VAM method. Overall, the object of the OMP is to find the 

0l -norm minimization constraint 
0

ˆ argmin || || ( . .s t y  = = )X  [265], and the 

detailed procedure can be implemneted as follows. 
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(1) First, denote initial conditions: 0 = , residual 
0r y= , 1t = , index set 

0  = , 

where   is an empty set; || ||tr  ;   is a small constant. 

(2) The largest inner product between 
1tr −

 and 
ix  can be found by using 

1 1arg max ,
tt i t ir x
− −= . 

(3) Via the 
t t t = , one can reconstruct the dictionary as 1[ , ]

tt t x−=X X . 

(4) Using the least square method, one can obtain the coefficient 

2
ˆ ˆargmin || ||ty = −X  and thus update the residual as ˆ

t tr y = − X . 

(5) Finally, increase t  to 1t + , one can obtain the output ̂  by repeating Steps (2)-(4). 

The random forest [262], which is a kind of ensemble learning technique, can 

be used as a classifier, and its operation can be expressed as follows: 

(1) For an original data (i.e., feature set), 
treen  bootstrap samples can be obtained, 

(2) For each sample, grow an unpruned classification tree and choose the best split 

among trym  predictors, 

(3) By summarizing predictions of all 
treen  trees, one can implement the final prediction, 

(4) Additionally, the predictions of “out-of-bag (OOB)” can be used to obtain the error. 

 

Fig. 6-15 Experimental apparatus 
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To demonstrate the effectiveness of the proposed entropy-enhanced VAM 

method, the author conducts an experiment, whose apparatus is shown in Fig. 6-15. 

Three PZT transducers (S1, S2, and S3) are bonded on a three-bolt (M8) bolted 

connection (aluminum plate size: 150mm×80mm×20mm). For convenience, denote 

these three bolts as B1, B2, and B3. LF vibration (frequency range: 100 Hz-2 kHz; 

duration: 0.1 s; amplitude: 250 V augmented by Trek Model-2100HF amplifier) 

generated by a function generator (Siglent SDG 1025) is fed into S1, and HF ultrasonic 

(frequency range: 30 kHz-50 kHz; duration: 0.1 second; amplitude: 10 V) is used to 

excite S2. Eight different cases (i.e., multi-bolt looseness) are selected, and detailed 

arrangement is given in Table 6-1. For each case, the tests repeat 50 times (i.e., 400 

samples in total). 

Table 6-1 Detailed scenarios of experimental 

Case B1 B2 B3 

1 Loose Loose Loose 

2 Tighten Loose Loose 

3 Loose Tighten Loose 

4 Loose Loose Loose 

5 Tighten Tighten Loose 

6 Tighten Loose Tighten 

7 Loose Tighten Tighten 

8 Tighten Tighten Tighten 

Then, the received modulation signals captured by S3 via a NI multifunction 

DAQ device (USB 6363), and corresponding frequency spectra are illustrated in Fig. 6-

16. It is worth noting that we cannot directly see significant from received signals (from 

both time domain and frequency domain). Then, using OMP algorithm and gEn to 

construct the training dan testing dataset. Particularly, the dictionary for OMP consists 

of the Daubechies least-asymmetric wavelet packet (four vanishing moments at fifth 
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level), the discrete cosine transform (DCT) basis, the shift Kronecker delta sub-

dictionary and the sine sub-dictionary.  

 

 

 

 

 

Fig. 6-16 Time domain signals and corresponding frequency spectra of modulated 

waves 
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For gEn calculation, the dimension m  is set to 6. The computation results of 

gEn with OMP and without OMP are illustrated in Fig. 6-17. 

  

Fig. 6-17 gEn values under 8 different cases (a) with the OMP compression (b) without 

the OMP compression 

Finally, a random forest classifier ( trym = 1; 80treen = ) is trained to identify 

multi-bolt looseness, and the results are given in Fig. 6-18. A total of 240 (30×8) 

samples is used to train the random forest model, and the other 160 (20×8) samples are 

used for testing. It is observed that the combination of OMP and gEn achieves the best 

performance, which demonstrates the effectiveness of the proposed method. 

 

Fig. 6-18 Classification accuracy results   
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CHAPTER 7.  BOLT LOOSENESS DETECTION BY USING 

THE PERCUSSION-BASED METHOD 

The previous chapters have presented several methods to detect bolt looseness, 

including the active sensing method, EMI method, and VAM method. Overall, these 

methods are effective, while all of them require permanent contact between PZT 

transducers and bolted connections. Please note that this requirement will induce more 

cost and may be impractical in some harsh working conditions. Therefore, we still need 

another competent approach to detect bolt looseness without constant contact of 

transducers, i.e., the percussion-based method. In this chapter, the author develops an 

analytical model to seek the working mechanism of the percussion-based approach. 

Then, via the audio signal processing technique and deep learning, a practical robotic-

assisted percussion-based method is proposed to detect bolt looseness with promising 

performance. 

7.1 Modeling and analysis of percussion-based method for bolt looseness detection 

Overall, it is noticed that the percussion-based method has been widely used in 

our daily life. For instance, when buying watermelons or glasswork in the supermarket, 

one is used to tap them to identity the maturity (intactness) by listening the sound 

(generally, crisp sound means ripeness/integrity while dull sound denotes the opposite). 

Particularly, based on the phenomenon that the percussion-induced sound signals can 

reflect the changes of structural mechanical properties, the percussion-based method 

[266] has shown promising performance in detecting damages of engineering structures 

[267, 268, 269, 270]. Moreover, the sound signals have been employed to identify 

failures of other structures, such as induction motors [271], gearboxes [272], diesel 
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engines [273], train bearing [274], high-power insulators [275, 276], and external rotors 

[277, 278]. Therefore, the potential of the percussion-based method should be explored 

for detecting bolt looseness. 

In this subchapter, an analytical model is proposed to seek the working 

mechanism of the percussion-based method for bolt looseness detection. First, the 

virtual material method, which is derived from the fractal contact theory, is used to 

develop an equivalent model of bolted joint as a (three-layer) laminated plate. Then, by 

using the layer-wise theory (for laminated plate) and the acoustic radiation mode 

approach, one can model the percussion-induced sound signals of this three-layer 

laminated plate (i.e., the equivalent model of bolted joint). Moreover, a corresponding 

numerical model is developed. Finally, an experiment is performed to verify the 

effectiveness of the proposed analytical and numerical models. More details about the 

implementation of two models and the experiment can be found as follows. 

 

Fig. 7-1 Bolted joint and its equivalent model 

Overall, the modeling of a bolted joint is a difficult task, and some attempts have 

been conducted, such as Iwan’s model [279]. On the other hand, the virtual material 



 

110 

method [280] that is based on the fractal contact theory can be used to model the bolted 

joint as a three-layer laminated plate (i.e., the interfacial roughness is regarded as a 

virtual layer that is bonded between two tightened plates), as shown in Fig. 7-1. This 

virtual layer’s elastic modules 
elasticE  and shear modulus 

shearG  can be expressed as 

( ) ( )
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(7-1) 

where 
1 2 1 2 1 2, , , , ,E E G G    are the elastic moduli, shear moduli, and Poisson ratios of 

two bolted plate, respectively. Moreover, 2 2

1 2 1 2 2 1' ((1 ) (1 ) )E E E E E = − + −  and 

1 2 1 2 2 1' ((2 ) (2 ) )G GG G G = − + −  are the equivalent elastic/shear modulus, D  and 

G  ( aG G A = ) are the fractal dimension and fractal roughness parameter of surface 

topography, 
aA  is the nominal contact area,   is the domain extension factor, 

( )2 12 (0.5 )
D

ca G K
− = , 'y E = ; 2.8K = , y  is the yield strength, r r aA A A = , 

( )( )2 12 (2 )(0.5 )
D

rc rc aA A A DG D K
− = = − , 

rA  and 
rcA  are real contact area and real 

critical contact area of the joint structure, respectively.  

Furthermore, the relationship between rA  (the normalized real contact area) and 

the dimensionless bolt preload F 
 ( ' aF F E A = ) can be described as 
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Subsequently, the properties of the virtual material can be computed as 

 
1 2

(1 ')
1

2

a elastic

N shear

EA E
h

K G

  
 





+ +
= = − = , (7-3) 

where h  is the thickness,   is the density,   is the Poisson ratio, 
NK  is the 

interfacial stiffness, whose calculated method has been given in Chapter 5,

' ' 2 ' 1E G = −  is the equivalent Poisson ratio, 1  and 2  are densities of two plates. 

After equalizing the bolted joint to a three-layer laminated plate, one can achieve 

the dynamic performance of the equivalent bolted joint (i.e., the laminated plate) under 

different preloads via several approaches, such as the Equivalent Single Layer (ESL) 

theory [281], Three-dimensional Elastic Theory (TDET) [282], and Layer-wise Theory 

(LT) [283]. In this subchapter, the LT is used to characterize the dynamic response as 
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where n  is the total number of layers, 2 1n+  is the number of interpolation surfaces, 

( ) ( ) ( ), , , , , , , , , , ,U x y z t V x y z t W x y z t  are displacement of laminated plate in , ,x y z  

directions, ( ) ( ) ( ), , , , , , , ,i i iu x y t v x y t w x y t  are the displacement of thi  interpolation 

place in , ,x y z  directions, ( )i z  is the coefficient of the interpolation expansion, and it 

can be calculated as 

 ( )

( ) ( ) ( ) ( )( )
( ) ( )

( ) ( )( )

2 1 2 1

2 1 2 1

2 2 1

1 1 2

4 1

1 2

j j j j

i j j j j

j j j j

zz h zz h z z z

z zz h zz h z z z

zz h zz h z z z



− +

− +

+

 − −  



= −  

− −  


, (7-5) 

where 1,2, ,j n=  is the number of layers, jh  is the thickness of thj  layer, 
iz  is the 

coordinate value of thi  interpolation plane, zz  is the internal plate’s local coordinate. 

Then, based on the finite element discretization, one can describe 

( ) ( ) ( ), , , , , , , ,i i iu x y t v x y t w x y t  as 
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, (7-6) 

where , ,k k ku v w  are coordinate values of thk  node in the , ,x y z  direction, 1,2, ,k m=  

( m  is the total number of nodes) is the number of the finite element node, ( , )kN x y  is 

the shape function, ( )T t  is the time function. Particularly, the eight-node rectangle 

element is used, and thus the shape function can be expressed as 
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( )( )( )
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( )( )( )
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(7-7) 

where a  and b  are the length and width of element. Then, the element shape function 

matrix N  can be obtained by subsituting eqn. (7-6) and (7-7) into eqn (7-4), and the 

element strain matrix B  can be obtained based on the displacement-strain relationship. 

Finally, the stiffness matrix and mass matrix of matrix can be described as 

 ;T T

V V

dxdydz dxdydz K = B SB M = N N , (7-8) 

where 
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S . 

Therefore, by neglecting the damping of the laminated plate, one can obtain the dynamic 

equation of the laminated plate as 

 0MX + KX = . (7-9) 

By solving the above equation, the surface normal velocity X  of the structure and 

natural frequency   can be computed. 

After obtaining the dynamic characteristics of the laminated plate, one can 

finally describe the percussion-induced sound signals of the laminated plate via the 

acoustic radiation mode approach. Overall, tapping the bolted joint induces the sound 
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signals, and this procedure can be regarded as an issue of acoustic radiation of solid 

structures. In other words, the vibration of a solid structure due to tapping excitation can 

cause compressed and outspread displacement of surrounding air medium (i.e., acoustic 

propagation). In the past decades, to characterize this procedure of acoustic propagation, 

some researchers have developed two kinds of method, including the time domain 

analysis (e.g., wave equation [284]) and frequency domain analysis (e.g., Helmholtz 

equation [285]). However, some investigations have noticed that the coupling among 

different vibration modes have significant influence on radiated sound power. Therefore, 

the “acoustic radiation mode approach” [286] is adopted to decompose the structural 

vibration into several independent acoustic radiation modes and determine the radiated 

sound power via the summarization of all modes. Notably, the independence means that 

the decomposed radiation modes are only affected by structural size and shape, instead 

of boundary conditions and external excitation.  

Assuming that the laminated plate (i.e., the equivalent bolted joint) is on an 

infinite rigid barrier (in other words, the sound only radiates to the upper free half-space) 

with vibration frequency  , one can characterize the radiated acoustic power ( )W   of 

the structure as 

 ( )= H

n nW  v Rv ,  (7-10) 

where 
nv  denotes the structural normal vibration velocity, n  is the total number of 

discrete elements of the structure, H  means the conjugate transpose, R  is the radiated 

power resistance matrix, which can be expressed via the eigenvalue decomposition as 

 =  H
R  , (7-11) 
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where   is a diagonal matrix of 
i  (eigenvalues of R ) in descending order,    is a 

n n  matrix with volume vector 
i

 (called as acoustic radiation mode), which is 

eigenvectors corresponding to eigenvalues 
i . On the other hand, based on the 

orthogonality, 
nv  can be expanded as 

 
1

n

n i

i

c
=

= =  i
v c  , (7-12) 

where 
ic  is the expansion coefficient of acoustic radiation mode. 

Finally, using the wave superposition method, the far-field radiated sound pressure P  

can be obtained as 

 
0 0j c k = −P G c  , (7-13) 

where 
1[ ( ') ( ') ( ')]k nP r P r P rP = , 'kr  is the position vector of field space of 

sound; ( ) ( )'
' 4 'k ijk r r

i k k ir r e r r
− −

= −G = G  is a function of the free space Green, 

0k c=  is the wavenumber, 
ir  represents the position vector of equivalent acoustic 

source of the laminated plate, 1j = −  is imaginary. Then, based on eqn. (7-1), (7-2), 

(7-3), (7-9), and (7-13), the relationship between bolt preload and the radiated sound 

pressure can be developed. 

Furthermore, as shown in Fig. 7-2, a numerical model is constructed to partially 

verify the proposed analytical modeling of the percussion-based method for bolt 

looseness detection.  A 3D model of the bolted joint (4×M10, tightened plate: 150 

mm×150 mm×5 mm) is placed on an infinite rigid baffle. The material properties of 

steel plate and air are given in Table 7-1. Particularly, the interfacial roughness of the 
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bolted joint is taken into consideration, and the detailed procedure has been introduced 

and discussed in subchapter 3.3.  

Table 7-1 Material properties 

Material Properties Value 

Steel 

Elasticity modulus 209 GPa 

Poisson ratio 0.3 

Density 7860 kg m-3 

Yield stress 355 MPa 

Air 
Density 1.19 kg m-3 

Sound speed 343 m s-1 

Then, this numerical simulation is implemented via the COMSOL, which is a 

widely used commercial FEM software. To simulate the properties of the percussion-

induced sound signals, two embedded modules in the COMSOL (solid mechanics and 

the acoustic) are employed. Particularly, the default acoustic-solid interaction 

(frequency domain Multiphysics coupling) in COMSOL is used to define the boundary 

coupling features between the air and structure. The tapping point is on the steel plate, 

and the mimic of tapping is implemented via a sine pulse, as shown in Fig. 7-2. It is 

worth noting that the amplitude and duration time of the tapping. Furthermore, a 

hemispheric-shaped air domain (i.e., perfectly matched layer, PML [287]) is used to 

extrapolate the far field of sound with thickness of 0.1m. The radius of PML is 0.5 m. 

Finally, the sound pressure level at the interface between air domain and PML domain 

is simulated via a reference of 20 μPa. All elements in the proposed simulation model 

are meshed by tetrahedral mesh, and the maximum size is set to one-sixth of acoustic 

wavelength to ensure accuracy. 
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Fig. 7-2 Finite element modeling of percussion-based method for bolt looseness 

detection 

Finally, to verify the effectiveness of the proposed analytical model (also the 

numerical model), the author performs an experiment, whose apparatus is depicted in 

Fig. 7-3 [288]. Four different degrees of bolt preload (0 Nm, 20 Nm, 40 Nm, and 60 

Nm) are selected. All setup is the same as the numerical simulation, and a microphone 

(CAD 179-type, frequency response: 100 Hz-20 kHz) is placed at 0.5 m from the impact 

point (steel plate) to record the percussion-induced sound signals with sampling 

frequency of 48 kHz. Then, an impact hammer (PCB 086C03) with NI DAQ system 

(NI type USB-6366) is utilized to implement the percussion; particularly, the NI DAQ 

system is used to obtain the amplitude and duration time of the impact force. For the 

experimental signals, the background noise is extracted, and a high-pass filter was used 

to eliminate other noise signals. Moreover, for all analytical, numerical, and 

experimental sound signals, an A-weight acoustic filter is applied, and the Fast Fourier 

Transform (FFT, nfft points: 32, 768) is employed to process and identify the frequency 

response of sound signals. 
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Fig. 7-3 Experimental setup 

On the other hand, the surface roughness of the bolted joint is measured by a 

three-dimensional (3D) surface roughness profiler (Zygo, ZeGage, USA), as shown in 

Fig. 7-4. The fractal dimension and the fractal roughness parameter are calculated as 

1.26D = , G =2.15×10-12 m (more detailed computation procedure has been given in 

subchapter 3.1). 

 

Fig. 7-4 Surface profiler with measured topography 
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According to the calculated fractal dimension and the fractal roughness 

parameter, the properties of the virtual material under different preloads can be obtained, 

and the results are given in Table 7-2. 

Table 7-2 Properties of virtual material under different bolt preloads 

Material 
Preload 

0 Nm 20 Nm 40 Nm 60 Nm 

Elasticity modulus/ GPa 0 0.41 0.66 0.74 

shear modulus/ GPa 0 0.15 0.31 0.42 

Density/ kg m-3 7860 7860 7860 7860  

Poisson ratio 0 0.20 0.22 0.24 

Thickness/ mm 0 0.16 0.21 0.24 

Subsequently, the analytical solutions, simulation results, and experimental 

values (in decibels, dB) under different preloads are compared in Fig. 7-5, which 

indicates that the tendency of the analytical solutions, simulation results, and 

experimental values has common (not good) consistency. This phenomenon is similar 

to the previous investigations [289], and it may be explained due to the simplifications 

and assumptions of analytical and numerical modeling. Moreover, the peak values can 

be used as an index to indicate the bolt looseness, and it increases with larger preload. 

Then, it is noticed that the differences of spectrum (particularly the peak value) between 

40 Nm and 60 Nm is smaller than other cases. This phenomenon can be attributed to the 

saturation of the true contact area under overlarge preload, which has been discussed in 

subchapter 3.2. Finally, the comparison of the analytical solutions, simulation results, 

and experimental values (peak value) are given in Table 7-3, which can demonstrate the 

effectiveness of the proposed analytical and numerical modeling. Moreover, as shown 

in Table 7-4, the correlation coefficients between the analytical solutions and the 

experimental values under different preloads are within the range of 0.6-0.8 (which 
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means the strong correlation), and the simulation results under different preloads has 

the moderate correlation with the experimental values, since the correlation coefficients 

are between 0.4 and 0.6. Overall, the results in Table 7-3 and 7-4 can confirm the 

effectiveness of the proposed analytical and numerical model, i.e., the working 

mechanism of the percussion-based method for bolt looseness detection.  

 

(a) 0 Nm 

 

(b) 20 Nm 

 

(c) 40 Nm 
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(d) 60 Nm 

Fig. 7-5 Comparison of three kinds of results (in spectrum) under different preloads 

Table 7-3 Comparison results among three results under different preloads 

Preload 
Experimental 

value (Hz) 

Analytical 

solution (Hz) 
Error 

Simulation 

result (Hz) 
Error 

0 Nm 3350 3260 2.7% 3390 1.2% 

20 Nm 3900 3780 3.1% 3820 2.1% 

40 Nm 4654 4730 1.6% 4890 5.1%  

60 Nm 4800 4660 2.9% 4700 2.1% 

Table 7-4 Similarity analysis between analytical solutions/simulation results and 

experimental values under different preloads 

Preload Analytical solution Simulation result 

0 Nm 0.7534 0.6081 

20 Nm 0.6276 0.5312 

40 Nm 0.6505 0.4087 

60 Nm 0.6338 0.5203 

7.2 Practical robotic-assisted percussion-based method for bolt looseness detection 

The last subchapter researches the working mechanism of the percussion-based 

method. However, it is noticed that the frequency domain features may be not suitable 

for industrial application (since the sensitive may be incapable of detecting multi-bolt 

looseness). Moreover, the current percussion-based method is implemented manually, 

which is hard to achieve for some complex cases (e.g., high-rise truss/space structures). 

As illustrated in Fig. 7-6 [290], a climbing robot that equips with a robotic arm, a 

hammer, and a microphone can address the problem of the bolt looseness detection of 

the space structure. Therefore, in this subchapter, a more practical percussion-based 
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method is developed. First, the robotic arm and hammer is used to implement the 

tapping, i.e., no manual percussion is required. Then, rather than frequency domain 

features, the proposed practical percussion-based method employs the Mel-frequency 

cepstrum (MFCC) [291] and memory-augmented neural network (MANN) [292] to 

achieve the extraction and classification of percussion-induced sound signals to detect 

multi-bolt looseness.  

 

Fig. 7-6 Schematic of robotic-assisted detection of spatial bolt-ball joint looseness 

The overall flowchart of the proposed practical percussion-based method is 

illustrated in Fig. 7-7 [290]. After the pre-processing, the time-frequency representation 

of the percussion-induced sound signals (under different cases of bolt integrities) via 

MFCC is obtained. Then, by normalizing and graying the MFCC matrices, the training 

and testing datasets are generated. The training dataset is imported into MANN to train 

the classifier, and the testing dataset is used to verify the performance of the classifier. 
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Fig. 7-7 Flowchart of the proposed practical percussion-based method 

The reason to use MFCC to process the percussion-induced sound signals is that 

the input for MANN is 2D instead of 1D. In other words, MFCC can extend 1D sound 

signals to 2D matrices (time-frequency domain features). Moreover, this extension 

reduces the dimensionality, which dramatically improves the training efficiency. The 

procedure of MFCC is depicted in Fig 7-8. 

 

Fig. 7-8  Flowchart of the MFCC feature extraction and computation process 

The detailed steps for MFCC are given as follows: 

(1) First employ a Hamming window to segment the sound signal ( )x n . 
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(2) Then, the discrete Fourier transform (DFT) is used to compute the power spectrum 

of sound signals as 
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where 0 sk M  , and 
sM  is the total points for the DFT, k  is the parameter for 

sM . 

(3) Subsequently, the frequency in Hertz scale is converted to Mel scale by using a filter 

bank that includes some triangular filters, and the response ( )iH k  of ith  filter can 

be expressed as 
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where 
ibk  is the value of filter’s boundary, Q  is the total number of filters, 

maxf  and 

minf  are the maximum and minimum of the frequency range. 

(4) According to O’Shaughnessy’s theory, one can compute the frequency in Mel scale 

melf  and its inverse 1

melf −  as 
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. (7-16) 

(5) Finally, the MFCC coefficients ( )c n  can be obtained by calculating the energy 

spectrum ( )s i  of the filter bank through the discrete cosine transform (DCT) as 
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In fact, MFCC has been widely used in automatic speech recognition (ASR), i.e., 

sound signal processing. Particularly, with the rapid development of deep learning 

technique, the convolutional neural network (CNN) has been applied to extract features 

from MFCC and implement classification. Compared to the current methods for ASR 

such as the hidden Markov models (HMMs), the Gaussian mixture models (GMMs), 

and their combination (i.e., the GMM-HMMs), the MFCC+CNN can achieve better 

performance and attract a lot of attention. For instance, a CNN-MFCC hybrid model 

[293] and a Label-Tree Embeddings (LTE) algorithm [294] was proposed to employ 

CNN to capture MFCC features and achieve audio scene classification, and many 

similar investigations have also demonstrated the capacity of MFCC+CNN. However, 

it is noticed that an issue limits the further application of CNN+MFCC, i.e., CNN 

requires extensive data to train the classifier and it needs to relearn the inherent 

parameters for classification when new data is encountered. In other words, the classifier 

can assimilate the small quantity of input rapidly and generate a promise classification 

based on the inference from a new scrap of information. Thus, in this subchapter, the 

author employs MANN, which is derived from Neural Turing Machines (NTMs) and 

memory networks, to replace CNN for the extraction and classification of MFCC 

features. Moreover, the advantages pf MANN have been demonstrated in the previous 

investigation. 
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Fig. 7-9 The architecture of the MANN 

As shown in Fig. 7-9, MANN has a controller that is long short-term memory 

(LSTM) network, an external memory, and several read/write heads. The working 

mechanism of MANN is described as follows. 

(1) With the input data 
1( , )t tx y −

, the LSTM controller can update the state as 

 1 1
ˆ ˆ ˆ ˆ, , , ( , )f i o xh hh h

t t tg g g x y − −+ +u W W h b= ,  (7-18) 

where ˆ ˆ ˆ, ,f i og g g  are the forget gate, input gate, and output gate, respectively; 

1( , )xh

t tx y −W  denotes the weight transformation from the input 
1( , )t tx y −

 to the hidden 

state, hh
W  represents the weight transformation between two different hidden states, 

1t−h  is the hidden state with label 
1ty −
, h

b  is the bias of the hidden state. 

(2) Then, the concatenated output of the controller can be expressed as 

 ( , )t t t=o h r ,  (7-19) 
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where ˆ( ) tanh( )o

t tg=h c  is the hidden state with label 
ty , 

1
ˆ ˆ ˆ( ) ( ) tanh( )f i

t tg g −= +c c u  is the cell state, 
tr  is the read vector under the 

external memory 
tM , σ() represents the sigmoid function. 

(3) Particularly, the read vector 
tr  can be retrieved by using the read weight vector as 
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where ( , ( )) ( ) || || || ( ) ||t t t t t tK k i i i= M k M k M  is the cosine distance between the query 

key vector and each row of 
tM . Similarly, Least Recently Used Access (LRUA) [292] 

is employed to implement memory write function. 

(4) Finally, one can compute the output distribution, i.e., the classification probability 

tp  as 
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, (7-21) 

where op
W  is the output weight, and the episode loss ( )  can be obtained through 

 ( ) logT

t t
t

y = − p  . (7-22) 

After introducing the MFCC and MANN, the author performs an experiment to 

verify the effectiveness of the proposed practical percussion-based method. A 6-bay, 

83-member spatial truss structure connected by bolt-ball joint (size: 0.35 m of length, 

0.35 m of width, and 2.1 m of height) is used to provide different scenarios of bolt 

looseness. The experimental apparatus includes a robotic arm with control handle 

(OWI-535, OWI Robotic), which can be used to implement the robotic-assisted 
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percussion. Particularly, a special hammer, which consists of a copper ball and a steel 

spring, is designed to simulate the “tapping”. It is worth noting that the tapping point is 

on the ball joint, while no accurate position can be ensured (due to spring). This design 

is preferred since the same tapping position cannot always be ensured in the real 

implementation. Moreover, as shown in Fig. 7-10, a microphone (Ambeo VR, 

Sennheiser) and an acoustic signal acquisition interface (Scarlett 18i8, Focusrite) are 

used to capture and save the percussion-induced sound signals. The distance between 

the microphone and the tapping position is about 0.2 m, and the sampling rate and time 

are set to 48 kHz and 0.1 second, respectively. 

 

Fig. 7-10 Experimental setup 

The details of different scenarios of bolt looseness are given in Table 7-5. It is 

worth noting that both single-bolt and multi-bolt looseness are investigated. Particularly, 

two joints are used (Joint B in Case 7) to demonstrate the capacity of MANN. For Case 
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1 to 6, the percussion is repeated 100 times to construct dataset, which can be divided 

into two parts: 80% for training and 20% for testing (i.e., 480 training samples and 120 

testing samples). Then, in terms of Case 7, the testing dataset has 20 samples, and the 

numbers of training dataset are set to 2, 4, 6, 8, and 10, respectively.  

Table 7-5 Details of different experimental scenarios 

Case Joint Looseness Tightened (20 Nm) 

1 

A 

N/A Bar 1, 2, 3, 4, and 5 

2 Bar 1 (10 Nm) Bar 2, 3, 4, and 5 

3 Bar 1 (0 Nm) Bar 2, 3, 4, and 5 

4 Bar 1 and 2 (0 Nm) Bar 3, 4, and 5 

5 Bar 1, 2 and 3 (0 Nm) Bar 4 and 5 

6 Bar 1, 2, 3 and 4 (0 Nm) Bar 5 

7 B Corresponding to cases 1-6 

 

Fig. 7-11 Samples of sound signal and MFCC features under different cases 
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 The received percussion-induced sound signals, corresponding MFCC matrices 

(size: 8×14) and normalized/grey matrices are depicted in Fig. 7-11. Then, the 

normalized/grey matrices are fed into MANN model, which is constructed and achieved 

on the TensorFlow framework. Based on random translation and rotation of inputs (i.e., 

normalized/grey MFCC matrices), the data augmentation was achieved, and the ADAM 

(adaptive moment estimation) optimizer was employed to train the MANN. In this paper, 

a grid search was implemented to figure out the best values of parameters as external 

memory size: 128×40; LSTM controller size: 200; the learning rate: 1e-4, the number 

of reads from memory is 4 (with write decay of 0.99); feedback instance: 10, and the 

batch size: 32. Moreover, a GPU (graphics processing unit, Nvidia GTX 960) was used 

to improve efficiency. Subsequently, to verify the effectiveness of the MANN, its 

classification accuracies were computed with maximum episodes of 100, 000, as 

depicted in Fig. 7-12. 

 

Fig. 7-12 Testing accuracies under different Cases (1-6) using the MANN 

It is observed that the testing accuracy can achieve 100% after 25,000 episodes 

under the tenth feedback, and the performance of the proposed percussion-based method 
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is compared with several methods, including current percussion-based methods [295, 

296, 297] and CNN+MFCC. The results are given in Table 7-6. It can be seen that the 

MFCC+MANN achieve the best performance, which preliminarily demonstrates the 

effectiveness of the proposed practical percussion-based method.  

Table 7-6 Comparison of testing classification accuracies between the proposed method 

and current methods 

Model Instance (% Accuracy) 

PSD+DT [295] 66.67 

MFCC+SVM [296] 92.17 

IME+BPNN [297] 81.33 

MFCC+CNN 99.17 

MFCC+MANN 100.00 

Then, the anti-nosing performance of the proposed percussion-based method is 

tested by adding white Gaussian noise into input. To quantify the influence of noise, an 

index, i.e., signal-to-noise (SNR) ratio is used and is expressed as 

 

2

signal

10 2

noise

SNR 10logdB

A

A

 
=   

 
, (7-23) 

where signalA  and noiseA  are the amplitude of the signal and noise, respectively. 

 

Fig. 7-13 Illustration of the adding noise process (under the case of SNR= 20dB) 

The illustration of adding noise into sound signal is given in Fig. 7-13. In this 

subchapter, four different levels of noise (20 dB, 40 dB, 60 dB, and 80 dB) are selected. 

Then, the results of the proposed percussion-based method and other four baseline 
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methods are compared in Fig. 7-14, which depicts that the proposed percussion-based 

method still achieve the best performance. Thus, the anti-nosing capacity of the 

proposed percussion-based method is verified. 

 

Fig. 7-14 Classification accuracy among different methods 

Finally, to demonstrate the effectiveness of MANN, the experiment under Case 

7 is conducted. In other words, scenarios of Case 1-6 are repeated at Joint B to construct 

new training dataset and testing dataset. It is worth noting that the new training dataset 

is just used to amend the well-trained model (via Joint A) to achieve promising 

classification accuracy. For instance, after conducting the experiment of Case 7, the 

trained MANN and CNN classifiers via Joint A are used to assimilate several (2, 4, 6, 

8, and 10) training samples form Joint B for adaptation. Then, the classifiers are tested 

by the testing data (total number: 120) from Joint B, and the results are given in Fig. 7-

15, which confirms that MANN outperforms CNN, indicating that MANN may have 

more potential for the future applications. Overall, according to the above three 

comparisons, it is clear that the proposed practical percussion-based method shows 

promising performance, and its application in the real industries can be expected. 
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Fig. 7-15 Testing accuracies under case 7 using the MANN and the CNN 

7.3 Percussion-based method for bolt looseness detection via one-dimensional 

memory-augmented convolutional neural network 

The last subchapter employed the voice recognition technique (MFCC) and DL-

based techniuqe to achieve bolt looseness detection practically. However, it is 

presupposed that MFCC is a promising feature for bolt looseness. Such a hand-crafted 

feature (e.g., MFCC) may miss some discriminative characteristics of the percussion-

induced sound signals, leading to unsatisfactory classification performance in some 

cases. Therefore, in this subchapter, the author further employs the capacity of DL, 

which can fuse the feature extraction and recognition (a.k.a., classification) into one 

frame. In other words, instead of any extracted features such as MFCC, the percussion-

induced sound signals are fed into a DL-based classifier to avoid the hand-crafted 

features and inefficient postprocessing, thus achieving better classification accuracy. 

Particularly, based on CNN and MANN (which has been introduced in the last 

subchapter), a new DL-based classifier, i.e., one-dimensional memory-augmented 

convolutional neural network (1D-MACNN) is proposed. 
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The schematic of the proposed 1D-MACNN and the detailed architecture [298] 

are given in Fig. 7-16 and Table 7-7, respectively. The 1D-MACNN consists of one 1D 

convolutional (Conv) layer, one max-pooling (M-p) layer, one MANN layer, one fully-

connected (FC) layer with activation function of softmax. Since MANN has been 

introduced in the last subchapter, the mechanism of convolutional layer and max-

pooling layer is only briefly descriped in this subchapter. 

 
Fig. 7-16 Schematic of the proposed 1D-MACNN 

Table 7-7 Architecture of the proposed 1D-MACNN 

Layer Name Details 

1 Conv filters=32, kernel size=64×1, strides=16, 

activation=‘ReLU’, padding=‘same’ 

2 M-p kernel size=2×1, strides=1, padding=‘valid’ 

3 MANN LSTM units=100, memory size=40×20, read heads=4, 

write heads=1 

4 Fully-Connected units=5, activation=‘softmax’ 

 

Overall, spatially local connectivity and weight-sharing are two essential 

properties of the convolutional layer, since they can enable the function of learning 

kernels. In other words, the convolutional layer can be regarded as a local feature 

extractor that can produce a feature map between input and kernel, and the procedure of 

this extraction can be described as 
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 1l l l l

k ik i k

i

+ =  +y K x b , (7-24) 

where 
1l

k

+
y  is denoted as the input of thk  neuron at layer 1l + , 

l

ikK  is defined as the 

kernel from thi  neuron at layer l  to the thk  neuron at layer 1l + , 
l

ix  is the output of thi  

neuron at layer l ,   represents the convolution computation, 
l

kb  is the bias of the thk  

neuron at layer 1l + . 

The Rectified Linear Unit (ReLU) is employed as the activation layer after the 

convolutional layer, to improve the divisibility of extracted features and accelerate the 

convergence. The implementation of ReLU can be expressed as 

 
1 1 1( ) max{0, }l l l

k k kf+ + += =a y y , (7-25) 

where 
1l

k

+
a  is the activation of 

1l

k

+
y . 

 
Fig. 7-17 Demonstration of the 1D convolution, ReLU, and max pooling 

The max-pooling layer (the most common pooling layer) is used to condense 

features and improve computational efficiency. Generally, its working mechanism is to 

only output the maximum number in each sub-region. The author illustrates the 
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implementation of the 1D convolution, ReLU, and max pooling in Fig. 7-17. Moreover, 

the batch normalization (BN) layer was used between convolutional layer and max-

pooling layer to normalize the features extracted through the convolutional layer, thus 

improving the performance and stability of networks. 

Subsequently, the training process of the proposed 1D-MACNN, which is  

similar to MANN model, can be described as follows: (1) a ( 1,2, , )t t T=  time 

sequence 
ix  with one-hot time off-set labels 

1t−y  (i.e., the input has the form as 

1 2 1 1( , ),( , ), ,( , )T Tx null x y x y −
) works as the input of 1D-MACNN, (2) Under each 

time step, the 1D-CNN layer and 1D max-pooling layer are used to extract features from 

input to construct new input tx , which will be ded into the MANN layer, (3) Then, using 

the new input and label, the MANN layer can output 
to , (4) 

to  is then passed to the FC 

layer to produce a vector of class probabilities 
tp , (5) finally, 1D-MACNN model will 

minimize the following loss function to implement the training process as 

 ( ) logt t

t

L  = − py , (7-26) 

where 
ty  is the target label at time t . 

To verify the proposed 1D-MACNN, the author conducted an experiment under 

laboratory conditions on a reinforced concrete (RC) column, whose top was connected 

to the loading device via a steel box beam, as depicted in Fig. 7-18. Moreover, the 

drawing of specimen is given in Fig. 7-19. Four M28 through-bolts are used to hold the 

connection between the steel box beam and the RC column, which are denoted as TL, 

TR, BL, and BR, respectively. Five different shear loading (0 kips, 40 kips, 50 kips, 67 
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kips, and 75 kips) are applied to these bolts by driving the device. For each bolt, a 

hammer is used to tap it 150 times under five levels of shear loading. In other words, 

there is a total of 3000 (150×4×5) samples, and a smartphone (iPhone 6s), which is 

about 300 mm from the nut, records these percussion-induced sound signals with a 

sampling frequency of 48,000 Hz. Finally, these audio signals would be utilized as 

training and testing datasets for the proposed 1D-MACNN to achieve the shear loading 

detection of through-bolts. 

 
Fig. 7-18 Experimental apparatus 

 
Fig. 7-19 Drawing of specimen (unit: inch) 

In terms of recorded percussion-induced audio signals, the signals are first 

preprocessed by normalization and down-sampling (frequency: 10, 240 Hz), and then 
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the signals are clipped with a duration of 0.4 second (i.e., each sample has 10240×0.4= 

4, 096 points). Fig. 7-20 illustrates the signals under different shear loading when 

tapping the TL through-bolt. 

 

 

 

 

 
Fig. 7-20 Percussion-induced sound signals under different shear loading (through-bolt: 

TL) 

For each through-bolt (i.e., TL, TR, BL, and BR), 120 from 150 signals under 

each shear loading (i.e., class/category) are randomly selected to construct the training 

dataset (120×5×4 = 2400), and the remaining data (30×5×4 = 600) worked as the testing 

set. The training procedure is the same as the implementation in subchapter 7.2, and the 

training and testing processes of the 1D-MACNN is presented in Fig. 7-21.  
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Fig. 7-21 Training and testing process of 1D-MACNN 

Several estimating factors including accuracy, positive predictive value 

(Precision), true positive rate (Recall), false positive rate (FPR), and F1-score are used 

in this subchapter. Accuracy can be obtained as the ratio of number of correct 

predictions to the total number of testing samples, and other factors’ definitions are 

given as 
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, (7-27) 

where k  is the total number of classes (here 5k = ), TP is True Positive, which means 

both true label and correctly predicted label are “positive”, FP is False Positive, which 

means true label is “negative”, while incorrectly predicted label are “positive”, TN is 

True Negative, which means both true label and correctly predicted label are “negative”, 
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FN is False Negative, which means true label is “positive”, while incorrectly predicted 

label are “negative”. 

The comparison results among the proposed method and several previous 

investigations are given in Table 7-8, which shows that the proposed 1D-MACNN 

achieves the best performance, demonstrating the effectiveness of the 1D-MACNN. 

Table 7-8 Comparison of classification performance among different methods 

Method [296] [295] [297] 1D-MACNN 

Accuracy 0.88 0.62 0.77 1 

Precision 0.88 0.63 0.77 1 

Recall 0.88 0.62 0.77 1 

FPR 0.03 0.09 0.06 0 

F1-score 0.88 0.62 0.77 1 

 

 

  



 

141 

CHAPTER 8.    CONCLUSIONS AND FUTURE WORK  

This dissertation presents several investigations on bolt looseness detection via 

structural health monitoring (SHM) methods and the percussion-based approach. After 

a detailed literature review, three widely used SHM methods including the active 

sensing method, electromechanical impedance (EMI) method, and vibro-acoustic 

modulation (VAM) method are selected. In terms of these three methods, several new 

concepts were proposed to improve their performance. 

For the active sensing method, three new models (numerical modeling, semi-

analytical modeling, and analytical modeling) were developed to enable us to have a 

better understanding of working mechanism, based on the fractal contact theory. Then, 

considering the deficiencies of current damage index (DI) of the active sensing (i.e., the 

signal energy/amplitude), the author proposed several entropy-based DIs to improve the 

performance of the active sensing method, particularly for the detection of bolt early 

loosening and multi-bolt looseness. Several experiments were conducted to verify the 

effectiveness of these models and the proposed entropy-enhanced active sensing method.  

Regarding the EMI method, the author developed an analytical modeling based 

on the fractal contact theory. By equivalenting the bolt joint to a mass-spring-damper 

system, the proposed analytical model describes the relationship between bolt preload 

and impedance signal (both real part and imaginary part). An experiment was conducted 

to verify this model. 

Subsequently, the author proposed a new entropy-enhanced VAM method to 

solve several deficiencies of the current VAM method. For instance, current VAM 

method only employs single frequency signal as input (both high-frequency input and 
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low-frequency input), which may be improper for industrial applications. Therefore, in 

the proposed entropy-enhanced VAM method, swept sine waves are used to replace the 

single-frequency input. Moreover, due to the swept sine waves, an entropy-based DI is 

developed to indicate the bolt early looseness. Then, with the help of the machine 

learning (ML) technique, the multi-bolt looseness detection via the VAM-based method 

was developed. Corresponding experiments were implemented to confirm the efficacy. 

Then, the author proposed a new percussion-based approach, which required no 

constant contact between transducers and bolted connection. In other words, compared 

to the active sensing method, EMI method, and VAM method, the percussion-based 

approach has better potential for future industrial applications. An analytical model was 

developed to introduce the mechanism of the percussion-based approach. Then, with 

the help of the audio signal recognition (ASR) technology and deep learning (DL) 

technique, the author proposed two practical robotic-assisted percussion-based 

approaches and conducted a lab-level experiment to verify the feasibility of the 

proposed approaches.  

Finally, the author provides a comparison among the above four methods (active 

sensing, EMI method, VAM method, and percussion-based approach) for bolt looseness 

detection, as given in Table 8-1, which reveals that these four methods have different 

advantages and disadvantages, thus leading to different potential for different industrial 

applications. For instance, the active sensing, EMI method, and VAM method are 

suitable for real-time monitoring of bolt looseness, while the percussion-based approach 

can give a fast estimation of bolted integrity. Compared to the active sensing, the VAM 

method is more sensitive to bolt looseness, but it requires two inputs, which can cause 
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more complexity of the implementation. The EMI method has the best sensitivity among 

these four methods; however, ambient temperature has significant influence on its 

detection performance. In other words, proper methods should be selected for different 

cases in real industrial applications. 

Table 8-1 Comparison among different methods for bolt looseness detection 

Method Advantage Disadvantage 

Active sensing 
Easy to implement 

Real-time monitoring 
Low sensitivity 

EMI 
High sensitivity 

Real-time monitoring 

Vulnerable to ambient 

temperature 

VAM 
High sensitivity 

Real-time monitoring 
Complex to implement 

Percussion approach 

Easy to implement 

Low cost 

Fast estimation 

Vulnerable to ambient noise 

 

In future work, the author will research the feasibility of the active sensing 

method, EMI method, and VAM method for bolt looseness recognition in a multi-bolt 

connection. Moreover, the author will attempt to solve several issues of the percussion-

based approach, including the denoising performance and the adaptability. Particularly, 

some deficiencies of investigations in this dissertation will be solved in future work as 

follows: 

(1) More repetitions of experiments will be conducted to ensure the repeatability, 

(2) The Aliasing effect will be taken into consideration and the anti-aliasing filter will 

be used, 

(3) The effect of ambient temperature on performance of EMI for bolt looseness will be 

investigated, and the author will attempt to provide a solution (e.g., compensation 

algorithm), 
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(4) The influence of input amplitude on performance of the active sensing will be 

researched, 

(5) The author will attempt to develop baseline-free strategies for the active sensing, 

EMI method, and VAM method, 

(6) Finally, the real industrial application of the proposed methods (e.g., bolt looseness 

detection in steel high-rise building) will be investigated, particularly several 

important issues (e.g., self-powering and wireless network). 
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