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Abstract

In the past two decades, smart materials and stagthave been increasingly
used in active and passive structural vibrationpsegsion, since such materials or
structures can convert kinetic energy of vibrationis other forms. A useful property in
smart materials and structures is their hysterbgbavior, which has an energy
dissipating effect during vibration suppression.wdwger, the nonlinearity of the
hysteresis poses a challenge for structural maglelihis Ph.D. dissertation focuses on
advanced modeling of smart materials and structamelstheir potential applications on
passive structural vibration suppression.

This dissertation develops several advanced magepproaches including a
nonlinear autoregressive exogenous (NARX) modeledasn a recurrent neural
network (RNN) for smart materials with hysteretiehlaviors, a phenomenological
model for superelastic shape memory alloy (SMA)da¢lsprings, and a mathematical
model using quasi-static electromagnetic theoriew fa prototype passive
electromagnetic (EM) damper. In addition to forwanddeling approaches to estimate
responses, an inverse NARX RNN model is developedeference control purposes.
The implementation of smart materials and strustwith their advanced modeling are
applied to two types of applications, a base ismatystem and a subsea jumper system.
Both numerical simulation and experimental reshi#tge proven the advanced modeling
methods perform accordingly, and the implementatiaran dramatically reduce

structural vibration and improve structure safety.
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Chapter 1. Introduction

Smart materials or functional materials are certgpes of materials which
properties can undergo purposeful and reversiblangés. These changes can
significantly vary the original materials’ propetiin a controlled manner. In the recent
years, many types of smart materials, includinggeéectric materials, shape memory
alloys (SMAs), magnetorheological (MR) materialslaso on, have been frequently
studied and applied. Applications of various typésmart sensors and actuators have
been utilizing smart materials due to their spepralperties. In this dissertation, smart
structures are defined as such structures whogegiies can be actively controlled or
adjusted in the aim of specific functionalities Isuzs vibration suppression. Popular
smart structures include MR dampers, electromag(iEéM) dampers, SMA braces, and
systems utilizing them.

This dissertation concentrates on advanced modetiathods and innovative
applications of smart materials and structurese@sfly in the area of passive structural

vibration suppression.
1.1 Objectives and Motivations

In structural design, passive vibration suppressias been favored to mitigate
the impact of earthquakes and wind loads in the paseral decades (Soong and
Dargush, 1997). Most current energy dissipatiortesys and devices were built by
either transferring energy between different vilmratmodes, or by converting the
kinetic energy into other forms of energy suchtesmal energy. Smart materials and
structures are excellent candidates for formulatngrgy dissipation devices, since
their special properties can achieve such a coire energy. Furthermore, smart

1



materials and structures normally carry hysterk&bhaviors, which can be utilized to
dissipate energies and further reduce vibratiomsth® other hand, hysteretic behaviors
as one type of highly nonlinear behaviors can cayrsat difficulty in modeling of
smart materials and numerical simulations. Thisettsition aims at advanced modeling
of hysteretic behaviors in smart materials andcttines with potential applications
especially in the area of structural vibration gegpgion.

In this dissertation, advanced modeling for smaatemals including ultra-thin
SMA wires, helical superelastic SMA springs areadeped. A mathematical model for
prototype EM dampers as an innovative type of sstancture is derived. Applications
of smart materials and structures are investigategassively suppress structural
vibration and reduce damages. A two-story experiatidrase isolation structural model
and a numerical subsea jumper model are chosereaspéary applications of smart

materials and structures in passive vibration seggon.
1.2 Research Contributions

The first contribution of this research is an innoative modeling approach
based on recurrent neural networks for hysteretic siart materials, such as SMAs,
piezoceramics, MR fluids.We create a new type of recurrent neural netwotctire
and its corresponding training approach. The moaodalitér training is validated
experimentally by using an ultra-thin SMA wire. thermore, the idea of this
innovative modeling method is applied to inversediral network models that, as a
feedforward controller without feedback signalspn gaedict and control the strain or

position of the ultra-thin SMA wire.



The second contribution is an innovative phenomenogical modeling of
superelastic SMA helical springs. The phenomenolatal model considers the
shape of the hysteresis and calculates the corresuting force based on the relative
displacement.To validate the modeling approach, two superel&SkA springs were
trained in-house and experimentally tested. Fumbee, the trained SMA springs were
used in an experimental base isolation structurinotion as both energy dissipation
and position restoring device.

The third contribution lies in the advanced modelirg of a prototype EM
damper. A mathematical model, which shows the force-vejocelation of the EM
damper, is developed based on quasi-static eleatjoetic theories. Geometric,
magnetic and electric properties determine the dagnpoefficients of the prototype
EM dampers. This advanced modeling has dramaticalbyoved research in this area
by reducing the error between numerical and exparial results. Potential
applications of the prototype EM dampers includeebasolation systems, subsea
jumper systems and other structures in need ofyeagbration suppression.

The fourth contribution is the application of the gnart materials and
structures on base isolation structuresThe superelastic SMA helical springs and the
prototype EM damper were implemented in a two-stoage isolation building as
energy dissipation and passive damping devices. edoal and experimental data
indicate that the structural vibration can be digantly reduced by utilizing the smart
materials and structures.

The fifth contribution is the application of smart materials and structures

on subsea jumper systemsA hybrid EM damper was designed consisting of a



structure similar to the prototype EM damper andrfalentical superelastic SMA
springs. The numerical results indicate that byizitig the hybrid EM damper, the
stress at the bottom of the subsea jumper systemelasis the relative displacement in
the middle node of the jumper can be dramaticatuced under various earthquakes
excitations.

Finally, this research provides a basis for futstedies using smart materials
and structures for passive vibration suppressionth Wurther modeling and
experimentation, the results of this dissertatiahfimd wide application in many other
fields of engineering.

1.3 Organization

This dissertation is organized into eight chapt&€he outline of this dissertation
is as follows:

Chapter 1 presents the motivations, objectives thedmajor contributions of
this dissertation.

Chapter 2 presents the literature review of reldtguics: 1) shape memory
alloys, 2) electromagnetic dampers, 3) artificigural networks, 4) base isolation
systems and 5) subsea jumper systems.

Chapter 3 develops an innovative modeling apprdesed on recurrent neural
networks for smart materials and structures witbténgtic behaviors. A new type of
network structure and the corresponding advaneeuinig procedure is developed. The
proposed modeling approach was tested given amthitn shape memory alloy wire.

Chapter 4 presents a success utilization of thevative recurrent neural

network structure, in the area of active predictaod control. The network structure



was modified to be an inverse model as an off-feedforward controller. Similarly,
the inverse model was applied to actively conth& position of the ultra-thin shape
memory alloy wire.

Chapter 5 derives an innovative phenomenologicatietiog approach for
superelastic shape memory alloys with a shape 0€dhespring. Various sets of
experiments with a trained-in-house shape memdoy apring were performed to
validate the proposed modeling. To investigate &em@l application of superelastic
SMA springs, an experimental base isolation systiems built and properly modeled.
The superelastic SMA springs could dramaticallypsaps the experimental structural
vibration in the base isolation system with disaurtes of various earthquakes.

Chapter 6 introduces the design of a prototypetr@emgnetic damper and
develops the corresponding mathematical model basegliasi-static electromagnetic
theories. The mathematical model was validateddmgparing the theoretical data with
the experimental data of a commercial moving magmator that can be utilized as a
prototype electromagnetic damper. In addition, tbiepter presents the potential
application of prototype electromagnetic damperbkdse isolation systems. Based on a
mathematical model of an experimental base-isolaedcture setup, a numerical
simulation of the structural performance under aasi earthquakes is given and
analyzed for the performance of the electromagrstraper.

Chapter 7 develops a hybrid electromagnetic daropesidering the effective
superelastic shape memory alloy spring in struttibmation suppression. Furthermore,
a configured prototype hybrid electromagnetic dampas designed and numerically

simulated with a subsea jumper system.



Lastly, Chapter 8 presents the conclusions of ésearch and recommendations

for future work.



Chapter 2. Literature Review

In the past several decades, smart materials andtges have been widely
used in many areas and applications. This chaptiudes reviews of shape memory
alloys as a popular type of smart materials, anteves of electromagnetic dampers as
an avant-garde type of smart structures. Sincécatineural networks and recurrent
neural networks are utilized as modeling structuttesy are also reviewed. Besides, we
cover the literature review of base isolation systend subsea jumper systems, which

are implemented with the technique of smart mdseaad structures in this dissertation.
2.1 Shape Memory Alloys

Shape memory alloys (SMASs), such as NiTi-based/s)lbave been used as one
of the most promising smart devices in many engingeapplications including civil
(Torraet al., 2007), mechanical (de Araugbal., 2011), biomedical (Kuribayaséi al.,
2006), aerospace (Chatial., 2006) among others. The shape memory effecttlzd

superelasticity are the two major properties leqdinthe popularity of SMAs.
2.1.1 Shape Memory Effect

The shape memory effect was first observed andrdedoin 1932 (Chang and
Read, 1951) by finding the reversibility of the nséormation in Au-Cd through
metallographic observations and resistivity changlsis effect is defined as the
capability of deformation to a memorized shape uapplication of external stimulus.
SMAs have the property of thermally induced shamsmory effect, which causes a
change in shape due to a change in temperaturesiidpe memory effect is based on
the nonlinear phase transformation between twal sfliases: the martensite phase, and

the austenite phase. The martensitic transformatieldls a thermoelastic martensite
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and develops from a high-temperature austeniteepfidss property can be utilized to
generate force or motion by heating the materiddoAthe transformation exhibits
hysteretic behaviors in that of phase compositiorheating and on cooling does not
overlap. For instance, a hysteretic curve of disgrl@ent versus voltage by electrical

heating the SMA is shown in Figure 2-1 (Song, 2008)
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Figure 2-1: Hysteresis curve example of SMAs (Sor&p08).

SMAs in wire form are widely used in many applicas as actuators utilizing
the property of the shape memory effect. Compatingther forms, SMA wires are
generally the least expensive and the most readifilable forms that can provide
relatively linear or straight line movement (Me&rd Oelschlaeger, 2004; Shaw, 2002).
The dynamic behavior of SMA wires has been of abersible interest. The
development of constitutive models for SMA wires feeen hampered for many years
due to the complexity of the material behavior dahd limited experimental basis.
Although researchers have studied the constitutieelels for the characterization of

8



the SMA (see, e.g., Tanalkh al., 1986; Siredeyet al., 1999; Potapov and da Silva,
2000), these methods are mostly simplified in orterenable their solvability and
applicability. Nevertheless, those constitutive eledrequire plenty of detailed
information of the material to achieve an accegastimation.

Preisach model based methods have been proposhgsteresis modeling and
tracking control of shape memory alloys (Hughe€95)9 The parameters of Preisach
models need to be carefully chosen to achieve aworate result, and may vary
dramatically for different applications. These paeders can be identified by special
parameter identification methods in some specifipglications (Majimaet al., 2001).
Alternatively, artificial neural networks (ANNSs) thi special transfer functions can be
appropriately trained to estimate the SMAs’ hydierdehaviors (An, 2010). This
method could be applicable to limited situationgy(eat only certain frequency or
amplitude) due to the simple structure of feedfodvANNs. Fuzzy algorithms in
addition to the neural network are feasible apgneado approximate hysteresis.

Recently, an adaptive neuro-fuzzy inference systerm been developed to
model an ultra-thin SMA wire (Kilicarslaet al., 2011). Normally designing the neuro-
fuzzy systems requires excessive experience edlyefwa the fuzzy rule bases and
surface. Those limitations can be resolved by duoing new types of neural network
structures, such as recurrent neural networks (RNNs

SMA wires have traditionally been used as “on-@téctromechanical actuators,
due to the intrinsic difficulty in accurately cooliing the martensite-austenite
proportion. This is due to the highly complex anohlimear rearrangements in the

molecular structure of the SMAs. Hysteretic behawvtso causes great difficulty of



accurately controling SMA wires. Controllers witito memory or special
configurations are insufficient to compensate thgstéresis. Researchers have
developed a few advanced control methods by usivgrse models of SMAs based on
the corresponding mathematical model for the themmegchanical behavior covering
hysteresis (Mayergoyz, 2003), as it has been donedme other hysteretic materials
(Smith, 2005).

However, similar to the constitutive models of SM#res, accurate inverse
models are difficult to obtain, unless adequat®rimftion of the material is given.
Hence, experimental modeling approaches, such adsANan be utilized to train an
inverse hysteresis model for SMA wires (Aseaal., 2008). To account for the
hysteresis effects, this trained inverse hysteramiglel requires proportional-integral
with anti-windup control loops, and accurate réalet feedback signals. Thus, a new
control method is needed such that it can funcii®a feedforward controller to micro-
position control SMA wires, and the performances lba improved by adding a simple

feedback controller. A RNN based inverse modahischievable solution.
2.1.2 Superelasticity

Superelasticity (or pseudoelasticity) is definedtlas apparent ability of the
material to reversibly sustain up to 8% strain withplastic deformation (Lagoudas,
2008). Similar to the shape memory effect, hysterssobserved in the stress-strain
relationship of superelasticity. Modeling of supaséic behaviors depends on the form
or shape of the SMAs. For example, a thermomechhmianstitutive model, with
strain-rate dependence to predict superelasticviimisawas developed for SMA wires

(Zhu and Zhang, 2007), and a tapered SMA bar has bethematically modeled to

10



predict the hysteretic superelastic behavior (Siatrial., 2012). In this dissertation, we
focus on modeling the superelastic behaviors of Shtthe shape of helical springs.

In the past two decades, SMAs in spring shape baea utilized as dampers
and actuators in the area of vibration suppresdiftentimes, applications of SMA
springs utilized the property of the shape memdigce For those applications, SMA
springs should be martensitic at room temperafmd,act as an actuator while heating
up. Researchers have been actively studying therrdation of SMA helical springs
based on relationship between stress, strain anda@ture since 1990s (Tobushi and
Tanaka, 1991). The design and the constitutive motl&MA springs for vibration
suppression were introduced and discussed (LiaddRagers, 1993).

On the other hand, research on the superelastic 3d#ngs has been
increasingly popular in recent years. The mechéarbeaavior of superelastic SMA
helical springs has been investigated to evallegedsponse with main concerns being
material and geometrical response nonlinearity a@dsi and Urbano, 2011). In the
meantime, the superelasticity of SMA helical spsirttas been recently numerically
analyzed and experimentally tested with a simglifiand approximated model
(Mirzaeifar et al., 2011). Besides the fact that the superelasti@yers of SMAs in
simple geometries (e.g., wire or bar) are consldgrdifficult to achieve an accurate
model, the initial material properties may change tb the complicated thermal and
mechanical treatments involved in shape settingsttids from wires or bars to helical
springs. For this concern, utilizing phenomenolagimodels, by which only the
properties of the SMAs after the treatments willcbasidered, can be better candidates

for modeling superelastic behaviors of SMAs in ¢edlspring geometry.
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Furthermore, besides the superelasticity, the slgmic SMA springs have the
advantages of anti-corrosion, energy dissipatiah ssmple fabrication. Utilizing these
advantages in the area of passive structural worasuppression has not been

addressed in the literature.
2.2 Electromagnetic Damper

Electromagnetic (EM) devices have been studiedused mainly as either force
actuators or generators of electrical energy. Tudies of EM devices were limited to
applications in regenerative damping systems ancdocational purpose (Podrzij
al., 2005). The term “regenerative damper” referddwices that can extract energy and
provide considerable damping in the system. Regéinerdampers are typically force
actuators in controls systems for a dual purposthely can counteract the disturbances
using energy from a power source or storage dewic@) they can convert the energy
of the disturbances into a type of energy whichlwamtilized or stored.

As part of regenerative damping systems, EM dehes® been utilized mostly
in vehicular applications (Fodor and Redfield, 19%2eanwhile some researchers have
discovered their possible utilizations in structwiaration suppression (Scruggs, 1999).
A structural EM damper has been proposed by Augeg€A 2003) to dampen
mechanical vibrations in buildings subjected t@sty dynamic excitations. In Auge’s
structural EM damper, permanent magnets were a&thth a moving mass, and the
movement of the coils attached to the buildingcttree can induce the damping force.

Such a complex EM damping system cannot be easijemor experimentally
validated due to many uncertainties introduced loy huge structure. Passive EM

dampers with simple structures should be helpfulvfbration suppression in multiple
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varieties of applications. Thus, a couple of yearsr, a prototype passive EM damping
device as well as its mathematical model was desigand experimentally tested
(Palomera, 2005). However, Palomera’'s model carfulbther improved by using
equations with more precision. In addition, as aehdype of damper, preliminary
studies in implementing passive EM dampers in strat vibration suppression have
not been addressed in the literature.

A conceptual hybrid passive EM damper with a hylicadamping part and an
EM damping part was recently designed for vehialspsnsion systems (Ebrahimi,
2009). In Ebrahimi’s research, the EM part comgrig@dinear permanent magnet mover
with a coil based stator. The movement of the magrer pressurizes fluid inside the
chamber of the damper, and results in a drag fddosvever, the hydraulic part of
Ebrahimi’'s hybrid EM damper, with an adequate aniafnmovement, can cause a
temperature change of the fluid in the chamber, thod influence on the generated
damping force. These issues can be resolved byiagphn innovative design of an
innovative hybrid EM damper combining a prototypé/ Edamper and helical
superelastic SMA springs. The EM damping part$s ldependent on the change of the
operating temperature, and regarding the helicahgp, the superelastic SMAs can be
manufactured with an elemental composition (e.ckelititanium) that has an operating
temperature range suitable for desired applicatiBn®inor change in temperature will
not influence on the performance of the damping.

Energy harvesting is another advantage of implemgnEM dampers in
vibration suppression such that energy from vibregior kinetic energy can be easily

converted to electrical energy which can be stayedised. Researchers have been
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studying and modeling the energy harvesting of EdMnplers during vibration for
several years (Bomarita, 2009). The utilizatioringf energy harvesting will be a future

direction for this research area.
2.3 Artificial Neural Networks and Recurrent Neural Networks

The history of artificial neural networks (ANNs)agied with the earliest
mathematical model of biological neurons in 194ZQWlloch and Pitts, 1943). In 1959,
this model was utilized to develop the first ANNsbd on a unit called perceptron,
which produces an output scaled as either 1 oRekénblatt, 1959). Later, researchers
found that the perceptron networks are incapableepfesenting simple functions
which were linearly inseparable (Minsky and Pap&A69), and this finding had
dampened the research on ANNs since then. How#vsrlimitation was resolved in
the early 1980s, which popularized the study of ANWhere were at least two reasons
for the rapid growth of interest in this field. Oreason was the development of both
neural network theory and experimental neurobiologlyich helped to overcome the
limitation of perceptron networks. Another reasoaswhe increasing complexity of
technical problems found in various industrial aggtions insolvable by traditional
artificial intelligence (Levine, 2000).

Since a multilayer feedforward ANN with at leasteohidden layer has been
proved to universally approximate arbitrary bounded-constant functions (Horngt
al., 1989), it has been successfully applied to megyplications such as predicting and
modeling in the area of financial (Thawornwong &mtke, 2004), biomedical (Lisboa
and Taktak, 2006), engineering (¥eal., 1998), communication (Karras and Zorkadis,

2003), and other disciplines. Some nonlinear bemayiespecially non-mapping
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behaviors, such as hysteresis, normally cause giffeulty in building an accurate
model. By using ANNs with special structures or oalhms, researchers have
developed approaches to model hysteretic behafmrssmart materials, such as
modeling hysteretic behaviors of piezoelectric byplementing ANNs built with a
Preisach model (Zhang al., 2009). However, the disadvantage of Preisacheiisd
the difficulty in employing physical measurementsconstruct the hysteresis model
directly. Thus, a new modeling approach, which tanapplied based on physical
measurements regardless the nature of the materialpful in practical applications.
Modifying the ANN structures is one of the achieleatptions.

Since multilayer feedforward ANNs have difficulty storing their past internal
states while treating each input as an independsidble, the network structures need
modifying such that these drawbacks can be resoledce, various types of recurrent
neural networks (RNNs) have been introduced, thg.Rumelhart network (Rumelhart
et al., 1986), the Elman network (Elman, 1988) and threlan network (Jordan, 1990),
to name a few. RNNs with sufficient number of newran the hidden layer have been
proven to be universal approximators in state spammlel form (Schafer and
Zimmermann, 2007).

One advantage of RNNs is that they preserve tlasit gctivities of neurons, and
use these activities as inputs to calculate a wourmutput state. However, the
disadvantage of RNNs is that since they are ralBtivmore complicated network
structures than ANNSs, they will consequently suffesm a significantly heavier
calculation burden and longer time cost for tragnifRegarding this issue, various

learning algorithm used for efficiently training RN have been proposed in late 1980s
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and early 1990s. The backpropagation (BP) learalggrithm for RNNs is among the
popular learning algorithms (Pineda, 1989). In theantime, the real-time recurrent
learning algorithm is also presented where theigradf errors is propagated forward
in time instead of backward in time (Williams aniggger, 1989). In this dissertation, the
BP learning algorithm is employed, since it is tiglly more balanced in the
calculation efficiency and performance.

For modeling of dynamic systems, RNNs can be caizgp into two major
types: Jordan networks and Elman networks. Theadoreetworks have information
from the output layewhereas the ElIman networks use feedback from thens in the
hidden layer. Their network structures make itale for representing various types of
nonlinear dynamic systems. With the rapid growthcofmputing ability, RNNs have
been recently utilized in various applications. Egample, the Jordan network based
nonlinear autoregressive exogenous (NARX) neurthorx model was implemented
to capture unknown dynamics of brain activities dLand Puthusserypady, 2006).
Puscasu has proposed an innovative approach tol madeear complex system based
on internal RNNs and its modified backpropagatitgoathm (Puscaswet al., 2009).
Regarding the area of hysteresis modeling, Lienoduced a RNN structure with
hysteretic transfer functions to model piezoelecactuators (Lieret al., 2010). The
tradeoff for Lien’s modeling approach is the sigrahtly increased time cost for
training. For this concern, modifying RNN structsingith special training approach for

hysteresis modeling of smart materials is needed.
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2.4 Base Isolation System

Earthquakes are destructive natural calamitiesasnl huge threats to human
lives. A major earthquake can easily destroy a opelis including housing, traffic,
communications, power and water supply systemse Bsdation systems have been
regarded as one of the most effective approachgsramenting earthquake related
destructions.

The concept of the base isolation systems hasgHwtory starting from 1909
(Kelly, 1986). The base isolation technique hasabuiity to decouple the base of the
structure from the ground during a seismic evehts Technique can reduce the seismic
energy that effects on the superstructure by pigrtieflecting the energy and
dissipating it at the foundation level (Martell)@7). However, this design concept has
not received serious attention until early 1980@entthen, researchers have applied this
technology to a number of buildings, bridge, nuclgawer plants and other structures
especially located in frequent-earthquake-areasn(8k et al., 1993). Despite the
suppression of structural vibrations of the supecstire by the base isolation system,
base displacements (or base drifts) can most likelyincreased. Excessive base
movements may lead to further damage to superategtThus, supplemental damping
devices are required for safety concerns. Mostarhping devices in base isolation
systems can be categorized into three types: mgssémi-active and active damping
systems.

Various types of passive damping devices, suchietsoh dampers, have been
studied and utilized in base isolation structun€aréem, 1997). Smart devices have

also drawn great attentions due to their abilitgmergy dissipation (Chat al., 2008).
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For example, researchers have implemented a sapgceSMA bar damper in an
elevated highway bridge for seismic energy disgpat (Wilde et al., 2000). An
obvious advantage of passive damping devices isniha@xternal power is needed to
provide damping forces. However, in the area ofebiaslation systems, researchers
have been debating on passive damping devices wahgcbften uncontrollable and may
not be adaptable for earthquakes with various tgpasrength.

To resolve this adaptability issue, active damggstems have been developed
to surpass the limitations of passive damping a=vié number of civil structures have
already been practically implemented with activendars (Housnegt al., 1997).
However, active damping systems, unlike passivepgas) do require external power
sources, typically from the power grids which mayl fduring destructive seismic
motions. Besides, without proper designed contigréhms, active damping systems
can inject energy to the superstructure and déigmbt. Thus, semi-active damping
devices were introduced to address these concerns.

Research on semi-active damping devices has ragidlyn great interest in the
past two decades, since such devices are easilsottable with fast response (Ramallo
et al., 1999). Magneto-rheological (MR) dampers, as oh¢he most popular semi-
active damping devices, have been implemented se-lslated systems (Kori and
Jangid, 2008). Recently, researchers have expeaafheimplemented advanced semi-
active control algorithms such as fuzzy control (&t al., 2009) and fuzzy fault
tolerant control (Wang and Song, 2011) to MR dampebase isolation structures.

Due to the complexity of active and semi-active darg systems, the cost for

constructions and maintenance are significantihéighan passive damping systems.
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Hence, passive damping systems are still good datei among all for regular
structures without strict requirements on minimigthe structural vibrations at all cost.
Although research in the area of base isolatiotegys with passive damping systems
has been of great interest, utilizations of EM damand helical superelastic SMA

springs in base isolation systems have not beeinestu
2.5 Subsea Jumper System

As an important component of offshore oil and dgasage and transportation
systems, submarine pipelines are playing a sigmificole in offshore exploitations.
These pipelines are called the lifeline of offsharé and gas fields. Consistent
production in the offshore oil and gas fields dejselargely on the safe operation of the
submarine pipelines. Vortex induced vibrations (Yidhd fluid structure interaction
(FSI) of the free-span submarine pipelines can oedwen pipelines are exposed to
ocean currents, due to the pipelines’ structurgesfThus, supplemental systems are
needed to secure the safety of daily operationsnlsymizing the structural damage
from the above effects. Subsea jumper systemsnane@these important systems.

Subsea jumpers are typically used as an interfateden two substantial
subsea structures (e.g., risers or flow-lines), amd required to accommodate
significant static and dynamic loads. Based onowarilocations of installation or
customer requirements, subsea jumper systems cgnnvaize and shape, but mostly
share a similar basic geometry (Yook, 2008). Fige«2 shows a typical M shape
jumper, and Figure 2-3 shows a typical subsea junmpstallation in offshore oil
industry. A typical jumper will have 6 bends andwrsupported pipe with length from

fifty to several hundred feet.
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Figure 2-2: Typical Jumper Geometry (Carruth and Cekovnik, 2007).

Figure 2-3: Typical subsea jumper system installatin between a riser and a manifold (Patil, 2010).

The geometry of subsea jumpers, along with the pyrmtied middle section,
results in subsea jumpers with low natural freqieshand low structural damping, and
makes the structure susceptible to vortex indudedction (VIV) in areas of significant
current, leading to excessive vibrations (Carrutth @erkovnik, 2007). These excessive
vibrations can cause machinery downtime, oil leéisgue failures or even explosions
on offshore platforms. In addition, recurrent opiersal start-ups and shutdowns in the
oil extraction procedure propagate internal shoekeg in subsea jumpers, resulting in
finite and irreversible longitudinal extension dfet middle section over time. This

longitudinal extension, accompanied by pipe bucklirelocates the system from its
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initial location, which is known as a ratchetindeet (Olunloyoet al., 2007). Although
the design and the working situations vary for sabgimpers, VIV can still trigger
fatigue and catastrophic fracture on all types wibsga jumpers. Thus, a passive
damping system can be helpful to improve the stimattsafety by dramatically

reducing the structural vibration.
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Chapter 3. NARX Recurrent Neural Network for

Hysteresis Modeling of Smart Materials

As discussed in the literature review, a modifiedurrent neural network (RNN)
model with special training method can be helptuldevelop a hysteresis model of
smart materials. In this chapter, an innovative linear autoregressive exogenous
(NARX) model based recurrent neural network (RNMJcture (Jordan-Elman NARX
networks) is developed for hysteresis modelingroéis materials, and compared with
two existing NARX RNN models: series-parallel modlmdan NARX networks and
parallel mode Jordan NARX networks. The nonlinagpeegressive exogenous model
is a commonly used discrete nonlinear system thmi@ys past inputs and outputs to
predict a current output. This nature can be @dito model hysteretic behaviors, since
different hysteresis curves with same inputs distin past output values or output
trajectories that can be applied to identify hystes. An ultra-thin SMA wire
experimental setup is used to show the effectiveoéshe modeling approaches. The
experimental results demonstrate that this propdd@dRX RNN model can be

implemented to model hysteretic behaviors of srmaterials.
3.1 Series-Parallel Mode Jordan NARX Network (Jordan-SB

The Nonlinear Autoregressive model with Exogenonguis (NARX) is a

commonly used discrete nonlinear system that candibematically represented as
y(k) = f{l(k—l), U(k—2),... ,U(k" ),y(k—l),y(k— 2)r Y k_m )}’ (Eqgn. 3-1)
whereu(k) R and y(k) R denote the inputs and the outputs of the NARX rhatle

the discrete time stek, respectively. The input memory and the output wmnare
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>0 and m=0 in the NARX model. The unknown functioh() is generally

nonlinear and can be approximated, for instancea bbggular multilayer feedforward
network. The resulting model architecture is caleNARX network or Jordan NARX
network. A powerful class of dynamical models hasrbshown to be computationally
equivalent to Turing machines (Siegelmaatral., 1997). Two modes are introduced
that concerns training of the Jordan NARX netwdhe series-parallel mode and the
parallel mode, due to its complex structure.

The network structure of the series-parallel modedan NARX network

(Jordan-SP) is presented. In Figure 341y,,...,V, are the neurons in the hidden layer,

W® is the weight matrix from the input layer to thilden layer, andVv is the

weight vector from the hidden layer to the outyelr.

Figure 3-1: Network structure of series-parallel male Jordan NARX network.
The structure is a regular feedforward neural nétwWBNN) structure, in which
the output’s regressor is formed only by the actiah of the system’s output:

9(k) = F{uk 1), u(k-2),...uk=1),d(k-1),d k= 2),..d kK-m)}, (Eqn. 3-2)
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whered(k) is the desired or actual output data, ar{#) is the network’s estimated

output at the time step. The state of thgp—th neuron and its output are defined as:

I+m+1

X, (k)= > Wilu, (k), (Ean. 3-3)
g=1
v, (K) = f(x,(K)), (Ean. 3-4)

where the subscripts stand for the index of thenefd in a vector or a matrin‘;) is

the weight connecting the—th input and thep-th neuron in the hidden layer. Then

the output of the network is
y(k) = > W, (k). (Eqn. 3-5)
p=L

In this chapter, the hyperbolic tangent sigmoidcfion as shown in (Eqn. 3-6)
is applied for the hidden layer, and the linearction is applied for the output layer.

2
f = -1. Eqn. 3-6
(x) T (Ean. 3-6)

Since the motivation is to let the neural networkdel track the desired outputs,
the cost function should be minimized between tésirdd outputs and the network’s
estimated output, which the mean square error (M&thod is utilized in this chapter.

Thus, the cost function foN steps is

=13 (50 -a)’, a2

1
N
which is a function ofV® andwW® .

In the training process, by using the Levenbergeguardt backpropagation
algorithm (Levenberg, 1944; Marquardt, 1963), efumictions in each time step can be
calculated parallelly in one epoch as a regular FNdrmally, a accurate training result
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is fast to achieve based on this network. Howeserce this type of networks is
generally only one-step-forward-predictor, it canrae utilized in pure numerial
simulations or as a reference model, which invalvelong term time prediction.
Manually feedback the output signal to the regnesgthout additional training may
accumulate errors in every single steps, and finediuse instability. To improve this

shortcoming, the parallel mode Jordan NARX netwsuilt.
3.2 Parallel Mode Jordan NARX Network (Jordan-P)

The parallel mode Jordan NARX network (Jordan-B)steown in Figure 3-2, is
a modified network based on the Jordan-SP netwpifeddback the estimated memory
outputs to the input regressor. The network is e tgf recurrent neural network, in
which the output can be calculated as:

Y(k) = f{uk-1),u(k -2),...utk=1),y(k-1),y k- 2),..y K—m)}, (Eqn. 3-8)

where y(k) is the estimated output of the network at time &te

In each training epoch, the network need to esénta output in every single
time step subsequently, and after all time stéy@scost functions, as mentioned in (Eqgn.
3-7), can be calculated and summarized. The tritime usually is considerably
longer. With a proper training, this type of netwaran estimate long term time

response (multiple steps), or behave as a referandel.
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Figure 3-2: Network structure of parallel mode Jordan NARX network.

In this chapter, the training approach for the daor® network model is

presented as follows:

1)

2)

3)

Define the number of neuronsin the hidden layer, the maximum memory
orderl of the input and the maximum memory oraerof the output.

Build a FNN (pre-Jordan-SP) with transfer functioofs hyperbolic tangent
sigmoid function in the hidden layer and of lindéanction in the output layer.
Connect only the tapped delay line (TDL) of the utgp
u(k-1),uk — 2),... uk-1) to the input layer.

Initialize the weights of the pre-Jordan-SP netwaunkd train it by minimizing
the cost function in (Eqn. 3-7). Stop the trainih@ small value of MSE is
achieved. If a desired result cannot be found im $kep, go back to step 1, and

increase the value of, | andm.
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4) Modify the pre-Jordan-SP network to connect the Tddlthe desired outputs
d(k-1),d (k- 2).... d K—m) to the input layer. Initialize the newly introduce
input-to-layer weights with the corresponding tedpre-Jordan-SP network in
step 3, and then train the Jordan-SP network isideration of the cost function
by using the same training algorithm in step 3. maly, an improved
performance result to step 3 should be found, tarmeo step 1 and increase the
value ofn, | andm without a desired result.

5) Modify the Jordan-SP network to the Jordan-P netwby feedback the
estimated output to the input regressor replacitig-1),d (k- 2),... ,d k—m).
Train the Jordan-P network to the desired accurmattygrwise return to step 1 to
increase the value of, | andm. It is expected that the local minimum problem
might be solved.

The advantage of this proposed training approadudes that (1) the estimated
outputs will be predicted based on the memory mpuith more importance than the
memory outputs, (2) the training time can be drarally reduced, because it is much
faster to achieve a high accuracy FNN, and (3) dast concrete convergence is more
likely to be observed since the initial values cdnoen a high accurate FNN.

3.3 Jordan-Elman NARX Network (Jordan-Elman)

In addition to the Jordan-P network, the JordangBIfMIARX network (Jordan-
Elman) includes feedbacks from its recurrent hiddger to its input layer, as shown in
Figure 3-3. Since the feedbacks can store usedte gtformation about data points far
in the past, the Jordan-Elman network can imprbeeJordan-P network dramatically.

The output of the Jordan-Elman network is calculate
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y(k) = H{uk-1),u(k=2),....uk=1),yk-1).yk-2),.. y k-m),
vik=1y, k=1),.. v, k= D}

wherev (k) are the output of th@ —th neuron in the hidden layer at time step

(Egn. 3-9)

reREL 1IN

Figure 3-3: Network structure of Jordan-Elman NARX network.

Since the Jordan-Elman network not only has to nta&eprediction, but has to
figure out what information is necessary to keeputlpast data points in order to make
a prediction, more neurons are preferred in theldndayer. Furthermore, the internal
state produced by the hidden layer is largely dépethon its initial weights. Therefore,
without a special training the Jordan-Elman netwisrHifficult to converge to a good
result with an accurate approximation. Thus, tlaning approach, in addition to the
training method for Jordan-P network, is preseaébllows:

6) Based on the trained network in step 5, modifyxbielan-P network to connect

the hidden layer to the input layer. Simulate thistrained Jordan-Elman
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network using the same data, proceed to stephieisame performance (MSE)
with Jordan-P network is achieved.
7) Initialize the weights connecting between the resnir hidden layer inputs and

the hidden layer within a relatively limited range such that
‘qu‘ss,pzl+m+2,l+m+3,... J+m+n+1g=12.. n. (Eqn. 3-10)

A purely random initialization may result in thestability of the training.

Decrease if the training is divergent. Normally, with a per value ofe, a

reduced MSE than step 5 should be expected irstes Return to step 1 if no

desired result is achieved.

In the following chapter, the above modeling apploavill be applied to
estimate and predict the nonlinear behavior of3REA wire. Also, the modeling results
of the Jordan-P network and the Jordan-Elman n&twdl be compared and discussed

in the Experimental Results chapter.
3.4 Experimental Setup of a Ultra-Thin SMA Wire

In this chapter, as shown in Figure 3-4, a NitiBMA wire with a diameter of
0.001 inch was used as a micro-positioning actuaarelectric current was applied
through the wire to heat, and thus induce the phesesition and the consequent
contraction/displacement. When the wire was noivaigd and heated, the material
cooled down to the ambient temperature, and the sthetched again, provided that a
sufficient tensile strain was applied. A bias sgrimas connected to the top the SMA
wire to apply restore force, and a disc was attat¢he spring as a moving platform. A

laser displacement sensor was mounted 40 mm ogguléitform (disc) to measure the

29



displacement of the platform (disc). To avoid dasmagthe SMA wire, he voltage input

was limited from O volt to 16 volts.

Sensor

Figure 3-4: Picture of experimental setup of the 001 inch SMA wire.
The diagram of the experimental system is showkigure 3-5. A dSPACE
1104 data acquisition board was used to collecdibglacement signal from the laser
sensor via an A/D converter, and provide programenakectric current to the power
amplifier via a D/A converter, and then to the SMi&ke. To send input and monitor the
real-time displacement, the software called Codesk was implemented on the

computer connecting to the dSPACE board.
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Experimental Setup

Figure 3-5: Diagram of the SMA wire experiment systm.
3.5 Experimental Results

In this chapter, both Jordan-P network and Jordara& network were trained
based on the training approach in 3.2 and 3.3. Bettvorks were utilized to estimate
displacement of the SMA wire based on experimanfalts and the estimated feedback
from the hidden layer and the output layer.

In order to justify the improvement of the Jorddm&n network, both networks
have 20 neurons in the hidden layar<20), | =3 as the input memory ordem =3
for the output memory order. The Levenberg-Marquaetkpropagation method was
applied as the training function, and mean squa<swere used to determine and
compare the modeling performance. The experimetdtd of a chirp signal voltage
input with a frequency from 0.01 Hz to 1 Hz andatsresponding displacement output
was utilized to train both networks. For the JorEman networke was set at 0.01.
Both networks were trained offline and simulatedusing MATLAB/Simulink. After
the complete training procedure, a Jordan-P netwaak achieved with an MSE of
11.9x 10" comparing to a Jordan-Elman network with an MSEB@&3x 10”. Figure
3-6 shows the time response comparison betweedotigan-P network and the Jordan-

Elman network for the chirp signal used for tragimand Figure 3-7 shows the MSE
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comparison. As shown in Figure 3-6 and Figure ®f7the training data, both networks
can successfully estimate and track the experirhdata, and the Jordan-P network has

a relatively larger MSE than the Jordan-Elman netwo

Jordan-Plus-Elman
— — Jordan
....... Experimental Data

Displacement (mm)

Time (s)

Figure 3-6: Time response comparison between Jorda network and Jordan-Elman network for a chirp

signal.
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Jordan-Plus-Elman

Displacement (mm)

0 5 10 e 15
Figure 3-7: MSE comparison between Jordan-P networlnd Jordan-Elman network for a chirp signal.
Furthermore, due to the advanced structure of trdad-Elman network, a
better generalization is expected. Thus, the tiesponse and the MSE comparison
between the Jordan network and the Jordan-Elmavoniefor a sine wave input with a
frequency of 0.1 Hz and amplitude of 14 volts iswh in Figure 3-8 (zoomed in) and
Figure 3-9, respectively. Clearly from the figutlee Jordan-Elman network has a much
better performance in experimental data other th&ntraining data. The MSEs are
calculated as 0.0032 for the Jordan-P network af@0028 for the Jordan-Elman
network. Therefore, the Jordan-Elman network shdn@dused for modeling the SMA

wire.
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Figure 3-8: Time response comparison between Jorda® network and Jordan-Elman network for a 0.1 Hz

sinewave (zoom in picture).
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Figure 3-9: MSE comparison between Jordan-P networkand Jordan-Elman network for a 0.1 Hz sinewave

(zoom in picture).
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As a major goal of modeling the SMA wire is to itl§nand estimate its

nonlinear hysteretic behavior, Figure 3-10 and FEg8+11 present the comparison of

major loops with inputs of 14 volts 0.1 Hz and BiBsine waves between the estimated

hysteresis behavior by using the Jordan-Elman mitevad the experimental hysteresis.

Figure 3-12 and Figure 3-13 show the result forimomloop with inputs of 12 volt 0.1

Hz and 0.5 Hz sine waves. As shown in the figubeth major loops and minor loops

have been successfully predicted and estimatedlwiited errors.

Displacement (mm)

05t

-0.5
0

Jordan-Plus-Elman
....... Experimental Data

2 4 6 8 10 12 14
Voltage (volts)

Figure 3-10: Major loop hysteresis comparison betwen Jordan-Elman network and experimental data (14

volts 0.1 Hz sinewave).
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1.2F
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Jordan-Plus-Elman
------- Experimental Data
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Figure 3-11: Major loop hysteresis comparison betwen Jordan-Elman network and experimental data (14

1.2¢

Displacement (mm)

volts 0.5 Hz sinewave).

Jordan-Plus-Elman
Experimental Data

g 10 12

Valtage (volts)

Figure 3-12: Minor loop hysteresis comparison betwen Jordan-Elman network and experimental data (12

volts 0.1 Hz sine wave).
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Figure 3-13: Minor loop hysteresis comparison betwen Jordan-Elman network and experimental data (12

volts 0.5 Hz sine wave).

For both major loops and minor loops, although tbiage inputs were pure
periodic sine waves, it is obvious that the experital data in each cycle varied in a
considerably small range. Because the good perforenaf the trained Jordan-Elman
network in generalization, the estimated output saccessfully track the experimental
data in all cycles with limited errors. As the elkeet results shown above, a model
reference controller can be developed based airett Jordan-Elman network.

The experimental results of the hysteresis modddaged on the Jordan-Elman
network are summarized in Table 3-1. From the tdbls clear that the trained Jordan-
Elman network model can estimate the hystereti@@eh of the ultra-thin SMA wire

for various frequencies and amplitudes with remialskhmited errors.
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Table 3-1: Summary of experimental results to Jorda-Elman network (abs.: absolute)

Experiment Figure Mean Abs. Error (mm) Max Abs. Error (mm)
0.1 Hz 14 volts Figure 3-9 0.0715 mm 0.0424 mm
0.5 Hz 14volts Figure 3-10 0.0267 mm 0.0103 mm
0.1 Hz 12 volts Figure 3-11 0.0823 mm 0.0516 mm
0.5 Hz 12 volts Figure 3-12 0.1059 mm 0.0741 mm
3.6  Summary

In this chapter, an ultra-thin SMA wire with hystgc nonlinearity was modeled
by using NARX recurrent neural network methodsraining approach for the Jordan-
P network was proposed. In addition, an innovatleedan-Elman network with its
training procedure was presented and comparedetaldhdan-P network for various
experimental data. Both networks have been propeaiged based on an experimental
chirp signal input and its corresponding outpute Thmparison results have shown that
the trained Jordan-Elman network has less meanresqueor and better generalization
than the trained Jordan-P network. Most importarttig Jordan-Elman network can
successfully identify and estimate the hysteretbavior of the SMA wire for major
and minor loops. This contribution will result in advanced position controlling SMA
wires or similar experimental devices by a refeeemontroller or similar control

algorithms based on a reference model with an eleamhe following chapter.
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Chapter 4. Inverse NARX Recurrent Neural Network

Model for Controlling Hysteresis

In this chapter, an innovative inverse NARX recaotreeural network is
developed to control the response of smart masedaala feedforward controller. The
training of the proposed inverse model follows #pecial training method for RNN
networks as shown in Chapter 3. With a proper miogehnd training, this inverse
model method should be able to predict a futuratifgased on past inputs in order to
follow a reference output with limited errors. Ta®rementioned ultra-thin SMA wire
experimental setup is utilized to test the effeatiess of the inverse model method.
Furthermore, to improve the control performancehi@ experiments, a hybrid control

scheme is designed by adding a simple feedbackailentto the inverse model.
4.1 Inverse NARX Jordan-Elman Network Model

Compared with the inverse hysteresis model basedNis (Asuaet al., 2008),
we seek an inverse hysteresis model based on Riblgte that shall be sufficient to
compensate the hysteretic behaviors without remgidequate real-time feedback
signals. Thus, an innovative Jordan-Elman RNN igebiged in this chapter. Besides, if
real-time feedback is achievable, a simple feedbamMroller added to the inverse
Jordan-Elman network model could further improwe ¢bntrolling performance.

The Jordan-Elman inverse NARX network structurshewn in Figure 4-1. As
shown in the figure, the outputof the inverse network is the predicted inputhie t
control object to follow a reference output. Thistwork structure is similar to the
forward Jordan-Elman NARX network except the ineemsodel considers the tapped

delay line (TDL) of the desired outputs (or theerehce outputs) and the past
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predictions. Also, the inverse network takes a#l tutput from the hidden layers as

additional inputs. Thus,

y(k) = f{d(K), d(k-D),...,d(k=1),u(k=1),d(k=1),ad K~ 2),.. i k-m),
vik=1v, k= 1)... v, k- 1}

, (Egn. 4-1)

whered(k) is the desired output at the time stegi(k) is the predicted input to the

control object, and/, (k) are the output of th@—th neuron in the hidden layer.

o1l

Figure 4-1: Network structure of inverse NARX Jordan-Elman network.

Since this inverse network will be utilized as @&d®rward, after a proper
training, it is expected to learn the dynamicshaf tontrol object as well as an effective
prediction of inputs given the reference outputs ¥arious frequencies. Thus, the
selection of experimental data for network trainiagritical to achieve a convergent
inverse model with limited errors. The training gedure used in this chapter is the

same procedure for Jordan-Elman NARX network astimeed in Chapter 5. The
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initialization process of training the inverse NARMrdan-Elman network should be
limited within a relatively smaller range than ttegular NARX Jordan-Elman network
to avoid divergence. This proposed network strgctaray need modifications in
applications with significant time delays. Futuederence inputs can be included in the
input layer.

In the following sections, the above approach teeise modeling will be
applied to the displacement tracking control of thiga-thin SMA wire. Also, a
feedback controller will be added to the inversedeioto improve the control

performance.

4.2 Tracking Control of Ultra-thin SMA Wire using Inver se NARX

Jordan-Elman Model

The experimental setup as mentioned in 3.4 iszatlito demonstrate the
effectiveness of the inverse NARX Jordan-Elman oektwnodel to smart materials and
structures. Based on a reference input, the prdposerse model is used to predict and
track the position of the ultra-thin SMA wire asegdforward controller. In this chapter,
we only investigate the time response to inputsiwia low frequency range including
sinusoid waves and chirp signals.

In this section, the input memory and the output memoryare chosen at
| =m=4 with a time step of 0.1 second. The amount of oresiin the hidden layer is
chosen as = 20. The experimental data used to train the inver&BXl Jordan-Elman
network is shown in Figure 4-2 and Figure 4-3. Tingut for training, as shown in
Figure 4-2, is the displacement of the ultra-thMASwire under the voltage with a

crisp signal from 0.001 Hz to 0.5 Hz that is alse target output as shown in Figure 4-3.
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Note that the input for training is not purely ssoid waves, thus, in order to track a
sinusoid wave at various frequencies, the invergdRXl Jordan-Elman network is

expected to learn the dynamic of the feedforwardrob strategy.

25+

15+

Displacement /mm

0.5

0 I | J i
0 50 100 150 200 250 300
Time /s

Figure 4-2: Experimental input for training inverse NARX Jordan-Elman network.

20

15+

10+~

Voltage /volt

0 1 1 1 | L
0 50 100 150 200 250 300

Time /s

Figure 4-3: Experimental target output for training inverse NARX Jordan-Elman network.
In the numerical simulation, the forward NARX Janelalman network model is
implemented to simulate the time response of tira-tthin SMA wire.
42.1 Numerical Results
As discussed in Chapter 3, since the forward NARXIdn-Elman network can
successfully estimate the time response of tha-thin SMA wire with hysteresis for

various frequencies, it is used in this numerigalugation. Note that, in this subsection,
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only the inverse NARX Jordan-Elman network modelajgplied as a feedforward
controller and no feedback control algorithm w# tonsidered.

Figure 4-4 through Figure 4-7 show that, with theerse NARX Jordan-Elman
network model as the feedforward controller, thgadthin SMA wire are tracking
sinusoid waves at various frequencies of 0.05 Hz, 18z, 0.3 Hz and 0.5 Hz,
respectively in numerical simulation. From the nug® results, it is shown that the
displacement of the ultra-thin SMA wire controlliby the trained inverse model can
properly track the reference inputs at all the diatries presented with considerably

small error.

3.5 ‘ T
- - — - Desired Output
Actual Output

N
N 3

Displacement /mm
=
o

0.5

0 10 20 30 40 50 60 70 80 90 100
Time /s

Figure 4-4: Numerical simulation of inverse NARX Jodan-Elman network model with 0.05 Hz sine wave.
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Figure 4-5: Numerical simulation of inverse NARX Jadan-Elman network model with 0.1 Hz sine wave.
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Figure 4-6: Numerical simulation of inverse NARX Jadan-Elman network model with 0.3 Hz sine wave.
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Figure 4-7: Numerical simulation of inverse NARX Jadan-Elman network model with 0.5 Hz sine wave.
Table 4-1 shows the summary of the numerical sitimraesults in the above
figures. The performance of the mean absolute £and the maximum absolute errors

are calculated for each frequency.

Table 4-1: Summary of numerical simulation resultdo inverse NARX Jordan-Elman network model
(Abs.: absolute)

Experiment Figure Mean Abs. Error (mm) Max Abs. Error (mm)
0.05 Hz sine Figure 4-4 0.1027 mm 0.2883 mm
0.1 Hz sine Figure 4-5 0.0870 mm 0.2595 mm
0.3 Hz sine Figure 4-6 0.1024 mm 0.2815 mm
0.5 Hz sine Figure 4-7 0.2003 mm 0.4734 mm

From Table 3-1, it is obvious that the inverse NARrdan-Elman network
mode can track sinusoid waves at various frequeneith limited errors. Since the
frequency at 0.5 Hz is the high limit of the data fraining, the performance drop at

that frequency is predictable.
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4.2.2 Experimental Results

1) Inverse NARX RNN model as feedforward controller oty

The same inverse NARX Jordan-Elman network modelaageedforward
controller is also applied to the experimental peds presented in 3.4. Similar to the
numerical simulation, reference inputs at frequeoic9.05 Hz, 0.1 Hz, 0.3 Hz and 0.5
Hz are used to test the performance of the feedfiaveontroller. The experimental

results are shown in Figure 4-8 through Figure 4-11

3.5 ‘ T
- - — - Desired Output
Actual Output
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Figure 4-8: Experimental result of inverse NARX Jodan-Elman network only with 0.05 Hz sine wave.
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Figure 4-9: Experimental result of inverse NARX Jodan-Elman network only with 0.1Hz sine wave.
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Figure 4-10: Experimental result of inverse NARX Jodan-Elman network only with 0.3 Hz sine wave.
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Figure 4-11: Experimental result of inverse NARX Jodan-Elman network only with 0.5 Hz sine wave.

As shown in Figure 4-8 through Figure 4-11, thesalcbutputs (displacement in
blue solid curve) are tracking the reference owtgut red dash curve) with reasonable
errors. Since the only feedforward control schesapplied, the errors are acceptable.
Furthermore, the experimental results are foundpesable with the numerical results,
which again proves that the effectiveness of tmedod NARX Jordan-Elman network
model. Finally, the experimental results are sunwedrin Table 4-2 at the end of
Section 4.2.2.

2) Hybrid controller using inverse NARX RNN model

The control schemes with only feedforward contrsllare helpful to situations
difficult or even inaccessible to real-time feedbaignals or sensor signals. On the
other hand, if feedback responses are easy tova;taesimple feedback controller can

dramatically reduce the errors of the tracking omat As shown in Figure 4-12, a
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hybrid controller, consisting of a feedforward qofier and a feedback controller, is

designed in this subsection.

Inverse NARX | |
RNN Model Predicted
Voltage
Tracking
f + - Thi Displacement
re e‘r.ence PD Controller ii Ultra Tl'.nn
position - + SMA Wire

Figure 4-12: Control scheme of hybrid controller sheme.

Both the feedforward controller and the feedbachktmasler take information
from the reference input. The feedback of the disginent signal only connects to the
feedback controller to compensate the error gee@rhy the feedforward controller.
The inverse NARX Jordan-Elman network model is usedhe feedforward controller,
and a simple proportional-derivative (PD) contnolfeused as the feedback controller.
The experimental results of the proposed hybridroter tracking sinusoid waves with
frequencies of 0.05 Hz, 0.1 Hz, 0.3 Hz and 0.5 Hzsbhown in Figure 4-13 through

Figure 4-16, respectively.
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Figure 4-13: Experimental result of hybrid controller with 0.05 Hz sine wave.
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Figure 4-14: Experimental result of hybrid controller with 0.1 Hz sine wave.

50



3.5 ‘ T
- - - - Desired Output
Actual Output

2.5 / A | 4

Displacement /mm

05- | \ ‘ W

0 2 4 6 8 10 12 14 16 18 20
Time /s

Figure 4-15: Experimental result of hybrid controller with 0.3 Hz sine wave.
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Figure 4-16: Experimental result of hybrid controller with 0.5 Hz sine wave.
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To evaluate the performance of the hybrid contralieder frequency-varying
inputs, a chirp signal with frequency range frofd0Q Hz to 0.5 Hz is applied as shown
in Figure 4-17, and the corresponding error is shawFigure 4-18. From the figures,
the hybrid controller can track the low frequengnal within considerably small errors,
however, for the high frequency part, errors wdldramatically increased to around 0.4
mm. This is possibly caused by the frequency liofithe experimental data used for
training is around 0.5 Hz, which happens to be lilnit for the hybrid controller.
Furthermore, a slight chattering effect can be nlegk at the beginning of the chirp
signal data, which may be caused by an adjustnigheanverse NARX RNN model to
compensate the difference to the initial conditioRise observation of this effect also

demonstrates the robustness of this control scheme.
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Figure 4-17: Experimental result of hybrid controller with chirp signal from 0.001 Hz to 0.5 Hz.
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Figure 4-18: Experimental error of hybrid controller with chirp signal from 0.001 Hz to 0.5 Hz.

Finally, Table 4-2 presents the summary of the maasolute errors and the
maximum absolute errors for the experimental resattmparing the inverse NARX

Jordan-Elman network model only and the hybrid culer.

Table 4-2: Summary of experimental results includig mean absolute errors and maximum absolute errors

Experiment Mean Absolute Error (mm) Max Absolute Error (mm)
0.05 Hz inverse 0.2329 mm 0.6728 mm
0.05 Hz hybrid 0.0556 mm 0.2331 mm
0.1 Hz inverse 0.1640 mm 0.6257 mm
0.1 Hz hybrid 0.0533 mm 0.2310 mm
0.3 Hz inverse 0.2284 mm 0.6373 mm
0.3 Hz hybrid 0.0664 mm 0.2947 mm
0.5 Hz inverse 0.1121 mm 0.3428 mm
0.5 Hz hybrid 0.0824 mm 0.2928 mm
Chirp 0.001 Hz 10 0.5 0.0705 mm 0.4036 mm

Hz hybrid
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From the table above, it is obvious that the hylmedtroller will significantly
reduce the mean absolute error and the maximumuwuessrors. Thus, if the real-time
feedback signals are accessible, the hybrid costbéme shall always be a priority
choice for tracking control complex nonlinear systguch as ultra-thin SMA wires.

To evaluate the adaptability of the proposed hylwmaditrol scheme, square
waves are used for testing. Figure 4-19 shows #perenental result of the hybrid
controller tracking a 0.1 Hz square wave. To avoplt singularity, steep slope inputs
were applied replacing discontinuous step functidhds obvious that the hybrid

controller is able to track the square wave withited oscillations and errors.

- - — - Desired Output

Actual Output

Displacement /mm

0 5 10 15 20 25 30

Figure 4-19: Experimental result of hybrid controller with 0.1 Hz square wave.

4.3 Summary

In this chapter, an inverse NARX Jordan-Elman nekwmodel for control
purpose was presented mainly to predict control ptexn nonlinear process as a
feedback controller. The inverse model was appiethe experimental setup of the

54



ultra-thin SMA wire as shown in 3.4 in both numaticimulation and experiment.
From the numerical and experimental results, thiee¢d inverse model can successfully
track sinusoid reference inputs at various freqiesncwith reasonable errors.
Furthermore, for situations where real-time fee#bsignals are achievable, a hybrid
control scheme was designed to improve the perfocmadf the inverse model by
adding a simple feedback controller. The hybridtcgler was experimentally proved
that it can dramatically improve the performancanthnverse NARX Jordan-Elman

network model only.
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Chapter 5. Phenomenological Model of Superelastic SMA

Helical Springs

As mentioned in the literature review, phenomencédgamodels for helical
superelastic SMA springs, as well as its implem@nan passive base isolation system,
have not been addressed. In this chapter, an itimeyahenomenological approach to
model superelastic (pseudoelastic) SMA helicalngmiis introduced. The proposed
modeling method is based on experimental bahawifo8WVA springs subjected to cylic
strains. Different from SMA wires, the deformatioh SMA helical springs is mainly
governed by the torsional behavior when the diamefethe SMA is dramatically
smaller than the spring diameter. The strain okbcal spring is proportional to the
relative displacement when it is loaded. For supste SMA springs, the strain
induced martensite transformation expands inwaoth fthe outer layer of SMA helical
springs when loading, and vice versa. Furthermihve,superelastic SMA springs and
its modeling approach is applied to an experimeaske-isolated structure with results

under various types of earthquakes.

5.1 Experimental Setup for Superelastic SMA Helical Sping

Training and Testing

The proposed phenomennological modeling methocveldped based on the
experiental hysteric behavior of superelastic SMdal springs. A superelastic SMA
helical spring was trained in Smart Materials atidi@ures Laboratory, University of
Houston by using Nitinol. Figure 5-1 shows the aga for training SMA springs (b)

and the threaded rod (a) used to wind the SMA warthe shape of helical springs. By
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using the threaded rod, high tension during thimitrg should be applied through the
SMA wire to achieve a desireable shape and theeptpmf superelastisity. In this

chapter, the training procedure includes four cy@é heating at 4560 and cooling

down with cold water.

(a) Screw rod with SMA wire (b) Furnace in use for SMA training
winding
Figure 5-1: Devices for training superelastic SMA blical springs.
The superelastic SMA spring after training is showkigure 5-2. Several turns
of coils at both ends were cut to avoid inconsisfgerformance of the superelastic

SMA spring.
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Figure 5-2: Picture of superelastic SMA spring aftetraining.

In order to test the hysteric behavior of the ®dilSMA spring, an experimental
setup as shown in Figure 5-3 was used. PartialdeilS) of the trained SMA spring as
shown in Figure 5-2 was pre-strained at 60 mm. $atap includes a linear actuator to
apply displacement to the SMA spring, a load setsaneasure the force generated and
a sensor transducer. The range of the linear actuas limited from 0 to 100 mm with
an adjustable moving speed. Due to the limitatibthe linear actuator, the extending
and compressing speed cannot excess 0.1 m/s, ars] tire bandwitdh of this
experiment is limited at around 1/20 Hz of trianglaves. All measurements of

displacements and load forces were recorded thrangh/D converter to the computer.

Load Sensor

- - >
—

SMA springs

Linear Actuator ControlPanel

Figure 5-3: SMA spring testing setup.
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5.2 Phenomenological Modeling Method

To identify major loops and minor loops, two tedatiterms ofnner hysteresis
loops andouter hysteresis are used (Thomsoet al., 1997). Theouter hysteresis loops
refer to the hysteresis curves that start fromattigin and end at the origin within one
cycle of extension and compression, and on ther dthed, thanner hysteresis loops
refer to the hysteresis curves that do not belonguter hysteresis loops, for example,
the hysteresis curve enclosed by the contGur D - E in Figure 5-7 will be
considered as an inner hysteresis loop. To findleibehavior of outer hysteresis loops,
the input of a triangle wave with various amplitsdas shown in Figure 5-4, is chosen.
The corresponding hysteresis plot of force verssplacement is shown in Figure 5-5
which can be simplified and plot in Figure 5-6.

From Figure 5-5 and Figure 5-6, it is obvious tlwatthe outer hysteresis loops,
the hysteresis curves during the extension pro¢ess- B in Figure 5-6) are
approximated as a linear straight line. During thenpression process, the hysteresis
curve can be divided into two individual parts, tfenlinear part B — C in Figure 5-6)

that can be approximated as an exponential funcaod the linear partA - B in
Figure 5-6). The critical threshol®., as shown in Figure 5-6, should be properly

chosen based on experimental testing data.
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Figure 5-4: Displacement input for SMA helical sprng testing with outer hysteresis loops.

10

Force (N)
N

1
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Displacement (mm)

Figure 5-5: Hysteresis output (force vs. displacenm) for the input in Figure 5-4.
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Figure 5-6: Phenomenological model analysis for oet hysteresis loops.

Thus, a simple phenomenological model for the obiesteresis loops can be
developed as shown in (Egn. 5-1)
Ao B:f=kx+b

B-C:f=ae”
C - A:f =k, x+b,

) (Egn. 5-1)

where f is the force generated by the SMA springis the relative displacement,
k.,b,a;,c,k,,b, are coefficients that will be determined by thepenmental data. Note
that if the pointA is assumed fixed afx,, f,), k andb, should be constants
calculated from the property of the sprirgg,andc, are functions determined by the
point B(X;, f5), andk, andb, are functions determined by the po®fx., f.) as

a = 0(%s), (Eqn. 5-2)

G = hl(XB) ) (Egn. 5-3)
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f.—f
k,=—S—2 (Eqn. 5-4)

_XC_XA’

fa X — feX
b2: A cTA
Xe ™ Xa

(Eqgn. 5-5)

where the functiong, (+) andh, ¢ ), that are normally linear or polynomial functions,

depend on the experimental behaviors of the ougstehesis loops with various
amplitudes.

To model inner hysteresis loops, Figure 5-7 shdwsstmplified hystersis curve
including one innner hysteresis loop. As shown he figure, with one cycle of
extension and compression, the curve does noévetback to the origim, but extend
for another cycle from the poir@ that is in the middle of the compression curvéhef
outer hysteresis loops. Due to the experimentahwials, the extension curve - D
can be also approximated as a linear straightdamecting the poinC and the point
B with different slope and bias comparing to thaistght line A - B. Furthermore,
with a sufficient extension, the cure@ - D will pass the poinB (dash line in Figure
5-7) and may continue extending as part of a dugsteresis loop shown in (Eqn. 5-1).
On the contrary, if the curv€ - D does not surpass the pomt the SMA spring will
be compressed again with an approximately expcalenyisteresis that will contain a

bias without passing the origin poiat.
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Figure 5-7: Phenomenological model analysis for oet and inner hysteresis loops.

Thus, the total equations for the phenomenologicadel are

A B:f =kx+b

B-C:f=ae¥

C-D:f=kx+b, , (Eqn. 5-6)
D E:f=ae"+b,

E- A:f =kx+b,

wherek;,b,a,,c,,k,,b, are the coefficient described in (Eqn. 5-1), &d,,a,,c,,b,
are calculated as

fB_fC

ke = Xg — X ) (Eqn. 5-7)
Q = fci: :—::jxc ) (Egn. 5-8)
a, = 0,(%), (Eqgn. 5-9)
c, =h,(X%), (Eqn. 5-10)
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b, =kX, +b,— ;. (Eqgn. 5-11)
Since the superelastic SMA helical springs haveilainihysteretic behaviors
(Huanget al., n.d.; Attanaset al., 2011), this proposed phenomenological modelbean
used for general hysteresis modeling. In the falgwsection, this model will be
validated according to the self-trained superatdSKA springs as shown in Figure 5-2.

5.3 Experimental Modeling Validation

By using the experimental data plot and the progpgdenomenological model,

the following coefficients as shown in (Egn. 5-)da(Eqgn. 5-5) are chosen in this

section:
a =-5.50010°x; + 1.45]110°x, + 2.38 10, (Ean. 5-12)
¢, =3.74010°x; - 9.62110'x, + 9.20 I6, (Ean. 5-13)
k =0.10, (Eqn. 5-14)
b =-0.72, (Eqn. 5-15)

Note thata, andq are calculated based multiple outer hysteresigddmm the
experimental data in Figure 5-5. For simplificatiparpose, we choosg,(+) = g,()

and h () =h,(+), and the threshold point is selectedkator x- ) = 25mm.

A total of 9 sets of experiments were performedvagify the hysteresis
performance of the phenomenological model in varigituations including outer
hysteresis loops, inner hysteresis loops and toanbinations. The comparative results

are shown in Figure 5-8 through Figure 5-16, andrearized in Table 5-1.
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Table 5-1: Summary of model validation results in yure 5-8 through Figure 5-16

Displacement Input (mm) Figure Mean Squared

Errors
0 - 100 -0 ... in various frequencies Figure 5-8 36.0
0-100-0-80-0-60-0-40-0-20 Figuoe 0.017
0-40-10-60-30-80-50-100-70-100 gQurei5-10 0.045
0-80-60-80-40-80-20-80-0 Figurd 5-1 0.034
98069 6 50 -60—-40-60-30-60-20-60-— H)gure 5.12 0.012
0-100-20-80-20-60-20-40-0 Figut8 5- 0.018
0-100-40-80-20-60-0 Figure 5-14 0.033
0-60-20-80-40-100-0 Figure 5-15 0.020
0-100-20-80-40-60-0 Figure 5-16 0.022

As shown in Figure 5-8 through Figure 5-16 and &dbll, the proposed model

can successfully track both outer and inner hysigteops in various situations.

12

Experiment
100~ Model

Force (N)

-20 0 20 40 60 80 100
Displacement (mm)

Figure 5-8: Model validation for outer hysteresis bops (major loops) with various frequencies.
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Figure 5-9: Model validation of outer hysteresis lops starting from origin.
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Figure 5-10: Model validation of inner hysteresisdops with multiple starting points.
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Figure 5-11: Model validation of inner hysteresisdops with multiple starting points and ends at 80 m.
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5 | -~~~ Model ,7/

Force (N)

1
-10 0 10 20 30 40 50 60
Displacement (mm)

Figure 5-12: Model validation of inner hysteresisdops with multiple starting points and ends at 60 m.
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Figure 5-13: Model validation of inner hysteresisdop with starting point at 20 mm and multiple endirg points.
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Figure 5-14: Model validation of inner hysteresisdops with multiple starting and ending points (inne

hysteresis loops start from the downward curve).
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Figure 5-15: Model validation of inner hysteresisdops with multiple starting and ending points (inne

hysteresis loops start from the upward curve).
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Figure 5-16: Model validation of inner hysteresisdops with multiple starting and ending points (inne

hysteresis loops are enclosed in others).
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5.4 Implementation of Superelastic SMA Helical Springsin Base

Isolation Systems

As mentioned in previous sections, since superel&WA helical springs can
behave as a restoring spring, and dissipate erarthe same time, in this section, we
propose the implementation of superelastic SMAcaglsprings in the base isolation
systems to passively suppress structural vibrationseismic engineering, for resisting
strong horizontal earthquakes, stiffness of baslatisr such as linear slider is designed
to be much smaller than that of upper structuréhao structural vibration frequency is
kept away from the predominant frequency of possdédrthquake. Such design may
not be suitable for all types of earthquakes, eaigdominant at low frequencies.

In this section, an experimental base isolationcstiral model as well as the
corresponding mathematical model is built. Comptsemnd build procedure of the
model are introduced and then tested with the mpaieimeters. Two superelastic SMA
helical springs are connected on both sides ofbtme-isolated structure as passive
damping and energy dissipation devices. Both sprarg pre-strained at 50 mm with 4

coils.
54.1 Experimental Setup of Base Isolation System

To study the effectiveness of advanced dampingcdsvion base isolation
systems, a two-story steel structural model, aswshon Figure 5-17, was
experimentally built in Smart Materials and Strueti Laboratory, University of
Houston. The structural model utilizes a singlesalear slider (M4410 by Parker
Daedal, as shown in Figure 5-18) to isolate thectire base with the simulated ground

(shaker). The datasheet of the linear slider cafobed in Table 5-2. Two identical
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restore springs are attached to the structural toagenerate restore forces. The masses

for each floor are measuredms=1.96kg ,m, =1.26kg, andn, = 1.24 . The stiffness
are measured for each side wall between floors kas1218.6N /m

andk, = 1497. N I The kinetic frictionF, is measured at 0.18N.

Table 5-2: Datasheet of M4410 linear slider by Par Daedal

Travel Range Normal Load Accuracy Size

76.2mm 48kg 2um/25mm 127mm X 127mm

Aluminum sheets with a size of 205.7 mm x 50.7 m®.%L mm are selected
for each floor, and thin steel sheets with a siZ80069 mm x 175.5 mm x 0.75 mm are
used for the structural side walls. To enhancestlitness of the connections between
the floors and the side walls, strengthen bars withickness of 2 mm are added and

fixed by using screws.

Accelerometers

Displacement

Sensors
Restore
Spring
Damper
Restore
Spring
Slider
Shaker

Figure 5-17: Experimental setup of base isolationtsictural model.

71



Figure 5-18: M4410 linear slider by Parker Daedal.
The shaking table used on this model is the ShHkiey Quanser Company.

Customized earthquake wave signals from real eaattes can be simulated. Major

components can be found in Figure 5-19, and thanpeters of Shaker Il are shown in

Table 5-3.

Table 5-3: Parameters of Shaker Il
Specification Value Unit
Overall dimensions (LxWxH) 61x46%13 cm
Table dimensions 46%x46 cm
Table Travel 7.5 cm
Table operational bandwidth 20 Hz
Table peak velocity 83.8 cm/s
Table peak acceleration 24.5 /s
Motor maximum torque 1.65 N-m
Table bearing load carrying capability 930 kg
Accelerometer range +49 /s
Accelerometer sensitivity 1/9.81 Vi
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Motor driven
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Figure 5-19: Components of Shaker I system.

As shown in Figure 5-17, the displacement of theelband second floor can be
measured by two individual laser displacement ssndte laser displacement sensors
mounted on a structural model are the LB-70 seytesluct by KEYENCE Company
with a measurement range of 100 mm 40 mm, a ressptime of 0.7 ms (at sensitivity
of 180 um), and a maximum sensitivity of 1,om (at response time of 500 ms).
Accelerations of the floors and the base are cagdthy accelerometers attached on each
floor. The product number of the accelerometeraXL203EB Rev.0 by Analog
Device Company. The measurement range is +1.7 dythan sensitivity is 1 mg in 60
Hz. Therefore, those sensors completely satisfydhairement of the experiments.

The dSPACE board, with product number DS1104 R&Dht€&dler board and
communication board CLP 1104, is used as data sitiqui and output system. This

board can communicate with Matlab/Simulink progranthe computer (via analog-to-
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digital converter and digital-to-analog convertand control voltage/current signals in
real-time.
5.4.2 Mathematical Model of Base Isolation System

The mathematical model is developed based on theriexental setup in the
previous section. Unlike normal structures withefixbase, base isolation structure
enables a building or a non-building structure &wehthe advantages of a free-moving
base. For example, as shown in Figure 5-20, arliskde is used to simulate a free-
moving base in three degrees of freedom (DOF) wtrecmodel. Two identical
superelastic SMA springs are utilized to dissipsgésmic energy and restore initial

positions.
Screw to fix the
base movement *

Superelastic SMA - Superelastic SMA
Spring .I. Spring

V

Slider —>

/

Shake Table (Ground)

Figure 5-20: Diagram of the base-isolated structudamodel with superelastic SMA springs.

The system can be described as below:
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MX +CX + KX =-m¥x, +F, (Eqn. 5-16)

whereM is the mass matrix¢ is the damping matrixK is the stiffness matrixx is

the displacement vector, amd is the external force input vector, as

'm, 0 O k, -k, 0 0
M=0 m O0|K=|-k, k+k, -k, |F= 0 ,
L 0 0 m, 0 _kl k1+kb FS\/IA_Ff Sgn((b
. (Egn. 5-17)
% G, —C, 0
X=¢x.C=|-c, c+c, —C,
%, 0 - ¢

where m;,m,,m, are the mass for the second floor, the first flmod base, respectively,
k,,k, are the inter-story stiffnesk, is the combined stiffness of the restore sprimgs,
is the friction force of sliderfg,,is the force generated by the superelastic SMA

springs on both sides of the structural moglek earthquake wave input,, X, andx,
are the displacements of base, the first floor #redsecond floor, respectively, and

sgn, )is a function shown in

1 & >0
sgn, )=4 0 X% = 0). (Egn. 5-18)
-1 & <0)

In order to achieve the damping matrix, the Raylalgmping theory is used to
model the structural damping. Consider the strattomodel without the base isolation

part, and thus, the mass matrix and stiffness rfarithe fixed structure are

0 k -k
M=| M K'=| 2 2. (Eqn. 5-19)
0 m _kz k1+ kz
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From (Eqgn. 5-19), the natural frequencies at fmstle & and second mode),
as well as the matrix of modal shagecan be calculated. Thus, the general mass
matrix M’ is
M =d"M'D. (Egn. 5-20)
If the damping ratios for the first mode and secamstle are, andé,, respectively,

the damping matrix for the fixed structure can balewdlated as

[ ] T [ CZ _CZ
C'=M'®dDO'M'= N , (Egn. 5-21)
—C, GG,

where D is a diagonal matrix as

d O
D=| * d = m n=1,2, (Eqn. 5-22)
0 d, M

n

where M’ is thenth diagonal element of the general mass matrix.

(Egn. 5-21) can be modified to achieve the dampmadyix of the base isolation

structure model as shown in (Eqn. 5-17).

L~ | X
To obtain the state space model,)(e?{x] then

P L gL[0 0%
oMk -mc|” | M| R B

Therefore, the mathematical base isolation modelbmasimulated using the equation

above.
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Figure 5-21: Zoom-in picture of base-isolated strucire with superelastic SMA springs.

54.3 Experimental Results

In this chapter, both springs are pre-strainedani with 4 coils. Based on the

experimental data of free vibration at each modehiis section, the damping ratios for
each mode are assumed @s¢&,=0.0014. The structural performance should be

compared in two parts: one is the time responsepaadng the vibration amplitude and
the other is the maximum structural response. Eurtbre, three parameters will be
compared including the relative displacement betwtbe 29 floor and the base that

can cause damage to the structure, fidi@r (top floor) acceleration that may lead to
discomfort for people inside, and the base moventibat should be limited for

experimental applications. Four different typegafthquake including El Centro, Kobe,
North Ridge and Hachinohe with the PGA of 0.1gapplied to the experimental base-

isolated structure.
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First, the El Centro earthquakes have relative weadsponses, and last longer
at the same Peak Ground Acceleration (PGA) amoegetiour earthquakes. The

acceleration of the 0.1g El Centro earthquake asvshin Figure 5-22.

0.15

0.05+- J

Acceleration /g
o

-0.05+ B

-0.1+ 4

| | | | |
0 10 20 30 40 50
Time /s

Figure 5-22: Plot of EI Centro earthquake in accelation.
The phenomenological model of the superelastic SB&king sample is
validated under the El Centro earthquake excitatiéigure 5-23 shows the model
validation of the 2 floor acceleration, and Figure 5-24 shows thetisadalisplacement.
Apparently, for the 2 floor acceleration, the phenomenological moded @ash curve)
of the superelastic SMA spring sample can trackdkgerimental result (blue solid
curve) with considerably limited error (MAE: 0.0938m). On the other hand, the
relative displacement of the model performs acddetaith a MAE of 0.2277 mm, but

not as good as thé“%loor acceleration.
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Figure 5-23: Experimental model validation of 2 floor acceleration under El Centro 0.1g earthquake
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Figure 5-24: Experimental model validation of relaive displacement under El Centro 0.1g earthquake.
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Thus, the above figures have proved that the phenolagical model of the
superelastic SMA spring sample is successful amgable for both the extension
experiments and the earthquake experiments.

Then, we seek the performance of the base-isoEtedture can be improved
by utilizing superelastic SMA springs. Four setseaperiments with four different
types of earthquake are conducted in subsectiguré&is-25 and Figure 5-26 show the
performance comparisons under the El Centro O.fthaeake between the base-fixed

structure and the base-isolated structure withrelgegtic SMA springs.

Relative displacement /mm

Time /s

Figure 5-25: Relative displacement between?floor and base comparison under El Centro 0.1g e#iiquake.
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Acceleration m/s?

Figure 5-26: 21 floor acceleration comparison under El Centro 0.1@arthquake.
With the same strength level, the Kobe earthqudicese the most vibration
response among these four types of earthquakes. atheleration of the Kobe
earthquake at PGA of 0.1g is shown in Figure 5&imilarly, Figure 5-28 and Figure

5-29 show the comparisons under the Kobe 0.1gqaaike.

0.15
0.1} B
0.05+ B

JTN—] T I B AT AV
R L s i

Acceleration /g
o

-0.05+ B

-0.1+ -

Time /s

Figure 5-27: Plot of Kobe earthquake in acceleratio.
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Figure 5-28: Relative displacement betweer2floor and base comparison under Kobe 0.1g earthqike.
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Figure 5-29: 2" floor acceleration comparison under Kobe 0.1g ealijuake.
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Relatively, the North Ridge earthquake is the natdene. The acceleration of
the North Ridge earthquake in 0.1g is shown in FfgG-30. The corresponding

comparisons of structural performance are showsigare 5-31 and Figure 5-32.
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Figure 5-30: Plot of North Ridge earthquake in acderation.

Relative displacement /mm
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Figure 5-31: Relative displacement betweerfloor and base comparison under North Ridge 0.1gaethquake.
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Acceleration m/s?

Figure 5-32: 2" floor acceleration comparison under North Ridge Qg earthquake.
The Hachinohe earthquake is the shortest one ia tamparing to the other
three. The acceleration of the Hachinohe earthquakelg is shown in Figure 5-33.
Figure 5-34 and Figure 5-35 show the comparisondemurthe Hachinohe 0.1g

earthquake.

0.1

0.05- 4

Acceleration /g
o

-0.05+ 4

0.1 | | |
(0] 2 4 6

Time /s

ok

10 12

Figure 5-33: Plot of Hachinohe earthquake in accetation.
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Figure 5-34: Relative displacement betweer2floor and base comparison under Hachinohe 0.1g etfaquake.
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Figure 5-35: 2" floor acceleration comparison under Hachinohe 0.1garthquake.
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In the above figures, the solid blue curve standsHe base-fixed structure, and
the dash red curve stands for the base-isolatedtgte with superelastic SMA springs.
For all the applied earthquakes, the energy of strectural vibration dissipates
dramatically faster in the base-isolated structmitt SMA springs than the base-fixed
structure. For most of the applied earthquakesmtheimum amplitude of the structural
performance in base-fixed structure is much higiwn the base-isolated structure
except the relative displacement under Kobe O0.lghgaake, which was led by
extensive base movement. Thus, for earthquakesndmmin a high frequency range,
superelastic SMA springs with higher stiffness dtidae trained for those applications.

The summary of the experimental comparison resaltsbe found in Table 5-4.
In the table, “Max. rela-dis” stands for the maximuelative displacement between the
2" floor and the base, and “Max. ac¥? stands for the maximum"2 floor

acceleration.

Table 5-4: Summary of base isolation system with perelastic SMA springs

Structural Base-fixed Base-isolated

Earthquake Performance structure structure with

Comparison SMA springs
El Centro 0.1g Max. rela-dis 10.0441mm 2.7187mm
Max. acc-2° 3.0695m/% 0.8762m/$

Kobe 0.1g Max. rela-dis 13.1782mm 15.5170mm
Max. acc-2° 4.1913m/$ 3.3557m/$
North Ridge Max. rela-dis 4.3138mm 1.0003mm
0.1g Max. acc-? 4.1093m/$ 0.7454m/8
Hachinohe 0.1g Max. rela-dis 13.4794mm 2.6838mm
Max. acc-2° 1.5822m/% 0.4419m/$
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As mentioned before, the base-isolated structutpeoiorms the base-fixed
structure significantly for most of earthquakesr fee Kobe earthquake, the nature of
the earthquake causes ground movements with exeessiplitude at low frequency,
which may lead to the resonance of the base isolaystem using springs with low
stiffness. Using helical superelastic SMA springthvhigher stiffness may solve this
problem.

5.5 Summary

This chapter introduced an approach to train slgstie SMA helical springs
and analyzed their hysteresis behaviors. More itapdy, a new type of
phenomenological model for superelastic SMA helispfings was presented. The
proposed model consists of a liner function for ¢éx¢ending part and an exponential
function for the compression part. The experimentatification shows that it
successfully simulated the hysteresis behaviors#lfatrained superelastic SMA helical
spring including behaviors in both major loops amthor loops. Furthermore, the
superelastic SMA helical springs as well as theppsed model are applied to the
experimental base-isolated structure as presenttds chapter to dissipate energy and
restore position. The experimental result alsodetis the phenomenological model
Comparative results under various types of eartkegiahow that the superelastic SMA
helical springs can dramatically reduce the reéatdisplacement and the floor

accelerations for most of earthquakes.
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Chapter 6. Passive Electromagnetic Damper

Mathematical Modeling

This chapter introduces a new type of structuralmger: passive
electromagnetic (EM) damper based on Palomera’'sares (Palomera, 2005). A
mathematical model of the prototype EM dampers ddvdd based on quasi-static
electromagnetic theory with performances improvesinf the literature. Since the
implementation of passive EM dampers in base immatystems has not been studied,
a numerical simulation of a base isolation systeith v&@ prototype EM damper is
performed in this chapter. The numerical simulatiesults demonstrate that, with the
prototype EM damper, the structural vibrations dramatically reduced than the

system without EM damper.

6.1 Introduction

A passive EM damper is an electromechanical dewbé&h can apply an
opposing force to impart the movement with no regmient of external energy. In
addition, a well-designed EM damper may be ablegémerate small amount of
electrical energy that could be possibly criticat Emergent uses. For example, that
energy could be stored and used as back-up powen aldestructive earthquake may
destroy the major power supply line of the building

Similar to an electric generator, the EM damperveots kinetic energy into
electric energy. However, an important differenicewdd be noticed: the purpose of the

damper is to reduce significantly, if not complgteghe kinetic energy of the mover,
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while the generator is to provide electrical eneixgyhe devices in the electric circuit to
which the generator is connected without detaitiirggmover.

In this chapter, a prototype tubular moving-magBbt damper, as shown in
Figure 6-1, is proposed and analyzed. The proppsattype EM damper is operated
based on the relative linear displacement of theam{permanent magnet). The force-

velocity relationship of the EM damper is similarthat of an ideal mechanical damper

where the force, is directly proportional to the applied velocityas
Fd =GCV. (Egn. 6-1)
where G, is the damping coefficient of the EM damper, whishdetermined by the

geometric and electric properties of the devicel, @il be calculated in latter sections.
The electrical equations are developed based @tr@heagnetic theory and Maxwell’s
equations, and the mechanical equations are basddewton’s laws (Woodson and

Melcher, 1968).

-y
Stator yoke Ferromagnetic Mover shaft

pole shoes (stroke)

/

Permanent magnet

|
Copper coil

Figure 6-1: The picture of the prototype tubular moving-magnet EM damper.
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In this prototype EM damper, the mover include#naglse cylindrical permanent
magnet with axial magnetization between two cylicalrferromagnetic pole shoes. The
length of the magnet equals the stroke of the damigeally, the radius of the
permanent magnet should be identical to the ragfiuke pole shoes. The armature of
the EM damper is slot-less with a single phase ingpaver its length, which is made
of two coils wound in opposite directions and cartad in series. Both ends of the EM
damper are made of non-magnetic materials to awaighetic leakages.

6.2 Electromagnetic Damper Model Derivation
In this section, the mathematical model will beideat to quantify the damping

coefficient ¢, in (Eqn. 6-1) given the geometric and electricpemties of the EM

damper device. The purpose of this section is tpress the damping force
corresponding to an applied velocity. In order &ive its analytical model, the EM
damper has to be assumed as follows:

1. Magnetic leakages will be neglected.

2. No magnetic saturation in the materials will besidared.

3. The magnetic field in the air gap is purely radial.

4. The magnetic field in the stator yoke and the peenamagnet are purely axial.

The geometric properties of the EM damper are dssttin Table 6-1.
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Table 6-1: EM damper geometric properties

Name Symbol Description
Mover radius T Radius of the permanent magnet or the pole shoes.
Armature radius 7, Radius of the inside of the armature.
Yoke radius 7y Radius of the inside of the stator yoke.
Damper radius T4 Radius of the EM damper.
Yoke thickness ty Thickness of the armature shell.= r; — .
Coil thickness tw Thickness of the coils in the armatutg.= n,, — 7.
Air gap thickness ta Distance between the mover and the armature
Wire radius T Radius of the coil wire cross-section.
Coil turns N, Total number of turns on each coil.
Active coil turns N, }Al\lj:)t(lve number of turns intercepted by the pole shoe
Number of coils p Number of coils (poles) per phase.
Pole shoe length Ly Length of the pole shoes.
Magnet length Iy, Length of the permanent magnet.
Coil width Ly Width of each coil in the armature.

The half-section dimensional diagram of the prgiet{eM damper is presented

in Figure 6-2.
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Contour C

| L |

Figure 6-2: Half-section diagram of the prototype B4 damper showing dimension and analysis integration

path.
6.2.1 EM damper operating point
To calculate the permanent magnet operating pAmpere’s law shall be first

applied. Ampere’s law states that the line integrlla magnetic field intensityd
around a closed conto® equals the net current passing through the surface

enclosed by said contour (Owen, 2003). The intefgrah of Ampere’s law is

95 H @l = I J [0S, (Eqn. 6-2)
C S

where J is the current density.

Assume the magnetic field is parallel todr, which follows the direction of

contourC as shown in Figure 6-2, since no magnetic leakaglebe considered, (Eqn.

(Eqgn. 6-3)
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H_., H, , H,_ and H_ are the magnetic field in the permanent

whereH_, H p3s Hg

021
magnet, the pole shoe of horizontal direction,gbke shoe of vertical direction, the air
gap, the coil layer and the stator yoke shell, @espely. Number 1 through 6 indicate
certain ranges within the integral conta@ir

Without the consideration of magnetic saturatiothie materials, the magnetic field
and the magnetic flux densi® outside the permanent magnet are related by

H= B (Egn. 6-4)

/'IOIUr ,

where g, = 4rx107 H/m is the permeability of free space, apd is the relative

permeability of the soft ferromagnetic materiallwé value typically much greater than
unity. For non-magnetic materials, sgt L, for practical purposes; for permanent
magnets (hard ferromagnetic materials), the periiiigakhould not be a constant but a

function of the magnetic field intensity . Also, since the permeability of copper is
similar to that of air, the effective air gap igtthickness of both the actual air gap and
the copper coil.

Moreover, the magnetic flux continuity condition sbhube satisfied. This
condition states that no net magnetic flux emandtemn a given space, which

mathematically can be expressed as

<J'> Blds =0, (Eqn. 6-5)
S

whereds is perpendicular to the enclosed surf&e
Thus, as shown in Figure 6-1, the horizontal magrfeix density sz in the

pole shoes can be determined by applying the aghtircondition to an enclosed
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surface 1. The enclosed surface creates the suXgcand A, perpendicular to the

magnetic fieldB,_ and B ,, and thus,

p2:
$Brs=B,A,~B,A,=0= BpZ:Bm[-li:B . (Eqn. 6-6)
S

m
2

/

s:s:s].

Surface 1

— - —

Outwards

Surface 1

Figure 6-3: Enclosed surface 1 in the prototype ENMlamper.
By applying above conditions and substituting (E6§#) and (Eqgn. 6-6) into

(Egn. 6-3),

| r
L : v B ' B
gSHmﬂ:Hmlm+2jid|+2j—p‘*dr+2 Sogr + B (,,+2,)= 0 Ean.67)
C

0 luOluFe 0 'uO:uFe Tm luO luOuFe

where L, is the relative permeability of iron used for fie shoes and the stator shell.

To find the vertical magnetic flux densi@p3 in the pole shoes, an enclosed

cylindrical surface with a radius of, as shown in Figure 6-4, should be applied.
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Surface 2 .

...............................

l

Figure 6-4: Enclosed surface 2 in the prototype ENMlamper.
Because of the continuity condition in (Eqn. 6-8)e magnetic flux going
inwards should be equal to the magnetic flux gauatyards, and thus

BB
B,A,~BysAs=0= B, = = oy <y (Eqn. 6-8)

Similarly, the air gap flux density is determinesing the cylindrical surface of
radiusr partially enclosing the permanent magnet as shaviigure 6-5. This surface
intercepts the magnet and the gap fields perpeladigutherefore, the air gap flux

density B, is given by

y (Eqn. 6-9)

BmAn_BgAg =0= Bg —F,I’m_t’_r
p
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. /

Swfae 3 # I peaml
{ geasees,

\-

\

= ]

Outwards

Figure 6-5: Enclosed surface 3 in the prototype ENMlamper.
Finally, as shown in Figure 6-6, using the crosgise 1 which creates the

cross-sectional ared#,, and A perpendicular to the magnetic field, and B,

respectively, the flux density in the stator sHgllis given by

2
r‘B
B,A,-BAA=0=B=—""— (Egn. 6-10)
t,(r,+ry) .
Cross-section 1
- Area inwards Area outwards

Figure 6-6: Cross-section 1 in the prototype EM dammer.

Substituting (Egn. 6-8) thru (Eqn. 6-10) into (EGr7) results in

2B r I, +200, 242 1
Hm:_ m—m |n(_y)ﬂFe+M+—2p+— . (Eqn 6-11)
IUOIUFelplm M ty(ry+rd) 2
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For permanent magnets, the relationship betweerflilkedensity B and the
field intensity B is typically represented by a hysteresis as shiowRigure 6-7. The
first quadrant shows the initial magnetization fué permanent magnet, and the second
quadrant, known as the demagnetization curve, septs the region in which the

magnet is typically operating.

Figure 6-7: Typical flux density to field intensity relationship for permanent magnet materials.
Two major points in the demagnetization curve dnaterest in this dissertation:

point b representing the remanence inductbrand point ¢ representing the coercivity

force H.. To simplify the analytical estimation, a straidlite connecting the two
points, as shown in Figure 6-7, usually approxim#te demagnetization curve as
B,=B +u H,, (Eqan. 6-12)

B . . -
where 1. = Hf is the recoil permeability.

Cc

Substituting (Egn. 6-11) into (Eqn. 6-12) gives
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Bl
B, = m p:uoﬂF;IZ TR . (Egn. 6-13)
l,] +r, In P PIR 4
pIUOIUFe m:urec( ( ):uFe nz] ty (ry + rd) 2)

The above equations define the operating poinhefpermanent magnet in the

EM damper modeling.
6.2.2 EM damper machine force
Next step is to find the damping coefficient of B damper. The Lorentz’s
law, which quantifies the forcé acting in a moving currentat a given velocity in the

presence of a magnetic fiell, should be applied to calculate the force exeoredhe

mover. When the current moves along the direchnthe Lorentz’s law gives
F :cﬁidfx B. (Eqn. 6-14)
The current in the coil induces a magnetic fluxpeadicular to the air gap flux
produced by the permanent magnet in the EM dantipigre effect of the induced field
on the air gap field is neglected, IpN, be the total number of active coil turns, which

is the number of turns intercepting the magnetig #it any time, and then the damping

force is given by

F, = pNaqSidrx B, (Eqn. 6-15)

whered is the direction tangential to the coill, aégl is the magnetic flux density
perpendicular to the coils and through the coilsadial direction. Substituting (Eqn.
6-9) into (Eqn. 6-15) yields

N, 7ar
Fd P m m [ﬂcw - t f C|r (Eqn. 6-16)

P
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pN_7r2B

% is the force constant of the EM damper device withunit of
p

whereK =

[N/A]. Therefore, the damping force of a passive Esimper is determined by the
current of the electric circuit, which is causedtbg voltage induced by the translation
of the mover.
6.2.3 EM damper open circuit induced voltage
To derive the induced voltage or the electromotoree on the coil due to the
mover translation, consider the cylindrical surfate¢he coil as a flatten surface. The
air gap magnetic flux is perpendicular to the soilface and the mover translation.

Faraday’s Law should be applied, which states #imaelectric filedE can be

generated by a time varying magnetic fi@d(\Woodson 1968). The derivation of the

damper equation uses the integral form of theicelahip as
qSE ol = J'—B (Egn. 6-17)
< Ot

where S is the surface enclosed by the cont@urdl is parallel to the contour, ards

is perpendicular to the surface.
Since the EM damper is under open circuit conditian i, =0), assuming the

moving distance of the mover is and the right side of (Egn. 6-17) yields

J'% —%(Bg [(27rx) = -2mB, IV, (Eqn. 6-18)

S
wherev is the relative velocity between the translatad #re mover.
To achieve the left side of (Eqn. 6-17), the vadtdgtween the open ends of the

coils should be calculated as
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qs E mr = _Vturn + I:%oilicir = _Vturn’ (Eqn. 6-19)
C

whereV,,, is the open circuit voltage for one turn of coil.

Thus,

V,

turn

=-2/mByv. (Egn. 6-20)
Substituting (Eqn. 6-9) into (Eqn. 6-20) and coesitlg pN, turns connected in series

that are linked by the air gap magnetic flux, thi@altopen circuit voltage induced in the

EM damperv,_ is given by

V, (Egn. 6-21)

N_m’B. . .
w is known as the electromotive force constant (eshf)

p

where the ternK . =

the EM damper device. Note that, for the EM damtyex,electromotive force constant

K., has the same numerical value with the force cabsta, , and their units (N/A

and Vs/m) are dimensionally equivalent. However,practice, the measured emf
constants and force constants may be differenttallesses that have not been taking

accounted for the modeling.
Therefore, in this dissertation, the EM damper dampcoefficient K, is
defined asK, = K, ; = K, for numerical simulations. By substituting (E@a13) into

(Egn. 6-16) or (Eqn. 6-21), the damping coefficieah be expressed in terms of the

geometric and magnetic properties of the devideet®v:
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m?pN. B (I, +I
Ky = m PNaBren(ln *1p) (Ean. 6-22)
(™)
[ +1)I |2
(Im+lp)lp+rnf72'u“’°(7rrn ey (1), +P)
IUO 2 :UFe luFety(ry+rd) rm:uFe .

Combining with the electrical parameters (i.e. s&sice and inductance), this
coefficient will lead to the constitutive relatidnp between the force and the velocity

of the EM damper.
6.2.4 EM damper resistance and inductance

Since the EM damper will be operated under clogemnlit situations, the non-
ideal parameters caused by the winding should heidered as essential factors. First,
by the Ohm’s Law, the coils will cause a slighttage drop and dissipate energy, and
thus, the resistance for the coils should be caledl Second, an axial magnetic flux
inside the coil will develop due to the non-zerarent, and it will manifest itself as a
circuit inductance. Also, the inductance will irdeece a time delay between the induced
emf voltage and the current, which is equivalerivieen the applied movement and the
damping force.

The resistance of the coils can be simply calcdlég adding the total amount
of turns in the coilN,, and the average radius of the coil. Consider thveber of poles

is p and the coils are connected in series, the resistaf the coils is calculated as

_ PN, (r, +1,)
1o

R

(Eqgn. 6-23)

where g is the conductivity of the coil material.
The EM damper (coil) inductance is generally défar when the relative

position of the mover inside the winding varieswéwer, since we assumed the length
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of the translator equals to the length of the emitl its relative movement should be
constrained to avoid the edge of the winding, tm#uctance of the coil is assumed
independent of its relative position, and thus apipnated.

The self-inductance of the EM damper (coil) candbdaved by using magnetic
circuits or reluctance networks. Mutual inductarfe#ween the coils in the damper
should be neglected for simplification. The magnétix due to the current in the coil
is assumed axial, and the magnetic flux due tgp#renanent magnet is neglected. The
total inductance of the EM damper is calculate@ddging the inductance of each coill.

The inductance. is defined as

:6/\

L=—,
di

(Egn. 6-24)

where A is the magnetic flux linkage andis the current in the coil wire. The flux

linkage A is defined as

A= J' B[dS. (Eqn. 6-25)
S

Thus, for a tightly wounded coily can be calculated as

N=NOD, (Eqn. 6-26)
where @ is the magnetic flux through each of the coils. The magnetomotive forge
in an inductor or electromagnet consisting of a4 abwire is given by

F =Ni. (Eqgn. 6-27)
Also, the Hopkinson'’s law gives

F=®0=Ni, (Egn. 6-28)
where is the reluctance of the circuit. Substituting tE§-26) and (Egn. 6-28) into

(Eqgn. 6-24) gives the inductance of the coil imteiof the reluctance as
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L=—. (Eqn. 6-29)

Figure 6-8 shows a schematic diagram of the prptwglectromagnetic damper
with two poles. Based on the structure, the eqaiateluctance network can be found

in Figure 6-9, which is simply a series circuitrefuctance.

R

air

Figure 6-8: EM damper schematic diagram.

The reluctance of a component can be computed by

O=|—, (Eqn. 6-30)

wherel is the length,A is the cross-sectional area andis the permeability of the

component.
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Figure 6-9: EM damper reluctance network diagram.

By using (Eqgn. 6-30), the reluctances of, ,U ),0J andd_,' as shown in

Figure 6-9 can be calculated as

2,-2,-1,
ar -T2 (Egn. 6-31)
HoTTr
. |, +2,
@ C T e (Eqgn. 6-32)
,1'1077'("&12 _rn?)
2,
0 DT T (Eqgn. 6-33)
luOluFemm
lm
Up=—"—. (Eqgn. 6-34)
:uOlumﬂrm
Based on Figure 6-9, the total reluctance of thedakhper is
1
Ut = Ui T , . (Egn. 6-35)
1/0, +1/@,+0,)
Thus, substituting (Eqn. 6-31) through (Eqn. 64849 (Eqn. 6-35) yields
112 -2 —I 1
0., = ~—F "4+ Eqn. 6-36
Y N e

2+ ey 1+

By substituting (Eqn. 6-36) into (Eqn. 6-29), thdictance of the coils is shown as
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L — ﬂO”pNV?I
S N I
2

> 27_ .2 (Eqgn. 6-37)
+1/( tuFerm + ra rm )
2+ el 1+ 2,

where the geometric parameters can be found ineTédl, /4, is the permeability of
free space equal tdrre— 7 henry/nm and £, is the relative permeability of iron.

6.2.5 EM damper force-velocity model

Based on the relationships developed in the prevsubsections, the damping

force of an ideal EM damper can be calculated as

Fy = Kalgr » (Ean. 6-38)
and

e=K,v, (Eqgn. 6-39)
whereiy, is the current in the coils, is the relative velocity of the EM damper, and

K, is the damping coefficient defined in (Eqn. 6-2Zhe above equations have

coupled both the mechanical and electrical domd\wte that losses of mechanical
origin, such as frictions, are neglected in theadigus, but possibly included in the

applications utilizing EM dampers.

If a load of a resistoR_, is applied to the circuit, the relationship betweee

induced emf voltage and the circuit current, is

d

i .
e= I‘coil d(‘:[|r + (Rzoil + I%oad)lcir ' (Eqn. 6-40)

where L, and R, are the inductance and resistance of the coitslaslated in (Eqn.

6-37) and (Egn. 6-23), respectively.
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Substituting (Egqn. 6-38) and (Eqn. 6-39) into (E6#40) yields
dr, 2
L oi T"' (Rait + Road ) Fa = KV (Ean. 6-41)

As shown above, the EM damper behaves as a lineahanical component (damper).
Normally, a time delay should be included in thedelong that it should be set by the
damper coefficient and the electrical circuit comguats. Furthermore, the time delay
will cause hysteresis for the force-velocity curve.

Thus, assume initial conditions are zero, and (E@#l) can be simply
converted into a transfer function with the inpéitvelocity and the output of damping

force as

RS- K
V() LSt Rai * Rau

, (Eqn. 6-42)

wheret, is the time delay term.

6.3 Electromagnetic Damper Model Verification

In order to validate the modeling approach mentioabove, a tubular non-
commutated moving magnet DC linear motor made blgddaMotors and Drives’
(model number LMNM2-1F5-1F1), as shown in Figuré(§-was used as a prototype
electromagnetic damper in this section. The motatasheet is supplied by the
manufacture, and presented in Figure 6-11.

The geometric and material properties of the linBe& motor are shown in
Table 6-2. Note that the pole shoes are considtegoocylinders have slightly different
diameters with the permanent magnet. In this modetnethod, the difference will be

neglected.
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Figure 6-10: DC linear motor from Baldor Motors and Drives (model number LMNM2-1F5-1F1).

Non-Commutated Moving Magnet Technical Data

Catalog Number
Parameters | Units | LMNM2-F8-F6 | LMNM2-1F3-F2 | LMNM2-1F5-F8 LMNM2-1F5-1F1
General:
Stroke in [mm] 0.600 [15.2] 0.250 [6.4] 0.750 [19.1] 1.125 [28.6]
Continuous Force Ibs [N] 0.5[3] 1.9 [9] 2.5012) 2.512)
Continuous Current Amps 0.87 1.02 0.86 1.47
Peak Force@ 10% Duty Ibs [N] 1.51(7] 5.7 [26] 7.5 [34] 7.5 [34]
Peak current @ 10% Duty Amps 2.6 3.1 2.6 4.4
Continuous Power Watts 2 10 10 9
Mechanical:
No. of poles 2 2 2 2
Motor moving weight Ibs [kg] 0.050 [0.030] 0.100 [0.050] 0.313 [0.150] 0.486 [0.230]
Motor total weight Ibs [kg] 0.163 [0.080] 0.800 [0.370] 1.110 [0.510) 1.280 [0.590)
Bearing Type Jewel Sapphire Ball Bushing Ball Bushing Ball Bushing
Electrical:
Force Constant Ph to Ph Ibs[N]/amps 0.58 [2.6] 1.87 [8.3] 2.91[13.0] 1.70 [7.6]
Back EMF Constant Phto Ph | V/in/s [V/m/s] 0.07 [2.6) 0.21[8.3] 0.33[13.0] 0.19 [7.6]
Resistance Ph to Ph at 25C Ohms 3.2 9.7 13.6 4
Resistance Ph to Ph at 125'C Ohms 4.5 13.5 2.7 5.6
Inductance Ph to Ph mH 0.225 0.9 0.9 1.52
Electrical Time Constant msec 0.070 0.093 0.066 0.380
Km Motor Constant Ibs[N)/V'W 0.32 [1.44] 0.60 [2.67] 0.79 [3.51] 0.85 [3.78]

Figure 6-11: Datasheet of DC linear motor LMNM2-1F51F1.

By applying the parameters in Table 6-2 into equeti in the previous
subsections, Table 6-3 presents the numerical casopabetween the actual values of
the DC linear motor and the theoretical model valokthe EM damper. This includes
the damping coefficient (force constant / emf cangt the coil resistance, and the coil

inductance.
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Table 6-2: Geometric and material properties of LMNVI2-1F5-1F1 linear DC motor

Name Symbol Value Unit
Mover radius 'm 13.34 mm
Armature radius 7, 13.82 mm
Yoke radius 7y 16.40 mm
Damper radius g 19.05 mm
Yoke thickness ty 2.65 mm
Coil thickness tw 2.58 mm
Air gap thickness tq 0.48 mm
Wire radius Ty 28.65 mm
Coil turns N, 250 /
Number of coils p 2 /
Pole shoe length Ly 24.9 mm
Magnet length I 39.1 mm
Coercivity force H. 900 kA/m
Remanence induction B 1.2 T

Table 6-3: Comparison of EM damper coefficients beteen mathematical model and experimental data

Damping Coefficient Resistance Inductance
Parameters
(V/Im/s) (ohms) (mH)
Model 7.6368 1.5095 3.9979
Experimental 1.52 4
Difference in % 0.48% —0.69% —0.05%
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As shown in Table 6-3, the proposed mathematicaldehds a good
representation of the EM damper device, as the enadlical values are within 1% of
the experimental values.

6.4 Numerical Simulation of EM damper in Base IsolationSystem

The mathematical model is developed based on theriexental setup in the
previous section. Figure 6-12 shows the diagrana dfase-isolated structure with a
prototype EM damper. Two identical regular steeirggs are connected at both sides of
the isolated base to provide restore force. The davhper is used to limit the base

movement, and springs are used to generate thwingstorce.
Screw to fix the
base movement *

- Restore Spring

Restore Spring l

EM Damper

Shake Table (Ground)

Figure 6-12: Diagram of the base-isolated structudamodel with EM damper.
Similar to (Eqgn. 5-16), the system can be descrdsedelow:
MX +CX +KX =-M {3} %, +F, (Eqn. 6-43)
whereM is the mass matrixC is the damping matrix< is the stiffness matrixx is

the displacement vector, which are all presentésl4nandF is the external force input

vector, as
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F= 0 , . (Eqn. 6-44)
FEM - Ff 59“0'% )

where F, is the friction force of sliderf, is the damping force generated by the EM

damper on one side of the structural model.

L~ | X
To obtain the state space model,)(e*{x] then

P L gL[0 0%
B e I T Vi | 1=

Therefore, the mathematical base isolation modelb=asimulated using the equation

above.
6.5 Numerical Simulation Results

Similar to 5.4, the relative displacement betweten 2 floor and the base and
the 2" floor acceleration are compared as the performaficke systems. To test the
performance of the base isolation structure with Bamper, four different types of
earthquakes at PGA of 0.1g are applied. The simoalaesults with comparisons for
each earthquake can be found in the following sutlises, and the summarized in
Table 6-4 at the end of this section.

We compare the structural performance for thragasdns: the fixed structure
without base isolation, the base isolation structuith EM damper, the base isolation
structure without EM damper. As shown in Figure36ahd Figure 6-14, with help from
the base isolation system and the EM damper, theation has been substantially
suppressed. Also, the EM damper can dissipatentbrgy of the vibration much faster,

and reduce the maximum base movement as showguineF6-15.
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Figure 6-13: Comparison of relative displacement udler EI Centro earthquake.
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Figure 6-14: Comparison of 2% floor acceleration under El Centro Earthquake.
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Displacement /m

Similar to the El Centro earthquake, in the Kobehemake, it is obvious that
the base isolation structure can dramatically redhe relative displacement and tHe 2
floor acceleration as shown in Figure 6-16 and FEdi+17. On the other hand, the EM
damper can only slightly improve the structural fpenance of the relative
displacement and the"2floor acceleration due to the powerful accelerataf the

earthquake around 11s, but greatly reduce thetiobraf the base as shown in Figure

6-18.
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Figure 6-16: Comparison of relative displacement utler Kobe earthquake.
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Figure 6-17: Comparison of 2% floor acceleration under Kobe Earthquake.
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Figure 6-18: Comparison of base displacement undétobe Earthquake.

Figure 6-19 and Figure 6-20 show the comparisothefrelative displacement
and the ¥ floor acceleration under the earthquake of Nodtyei 0.1g, respectively.
Figure 6-21 shows the comparison of the base mowerAs shown in the figures, the
structural vibrations have been significantly resilidy introducing the base isolation
system, and further improved with EM damper. At theanwhile, the base movement

is improved as well.
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Figure 6-19: Comparison of relative displacement uder North Ridge earthquake.
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Comparison of 29 floor acceleration under North Ridge Earthquake.
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Figure 6-21: Comparison of base displacement undé&torth Ridge Earthquake.

For the Hachinohe 0.1g earthquake, the relativelaiement comparison can be
found in Figure 6-22, and thé“floor acceleration comparison can be found in Fégu
6-23. With the base isolation system, structurbtations are barely visible comparing
to the normal fixed structure. Figure 6-24 showes llase movement comparison under
Hachinohe 0.1g earthquake. Since the Hachinohehcpaake does not cause a
significant vibration, only minor differences cae bbserved between the base isolation

system with and without EM damper.
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Figure 6-22: Comparison of relative displacement utler Hachinohe earthquake.
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Figure 6-23: Comparison of 2% floor acceleration under Hachinohe Earthquake.
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Figure 6-24: Comparison of base displacement undétachinohe Earthquake.

As shown in the figures above, the base isolatinrcgire can always reduce the
structural vibration, and improve the safety of thalding. Furthermore, for some
earthquakes, the EM damper can dramatically enh#ireeerformance of the base
isolation system, and remain almost the same prdoce for the rest. As mentioned
above, the summary of maximum amplitude of stradttegsponse is presented in Table
6-4. Since for structure without base isolatiore tase is fixed with the ground, the
“Max. base-dis” is shown “N/A”. The bold numbersstl for the lowest maximum
amplitude among three systems under the same aak@cgexcitation. Obviously, the
base isolation with EM damper has lowest amplituidall categories, and thus should

be chosen despite the earthquake inputs.
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Table 6-4: Summary of numerical simulation of basésolation system with EM damper
(max. rela-dis: maximum relative displacement betwen 2" floor and base; max. acc-?: maximum
acceleration of 29 floor; max. base-dis: maximum displacement of base

Structural Without base Base isolation Base isolation
Earthquake Performance isolation without EM with EM
Comparison damper damper
El Centro Max. rela-dis 14.5mm 5.5mm 3.0mm
Max. acc-2° 5.9m/$ 2.0m/¢ 1.1m/€
Max. base-dis N/A 67mm 29mm
Kobe Max. rela-dis 9.5mm 5.8mm 5.5mm
Max. acc-2° 3.7m/é 2.1m/$ 2.0m/¢
Max. base-dis N/A 71mm 59mm
North Ridge Max. rela-dis 17.7mm 3.6mm 3.2mm
Max. acc-2° 7.2m/$ 1.3m/$ 1.2m/¢
Max. base-dis N/A 44mm 34mm
Hachinohe Max. rela-dis 10.9mm 1.1mm 0.8mm
Max. acc-2° 4.7m/$ 0.4m/$ 0.3m/¢
Max. base-dis N/A 9.3mm 9.3mm
6.6 Summary

This chapter has proposed a mathematical model fwototype moving magnet
electromagnetic damper device based on quasi-gk#otromagnetic theory. The EM
damper has the ability to convert the kinetic epdrgo electric energy without any
external excitation, and thus produce a resistartef The damping force-velocity
relationship is derived in this chapter as shown(Bqn. 6-42), which includes the
modeling of the damping coefficient as shown in(EG-22), the coil resistance as
shown in (Egn. 6-23) and the coil inductance aswshim (Egn. 6-37). In addition, the

experimental measurements have validated the matieahmodel within a reasonable
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error range. This EM damper prototype and its nratiteeal model will be utilized in
the next chapter of base-isolated structure ang€hd of subsea jumper system.
Furthermore, this chapter has presented a promeomijcation of prototype
EM dampers in structural vibration suppression. EMedamper was attached to a base
isolation structural model to behave as both eneiggipation and vibration damping
device. Under various earthquake excitations, thectsiral response was simulated
based on the proposed mathematical model of EM daanpd the linear model derived
from the experimental setup presented in 5.4. Tumeamical results illustrate that the
base isolation system with EM damper always hasrtbst promising performance in

spite of the earthquake excitations.
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Chapter 7. Subsea Jumper System with Hybrid

Electromagnetic Damper

As mentioned in the literature review, supplemeptdsive damping systems
can resolve the issue of excessive structural titdiraf the unsupported part in subsea
jumper systems. With extreme conditions, intenbeations may result in fatigue at the
bend, which may cause system down time or evenleak. In this chapter, we
investigate the utilization of smart materials atdictures in the area of offshore oil
and gas industry. Subsea jumper system is a conymum@d structure to reduce the
stress level of the pipeline connections betweatetmater devices. A high stress may
cause failure due to fatigue under millions of egobf vibrations, and lead to an oil leak.
Although subsea jumpers can dramatically proteet dbnnections, they also endure
extensive structural vibrations. Thus, advanced mlagnstrategy should be applied to
subsea jumper systems to suppress the structbrations.

Based on the knowledge in previous chapters, aidhyvl damper, based on a
prototype EM damper and superelastic SMA helicahgg, is designed as both energy
dissipation and position restore device. Two typégassive damping scenarios are
presented in this chapter, and follow the numernieallts. Sensitivities of the proposed
subsea jumper systems area are also studied byyingdihe mass matrix of the subsea
jumper model in the numerical simulation.

7.1 Mathematical Model of Subsea Jumper System

To initialize the numerical simulations, subsea pem systems should be
properly modeled (Peng al., n.d.). Figure 7-1 shows a three dimensionalupécbf a

normal subsea jumper system. The two ends conoegchderwater devices, such as
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Christmas trees, risers and manifolds. In this edtation, a simple finite element

method (FEM) is used to model a regular subseagusystem.

Figure 7-1: 3D picture of a regular subsea jumperystem.
As shown in Figure 7-2, the subsea jumper systedivided into 11 different

nodes. The mass ath node ism, and the stiffness betweéth node andjth is k; .

Assume the damping ratié=0.005 universally in the subsea jumper. Consider the
material of the pipelines used in the subsea jurapgtem is regular steel with isotropic
properties listed in Table 7-1.

10

(1 o—06—9 ./

Figure 7-2: Nodes distribution for FEM modeling sulsea jumper systems.
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Table 7-1: Isotropic properties of steel

Modulus of Poisson’s Ratio U Den5|ty3p Minimum Yield
Elasticity E (Pa) (kg/m”) Stress F, (Pa)
1.999E + 11 0.3 7697.2 2.482E + 08

Considerx is the displacement @h node. Assume the connections between

nodes are rigid, the subsea jumper system can delatbas a second order system as

MX +CX +KX =0, (Eqn. 7-1)
[ x| 'm O 0 0]
X, 0 m, : :
where the state variabl¥ =| : |, the mass matri =| 0 0 . 0 0], the
X0 : ¢ m, O
R L 0 o - 0 m, |

stiffness matrixk is determined by inversing the flexibility matrix that is achieved
by using SAP2000, and the damping matiixis calculated by using the Rayleigh

theory (Tedescet al., 1999).

Thus, the state space model for the subsea jurgpEms is

X_ 0 ! X_+ 0 X (Eqn. 7-2)
. | = . , n. 7-
%|7|-M*K -MmTc|[ x| [-1]™ ;
X | 0
. X
Y= X|= 0 | X} (Egn. 7-3)
X| |-M7K -MTC |-

where the outpuvy contains the displacement, the velocity and tloelacation at each

node.
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7.2 Hybrid EM Damper Design with Damping System

In this section, a prototype hybrid EM damper issigeed based on the
implementation of a prototype EM damper as presemeChapter 3 and superelastic
SMA helical springs as presented in Chapter 7. désign of the hybrid damper is
developed from the prototype EM damper. As showrFigure 7-3, four identical
superelastic SMA helical springs are embedded énpiototype hybrid EM damper
connecting the pole shoes with damper sides. Wtilied motions, the hybrid EM
damper can generate resistant force with respedbetoelocity and the displacement of
the motions. The position of the mover in the hglEM damper can always be restored

due to the superelasticity of the SMA springs.

Figure 7-3: 3D picture of a prototype hybrid EM danyper.

Assume the connections of the SMA springs in theridyEM damper is rigid,
the modeling approach for the hybrid EM damper wohsist of the mathematical
model of the prototype EM damper in Chapter 3 dredghenomenological model of
superelastic SMA helical springs in Chapter 7.

To apply the hybrid EM damper to the subsea jungystem, two types of

damping system are designed as follows: 1) a hoaldund subsea jumper system
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and 2) a hook-to-tuned mass damper (TMD) subseagusystem. Both the damping
system are connecting to th8 Bode in Figure 7-2. The hook-to-ground subsea gmp
system, as shown in Figure 7-4, is a regular sireelamper system where the dampers

connects the most moving parts to the static lonati

| ~
*\/\ Hybrid damper

/

Subsea ground

Figure 7-4: Picture of hook-to-ground subsea jumpesystem.
Since the hybrid EM damper is connected betweerstheode of the subsea

jumper and sea floor, the state space model dfido&-to-ground subsea jumper system

IS
X 0 | X],[0 0% o 7.4
.| = . , n.7-
X| |-M7K -M7C| x| |-1 B,||f, |
X I 0
. X
Y= X|= 0 | {X} (Eqn. 7-5)
X| |-M7K -M7C
whereB, =[0 0 -+ -1/m; O ... qT with only the & element nonzero.

However, to utilize the hook-to-ground damping sgst many operations need

to be finished at the sea floor that will be sigrahtly costly to build and difficult to
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maintain. Thus, to reduce the cost, the hook-to-Tl¥dMping system is presented in
Figure 7-5 that most of the assembling can be ceraglonshore. As shown in the
figure, a properly weighted mass (designed to be b of the whole system mass) is
connected on top of the hybrid EM damper. The kinehergy of the vibration of the

subsea jumper can be transferred to the TMD sysaachdissipated by the hybrid EM
damper. The stiffness of the TMR,,, should be properly chosen to match the natural

frequency of the TMD system with the natural fregmeof the subsea jumper system.
Since the first mode is most dominant one in sulpgeger structural vibration, the

stiffness is tuned to compensate only the first enod

le———— Hybrid damper

Subsea ground —_ -

Figure 7-5: Picture of hook-to-TMD subsea jumper sgtem.
For the hook-to-TMD subsea jumper system, the méwduced node, the node

of the massm,, , will be considered as the . 2ode of the FEM model. Thus,

RN NS ) S
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. X
Y=|X|= 0 I L] (Egn. 7-7)
% [-M7R -Me X
~ X ~ M 0 - |K 0 ~ |C O
where X:{ } , M:{ } , K:[ } , C={ } , and
Xmvp 0 My 0 ko 0 0
B,=[0 0 -~ -1/m; 0 -~ 0 1/m,,] with the & and 12 element nonzero.

The priority of the subsea jumper system is to cedthe stress level at the
jumper connections to underwater devices, andeaséime time, reduce the structural
vibration. Thus, the stress at the jumper connestiand the displacement of th8 6
node will be selected as system performance fackssume the subsea jumpers are

symmetric, the bending stress@sat the jumper connections are calculated as

g = % , (Egn. 7-8)

X

whereM is the moment about axis of sea flogr,is the perpendicular distance to the
axis of sea floor, andl, is the moment of inertia about the axis of searflo

In this dissertation, we only investigate the \@tiibrations of subsea jumpers,
but with minor modifications, such designs can lasilg applied to horizontal
vibrations or combined.

7.3  Numerical Simulation

In this section, a numerical example of a subseg@r system and a prototype

hybrid EM damper will be presented and simulateduile 7-6 shows the dimensional

schematic of the subsea jumper example. This nealegkample is built based on an

127



experimental setup in Smart Materials and Strustuk@boratory, University of

Houston.

Figure 7-6: Dimensional schematic of the subsea jyper system in numerical simulation.

The massesn,m,,...m, from I node to 11 node are 74.19 kg, 5.55 kg,

44.34 kg, 54.97 kg, 72.78 kg, 68.57 kg, 72.78 Kg9B kg, 44.34 kg, 5.55 kg and 74.19
kg, respectively. The damping ratios are chosed.@@5 for the first two modes. The
stiffness matrixK is achieved by using SAP2000, and the damping ixn&lr is
calculated based on the Rayleigh theory. Detaitddrination about the state space
model of the subsea jumper example can be found.2n The first mode of this
numerical subsea jumper example is at 2.25 Hz.

The dimensional schematic of the prototype hybrid Bamper example is
shown in Figure 7-7. In addition to the EM damgeur identical superelastic SMA
helical springs with a length of 50 mm are embedoetiveen the pole shoes and the
damper ends. Similar to the prototype EM dampesemted in Chapter 3, the hybrid

EM damper also has two coils.
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Figure 7-7: Dimensional schematic of the hybrid EMdamper in numerical simulation.
To calculate the damping coefficiekt,, the coil resistanc&; and the coil
inductancel;, , apply the magnetic and the geometric propertfeth® hybrid EM
damper into (Egn. 6-22), (Egn. 6-23) and (Eqgn. B-ields K, =27.22 V/IN/m,
R =17.33Q, and L, =9.18 mH. The load resistandg , is chosen at 34 .
For the hook-to-TMD subsea jumper system, the nmmags of the TMD system
is chosen at 18.14 kg, and the stiffn&ss, is calculated at 3622 N/m to equalize the

first mode natural frequency at 2.25 Hz.

The sensitivity studies area included in the nuocatsimulation by reducing 20%
of the masses at node 2, 3, 4, 8, 9 and 10, dhose thodes are the nodes at the bends

which mass may slightly vary due to different methof manufacture.
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7.3.1 Hook-to-Ground Subsea Jumper System

To evaluate the performance of the hook-to-grourttsea jumper system, it is
compared with a regular subsea jumper system utwterdifferent excitations: free
vibration and El Centro earthquake signal. Forabeaparisons in free vibrations, both
the subsea jumpers are excited at the first moflaéd0s, and release the excitation
thereafter. Between a regular subsea jumper withoytadditional damping device and
a hook-to-ground subsea jumper, Figure 7-8 andr&ige® show the comparison of the
bending stress at the jumper connections and tepladiement at the"6node,
respectively. From the figures, it is obviously ttheomparing to a regular subsea
jumper, the hook-to-ground system can dramatidallyease the damping and reduce

the stress and the structural vibrations.

T [
.......... Regular

Hook-to-Ground []

Stress at jumper connections /Pa

Time /s

Figure 7-8: Free vibration comparison of bending sess at jumper connections (regular vs. hook-to-grnd).
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Figure 7-9: Free vibration comparison of displacemet at node 6 (regular vs. hook-to-ground).

To evaluate the structural performance under randraitations, an El Centro
earthquake signal is chosen as the excitation .irfpiatilar to the free vibrations, the
bending stress at the jumper connections and tepladement at node 6 will be
compared. Figure 7-10 shows the comparison of #malibg stress, and Figure 7-11
shows the comparison of the displacement. Obviouklg hook-to-ground subsea
jumper system significantly depresses the strutctutzration and the stress at the

connections.
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Figure 7-10: Earthquake comparison of bending stresat jumper connections (regular vs. hook-to-grounyd
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Figure 7-11: Earthquake comparison of displacemerat node 6 (regular vs. hook-to-ground).



7.3.2 Hook-to-TMD Subsea Jumper System Hook-to-TMD

As mentioned before, the hook-to-ground subsea gunsgstem is costly and
difficult to install and maintain, the hook-to-TMBystem is presented with numerical
simulations. In this subsection, three types ofssabjumper system are simulated
including a regular subsea jumper system (regudasubsea jumper system with only
TMD without additional damping devices (TMD onlg,hook-to-TMD subsea jumper
system (hook-to-TMD). Similar to the hook-to-grousgstem, excitations of free
vibrations and earthquake are utilized for commaripurpose. Figure 7-12 and Figure
7-13 show the comparisons of the bending stresheajumper connections and the
displacement of the™6node, respectively, under the free vibration extitih. Figure

7-14 and Figure 7-15 present the comparisons uhedel Centro earthquake excitation.

T [
.......... Regular

T
|
| :

Ap--mo- === TMD only
| Hook-to-TMD

Stress at jumper connections /Pa
o

Time /s

Figure 7-12: Free vibration comparison of bending sess at jumper connections (regular vs. TMD only s.

hook-to-TMD).
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Figure 7-13: Free vibration comparison of displacemant at node 6 (regular vs. TMD only vs. hook-to-TMD.
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Figure 7-14: Earthquake comparison of bending stresat jumper connections (regular vs. TMD only vs. bok-

to-TMD).
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Figure 7-15: Earthquake comparison of displacemerdt node 6 (regular vs. TMD only vs. hook-to-TMD).

As shown in the above figures, the TMD only systan slightly suppress the
maximum amplitude. However, the structural vibmatiof the TMD only system
saturates more slowly than the regular subsea junyeeause the TMD only system
has limited damping itself. Thus, the TMD only gystshould not be utilized. On the
other hand, the hook-to-TMD system greatly improttes performance of the TMD
only system.

The numerical simulations are summarized in Tabk Based on the absolute
maximum value and mean value of the stress atdheections and the displacement at
the 8" node, the best performance from the table is tek+to-ground subsea jumper
system. However, considering the cost of the hoeffround system is too high for
experimental applications, the hook-to-TMD systehowdd be the more reasonable

choice for practical offshore applications.
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Table 7-2: Summary of subsea jumper systems’ perfarance
(Stress: bending stress at jumper connections; Digtisplacement at node 6)

System Type Performance Free Vibration El Centro Eehquake
Factor Max Mean Max Mean

Regular subsea  Stress (Pa) 4.55e07 9.65e06 5.83e07 1.04e07
jumper Dis. (mm) 33.8 7.2 31.3 7.4

Hook-to-ground  Stress (Pa) 4.55e07 4.92e06 4.87e07 5.26e06
subsea jumper g (m) 338 3.6 215 3.1

Subsea jumper  Stress (Pa) 4.55e07 9.96e06 5.14e07 9.30e06
with TMD only  pig (mm) 338 8.1 28.6 7.1

Hook-to-TMD  Stress (Pa)  4.5507  5.99e06  4.54¢075.3506
subseajumper g (mm) 338 4.9 20.9 35

7.3.3 Sensitivity Study of Subsea Jumper Systems

For practical applications, the sensitivity of pr@posed subsea jumper systems
should be studied, since the precise model of tlaetipal subsea jumper may be
difficult to achieve due to various configuratiomssembling approaches and so on. In
this subsection, the numerical model of the suljseger system is modified by
reducing 20% of the masses at all bends. The riiastiral frequency of the subsea
jumper system in numerical simulation has changecthf2.25 Hz to 2.28 Hz. Two
types of excitation signal, a free vibration andErCentro earthquake excitation, are
used to evaluate the performance of the modifidzbeaa jumper system. Figure 7-16
through Figure 7-19 show the comparisons of strattubration responses under the

two excitations.
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Figure 7-16: Free vibration comparison of bending tsess at jumper connections for sensitivity studyrégular
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Figure 7-17: Free vibration comparison of & node displacement for sensitivity study (regular s. hook-to-

ground)
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Figure 7-18: Earthquake comparison of bending stresat jumper connections for sensitivity study (reglar vs.

hook-to-ground)
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Figure 7-19: Earthquake comparison of & node displacement for sensitivity study (regular . hook-to-

ground)
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In Figure 7-16 and Figure 7-17, the structural @eniances of the modified
subsea jumper system have not changed dramatiealty the hook-to-ground subsea
jumper system has significantly increased the daghpHowever, as shown in Figure
7-18 and Figure 7-19, the change of the naturgjuiacy has resulted in an apparent
change in the structural vibration. Despites thange, the hook-to-ground subsea
jumper can still promisingly suppress the vibration

Since the hook-to-TMD subsea jumper systems regupesliminary design of
TMD system based on the natural frequency of thesesa jumper, the change of the
natural frequency may worsen the performance ofhibek-to-TMD systems. Figure
7-20 through Figure 7-23 show the structural pentomce comparing the modified
subsea jumper system without supplemental damgimg, modified subsea jumper

system with TMD, and the hook-to-TMD system.

I I T
I | sesessnnas

| Regular
|

- TMD only

Hook-to-TMD

Stress at jumper connections /Pa

Time /s

Figure 7-20: Free vibration comparison of bending tsess at jumper connections for sensitivity studyregular

vs. TMD only vs. hook-to-TMD)
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Figure 7-22: Earthquake comparison of bending stresat jumper connections for sensitivity study (reglar vs.
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Figure 7-23: Earthquake comparison of & node displacement for sensitivity study (regulars. TMD only vs.

hook-to-TMD)

Obviously, the structural vibration performancestiud subsea jumper system
with TMD only have been significantly increasedesglly in the El Centro earthquake
excitation. However, the hook-to-TMD system can padéde change of the natural
frequency, and dramatically reduce the structuratation comparing to the regular
subsea jumper system with reduced mass.

Table 7-3 shows the summary of the numerical sitttulaesults for sensitivity
study. For both free vibration and El Centro eantligg excitations, nevertheless the
system matrices are observably changed, the hedM subsea jumper system is
still the best candidate for practical use dueh® high cost of the hook-to-ground

subsea jumper systems.
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Table 7-3: Summary of subsea jumper systems’ perfanance for sensitivity study
(Stress: bending stress at jumper connections; Digtisplacement at node 6)

System Type Performance Free Vibration El Centro Eehquake
Factor Max Mean Max Mean

Regular subsea  Stress (Pa) 3.68e07 9.07e06 4.60e07 6.87e06
jumper Dis. (mm) 28.8 6.1 26.2 5.1

Hook-to-ground  Stress (Pa) 3.68e07 4.92e06 3.46e07 4.05e06
subsea jumper g (m) 28.8 3.7 17.3 238

Subsea jumper  Stress (Pa) 3.68e07 8.40e06 4.29e07 7.60e06

with TMD only  pig (mm) 28.8 7.2 27.2 6.2
Hook-to-TMD  Stress (Pa)  3.68¢07  4.38e06  3.35¢073.72¢06
subseajumper g (mm) 28.8 3.7 19.9 27
7.4 Summary

In this chapter, the regular subsea jumper systemodeled by using the FEM
method with a numerical example. Combining the i@ppibns of the prototype EM
damper and the superelastic SMA helical springpratotype hybrid EM damper is
presented. To suppress the structural vibratiodsstness at the jumper connections, a
hook-to-ground and a hook-to-TMD subsea jumperesystre proposed with the
utilization of the hybrid EM damper. Numerical silatons show that although the
hook-to-ground subsea jumper system has the relatpromising performance, as a
concern of reducing cost in installations, the htmk'MD system should be chosen as

the most practical damping system in offshore wd gas industry.
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Chapter 8. Conclusions and Future Works

8.1 Conclusions

The research presented in this dissertation haslaj@d several new types of
advanced modeling approach for smart materialsséndtures. The motivation of this
research is driven by the difficulty of modelingamntrolling nonlinear behaviors such
as hysteresis among smart materials and structWséh a successful model, a
numerical simulation can be accurately achievedoreefapplying any new smart
materials or structures into an unknown applicatighich is also a major objective of
this research. Spanning various modeling methoddtseir utilizations, the dissertation
began with an introduction and literature surveytlo@ existing technology of smart
materials and structures, and ended with severaiderably successful applications in
both numerical simulations and experiments.

The content of this dissertation can be divided iftur major categories: 1)
development of an innovative nonlinear autoregwessxogenous model (NARX)
based on recurrent neural networks for forwardregion and inverse control purpose
with an application on an ultra-thin shape memdigya(SMA) wire, 2) introduction of
an advanced phenomenological model for superel&fid helical springs, 3) design
of a prototype electromagnetic (EM) damper and kbgreent of the corresponding
mathematical model, 4) utilization of superelasgidA helical springs and prototype
EM dampers in base-isolated structure with expentaidest, and 5) conceptual design
of a hybrid EM damper with an application on subgsaper systems. These contents

are described and summarized in the following sttiyses.
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8.1.1 NARX Recurrent Neural Network Model

In many smart materials and structures, hystefesigviors between outputs
and inputs can be easily observed. The hysteretia\iors are mostly nonlinear, which
makes modeling and controlling smart materials stnactures remarkably complicated.
To solve this problem, an innovative nonlinear eegoessive exogenous model
(NARX) based on recurrent neural network (RNN) ctinoe was presented that can be
used in forward models for behavioral estimationsvall as inverse models for control
purposes. The proposed network structure syntteefiiseadvantage of the Jordan RNN
structure and the Elman RNN structure, and with dpecialized training procedure,
could achieve a better performance than a regufsRX model (Jordan network) to
estimate hysteretic behaviors.

Furthermore, this network structure was tested rexperimental ultra-thin
SMA wire setup for both forward modeling and inveersodeling. The displacement of
the SMA wire was driven by an applied electricghsil. The experimental results show
that, under various frequencies, the proposed @ WMARX RNN model estimated the
hysteresis loops with considerably limited errasd the inverse NARX RNN model
functioned as a feedforward controller to track tligplacement. The performance of
the inverse model could be dramatically improvedaliging a simple feedback control

algorithm.
8.1.2 Phenomenological Model of Superelastic SMA Helical
Springs
This part of research was motivated by potentidizations of superelastic
SMA helical springs as energy dissipation and pwsitestore devices with numerical
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simulations. By observing the force-displacemertidyéors of multiple superelastic
SMA springs, an innovative phenomenological modak wroposed to estimate the
forces based on the displacements. Both major laadsminor loops were thoroughly
considered and validated by a self-trained sup&iel8MA spring.

Then, the self-trained superelastic SMA springsevagplied to an experimental
base-isolated structure. Shown by the experimergallts, the superelastic SMA
springs dramatically reduced the structural vilorai of the base-isolated structure, and

limited the base movement.
8.1.3 Mathematical Modeling of EM Damper

This part of research began with proposing andyamaj a prototype EM
damper with a moving permanent magnet. Based orsi-gtatic electromagnetic
theories, a mathematical model of the designedpo¢ EM damper was derived. The
damping coefficient and circuit impedances arerdateed by the geometric, magnetic
and electric property of the device. The force-e#jorelationship of the EM damper
demonstrated that it is similar to an ideal dampée behavior of the EM damper was
described by a first order transfer function withirae delay relating the velocity to the
resistant force of the damper. In the end, the emattiical model was validated by
experimental data provided by the manufacture.

Similar to the superelastic SMA springs, the pigtetEM damper was utilized
to base isolation systems. The EM damper was a&thtdh a base isolation structural
model to behave as both energy dissipation andatlr damping device. The
numerical simulation demonstrated that the badetest structure with EM damper

could significantly reduce the structural vibratiamder various earthquake excitations.
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8.14 Hybrid EM Damper Design in Subsea Jumper System

Offshore oil and gas industry is a challenging doeanechanical devices due to
the high cost and difficulty to install and mairaece. This part of research focused on
suppressing the structural vibration and stresssudfsea jumpers by introducing
additional damping devices. The regular subsea gursgstem was modeled by using
the FEM method with a numerical example. Combinihg applications of the
prototype EM damper and the superelastic SMA hiefipeings, a prototype hybrid EM
damper was presented. To suppress the structlratians and stress at the jumper
connections, a hook-to-ground and a hook-to-TMD seab jumper system were
proposed with the utilization of the hybrid EM daanpNumerical simulations show
that although the hook-to-ground subsea jumperesyshas the most promising
performance, the hook-to-TMD system should be am@sethe most practical damping
system in offshore oil and gas industry.

8.2 Future Research

This current research has broadened the area ohneed modeling for
nonlinear systems such as smart materials andtwtesc In order to improve and
implement the proposed modeling and utilization® ipractical applications, future
research is needed as follows:

* An actual implementation of electromagnetic damgepends significantly on
the fabrication of the device itself. More expenttgeare required to bring the
potential implementation into practical applicason

* One obvious advantage of the prototype electromagdamper is that not only

it does not require external energy, but is alqmabée of providing extra power
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by cutting electromagnetic field. With a properliméition of this property,
structures like base isolation system or subsegguraystem can generate and
store energy from the structural vibration that barused as an emergent energy
source. This will be significantly helpful when vation excitations could
endanger the power grids.

The proposed nonlinear autoregressive exogenousIn{bthRX) based on
recurrent neural networks supposes to success aleling various smart
materials and structures. This advanced modelimgoagh can be applied to
other applications, such as piezoceramics and ntadp@®logical fluids.
Advanced feedback control algorithms, such asrsjidnode controllers, fuzzy
logic controllers, to name a few, can be develdennprove the performance
of the inverse NARX model based on recurrent neneévorks, if the real-time

feedback signals are available.
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A. Appendix

A.1State Space Model of Base-Isolated Structure

A b=
1.0e+003 *
0 0 0 0.0010 0 0
0 0 0 0 0.0010 0
0 0 0 0 0 0.0010
-1.2361 1.2361 0 -0.00010.0001 O
1.1907 -2.15960.9689 0.0001 -0.00020.0001
0 0.6225 -0.62250 0.0001 -0.0001
B b=
0 0
0 0
0 0
-1.0000 0
-1.0000 0
-1.0000 0.5108
C b=
1.0e+003 *
0.0010 0 0 0 0 0
0 0.0010 0 0 0 0
0 0 0.0010 0 0 0
0 0 0 0.0010 0 0
0 0 0 0 0.0010 O
0 0 0 0 0 0.0010
-1.2361 1.2361 O -0.00010.0001 0
1.1907 -2.15960.9689 0.0001 -0.00020.0001
0 0.6225 -0.62250 0.0001 -0.0001
Db=

o 0

o 0

o 0

158



OO OO0 O0o

.5108

A.2State Space Model of Subsea Jumper System

K=

1.0e+006 *

Columns 1 through 9

6.3689 -2.2680 0.3093 -0.3098 0.00@70008
-2.2680 1.4303 -0.5837 0.1179 0.149650391
0.3093 -0.5837 0.5330 -0.0670 -0.14970394
-0.3098 0.1179 -0.0670 0.3444 -0.28861635
0.0007 0.1495 -0.1497 -0.2885 0.65@75440
-0.0008 -0.0391 0.0394 0.1635 -0.54407609
0.0006 0.0098 -0.0100 -0.0417 0.223815440
0.0058 -0.0063 0.0348 -0.0251 -0.04Dr1635
-0.0064 0.0042 -0.0325 0.0348 -0.01@00394
0.0028 -0.0010 0.0042 -0.0063 0.009B0391
-0.0054 0.0028 -0.0064 0.0058 0.00@60008
Columns 10 through 11

0.0028 -0.0054

-0.0010 0.0028

0.0042 -0.0064

-0.0063 0.0058

0.0098 0.0006

-0.0391 -0.0008

0.1495 0.0007

0.1179 -0.3098

-0.5837 0.3093

1.4303 -2.2680

-2.2680 6.3689
M=

Columns 1 through 9
74.192 0 0 0 0 0
0 5548 O 0 0 0
0 0 44.343 O 0 0
0 0 0 54965 O 0
0 0 0 0 72.783 0
0 0 0 0 0 68.569

0.0006
0.0098
-0.0100
-0.0417
0.2234
-0.5440
0.6507
-0.2885
-0.1497
0.1495
0.0007

cNeoNeoNoleNe)

0.0058
-0.0063
0.0348
-0.0251
-0.0417
0.1635
-0.2885
0.3444
-0.0670
0.1179
-0.3098

cNoloNoleNo]

-0.0064
0.0042
-0.0325
0.0348
-0.0100
0.0394
-0.1497
-0.0670
0.5330
-0.5837
0.3093

cNoNeoNoloNe)



0 0 0 0 0 0 72782 0 0
0 0 0 0 0 0 0 54965 O
0 0 0 0 0 0 0 0 44.343
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

Columns 10 through 11

>NeNoNoNoNeoNoNoNeNae)

(62}
SN
(o]

74.192

Cd=

1.0e+003 *

Columns 1 through 9

1.3140 -0.4652 0.0635 -0.0636 0.00@0002 0.0001 0.0012 -0.0013
-0.4652 0.2940 -0.1197 0.0242 0.03@0080 0.0020 -0.0013 0.0009
0.0635 -0.1197 0.1138 -0.0137 -0.03@70081 -0.0021 0.0071 -0.0067
-0.0636 0.0242 -0.0137 0.0762 -0.05920335 -0.0086 -0.0052 0.0071
0.0001 0.0307 -0.0307 -0.0592 0.14@81116 0.0458 -0.0086 -0.0021
-0.0002 -0.0080 0.0081 0.0335 -0.11161630 -0.1116 0.0335 0.0081
0.0001 0.0020 -0.0021 -0.0086 0.04%8B1116 0.1408 -0.0592 -0.0307
0.0012 -0.0013 0.0071 -0.0052 -0.00860335 -0.0592 0.0762 -0.0137
-0.0013 0.0009 -0.0067 0.0071 -0.00210081 -0.0307 -0.0137 0.1138
0.0006 -0.0002 0.0009 -0.0013 0.0020D0080 0.0307 0.0242 -0.1197
-0.0011 0.0006 -0.0013 0.0012 0.00@0002 0.0001 -0.0636 0.0635
Columns 10 through 11

0.0006 -0.0011

-0.0002 0.0006

0.0009 -0.0013

-0.0013 0.0012

0.0020 0.0001

-0.0080 -0.0002

0.0307 0.0001

0.0242 -0.0636

-0.1197 0.0635

0.2940 -0.4652
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-0.4652 1.3140
K_tmd =

1.0e+006 *

Columns 1 through 9

6.3689 -2.2680 0.3093 -0.3098 0.00@70008
-2.2680 1.4303 -0.5837 0.1179 0.14960391
0.3093 -0.5837 0.5330 -0.0670 -0.14970394
-0.3098 0.1179 -0.0670 0.3444 -0.288651635
0.0007 0.1495 -0.1497 -0.2885 0.65@75440
-0.0008 -0.0391 0.0394 0.1635 -0.54407609
0.0006 0.0098 -0.0100 -0.0417 0.22815440
0.0058 -0.0063 0.0348 -0.0251 -0.04171635
-0.0064 0.0042 -0.0325 0.0348 -0.01@00394
0.0028 -0.0010 0.0042 -0.0063 0.009B0391
-0.0054 0.0028 -0.0064 0.0058 0.00@60008

0 0 0 00 0 0

Columns 10 through 12

0.0028 -0.0054 0

-0.0010 0.0028 0

0.0042 -0.0064 0

-0.0063 0.0058 0

0.0098 0.0006 0

-0.0391 -0.0008 0

0.1495 0.0007 0

0.1179 -0.3098 0

-0.5837 0.3093 0

1.4303 -2.2680 0

-2.2680 6.3689 0

0 0

M_tmd =

Columns 1 through 9
74.192 0 0 0 0 0
0 5548 0 0 0 0
0 0 44343 0 0 0
0 0 0 54965 O 0
0 0 0 0 72.783 0
0 0 0 0 0 68.569
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
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0.0006
0.0098
-0.0100
-0.0417
0.2234
-0.5440
0.6507
-0.2885
-0.1497
0.1495
0.0007
0

©oNJoooooo

782

0.0058
-0.0063
0.0348
-0.0251
-0.0417
0.1635
-0.2885
0.3444
-0.0670
0.1179
-0.3098

[ecNolNoloNoNeNo]

54.965

-0.0064
0.0042
-0.0325
0.0348
-0.0100
0.0394
-0.1497
-0.0670
0.5330
-0.5837
0.3093

Roooocoooo

.343



o
o

Columns 10 through 12

a

D

o
ecRNleNoloNoNoNoNoNoNoNo)

Cd tmd =

4.192

o

0
0
0
0
0
0
0
0
0
0
1

1.0e+003 *
Columns 1 through 9

1.3140
-0.4652
0.0635
-0.0636
0.0001
-0.0002
0.0001
0.0012
-0.0013
0.0006
-0.0011
0

-0.4652
0.2940

-0.1197
0.0242
0.0307

-0.0080
0.0020

-0.0013
0.0009

-0.0002
0.0006
0

8.144

0.0635
-0.1197
0.1138
-0.0137
-0.0307
0.0081
-0.0021
0.0071
-0.0067
0.0009
-0.0013
0

Columns 10 through 12

0.0006
-0.0002
0.0009
-0.0013
0.0020
-0.0080
0.0307
0.0242
-0.1197

-0.0011
0.0006
-0.0013
0.0012
0.0001
-0.0002
0.0001
-0.0636
0.0635

cNoloNololoNoNoNe]

-0.0636
0.0242
-0.0137
0.0762
-0.0592
0.0335
-0.0086
-0.0052
0.0071
-0.0013
0.0012

0 0

0.00@10002
0.03@/0080
-0.03M@70081
-0.059r0335
0.14@B1116
-0.11161630
0.04%B1116
-0.00860335
-0.00210081
0.00200080
0.00a10002
0
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0.0001
0.0020
-0.0021
-0.0086
0.0458
-0.1116
0.1408
-0.0592
-0.0307
0.0307
0.0001
0

0.0012
-0.0013
0.0071
-0.0052
-0.0086
0.0335
-0.0592
0.0762
-0.0137
0.0242
-0.0636

0

-0.0013
0.0009
-0.0067
0.0071
-0.0021
0.0081
-0.0307
-0.0137
0.1138
-0.1197
0.0635



0.2940 -0.4652 0
-0.4652 1.3140 0
0 0 0.0005

A = [zeros(n,n),eye(n);-inv(M_tmd)*K_tmd,-inv(M_tnCd_tmd];

B = [zeros(n,2);-1 0;-1 0;-1 0;-1 0;-1 0;-1 -0.03460;-1 0;-1 0;-1 0;-1 0;-1 0.0551;];
C=[eye(2*n);-inv(M_tmd)*K_tmd,-inv(M_tmd)*Cd_tmd;Ktmd zeros(n,n)];
D=[zeros(4*n,2)];

163






