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## ABSTRACT

This paper presents a number of methods for testing the primality of any given number N. A brief history of number theory is introduced in Chapter I. The main task of this paper is to test the primality of any given number. However, if the test shows a negative result, or that the given number is not a prime but a composite, then the task is extended to the next step - factoring the given number. Several methods for factorization of a given number $N$ are discussed in Chapter III. In addition, a representive example for both tasks as carried out by a computer program written in the Fortran IV language is presented.
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## CHAPTER I

## INTRODUCTION

As far back as any records can be found, mankind possessed adequate methods for keeping a tally of things, while our knowledge of ancient civilizations reveals an already highly developed art of denoting and operating on numbers as far back as 3500 B. C. and earlier. A natural number is the original mathematical concept and the most fundamental, the first rudiments of scientific approach to the study of numbers can be traced back to Pythagoras ( 600 B. C. ). It is believed that the distinction between prime and composite numbers was made in the Pythagorean school. By definition, a prime is a number that is divisible only by the number one and itself, while a composite is a number that has divisors other than the number one and itself. The first systematic presentation of results in number theory with proof is to be found in Euclid's Elementa ( 300 B. C. ). Among the later Greek mathematicians, Diophantos (A. D. 350 ) was responsible for adding further significant advancement to the development of the theory of numbers.

A great impulse to the further development of number theory was not received until. the seventeenth century, with the memorable discoveries of many deep and abstruse properties of nuwives ry Fermat ( 1601-1665). The French mathematician Fermat may rightly be regarded as the father of the more recent number theory.

Fermat stated in 1640 that he had a proof of the fact,
now known as Fermat's theorem, that if $p$ is any prime and $x$ is any integer not divisible by $p$, then $x^{p-1}-1$ is divisible by p. This is one of the fundamental theorems of the theory of numbers. The case $x=2$ was known to the Chinese as early as 500 B. C. The first published proof was given by Euler in 1736. Of first importance is the generalization from the case of a prime $p$ to any integer $N$, published by Euler in 1760 : If $\phi(N)$ denotes the number of positive integers not exceeding $N$ and relatively prime to $N$, then $x^{\phi(N)}-1$ is divisible by $N$ for every integer $x$ relatively prime to $N$. Another elegant theorem states that, if p is a prime, $1+\{1 \cdot 2 \cdot 3 \cdots(\mathrm{p}-1)\}$ is divisible by p ; it was first published by Waring in 2770 , who ascribed it to Sir John Wilson. In 1773, Lagrange was the first one to publish a proof of Wilson's theorem and to observe that its converse is true. In 1801, Gauss stated and suggested methods to prove the generalization of Wilson's theorem : if N denotes the product of the positive integers less than $A$ and prime to $A$, then $N+1$ is divisible by $A$ if $A=4, \dot{p}^{m}$ or $2 p^{m}$, where $p$ is an odd prime, while $N-I$ is divisible by $A$ if $A$ is not of one of these three forms.

Many cases have been found in which a ${ }^{(N-1)}-1$ is divisible by $N$ for a composite number $N$. But, in 1876, Lucas proved the following converse of Fermat's theorem : if $a^{x}-1$ is divisible by $N$ when $x=N-1$, but not for $x<(N-1)$, then $N$ is a prime.

The last hundred years have been charaterized by an in-
tensive development of number theory in many different directions.

In general, the prime numbers may be divided into two classes according to the remainder they give on division by any number taken as " modulus ". Thus, every prime other than 2, which is the only even prime, is a multiple of 4 plus or minus 1. This is expressed by saying they are of the form $4 n+1$ or 4n-1. The primes 5, 13, ... belong to the form $4 \mathrm{n}+1$, and 3, 7, 11, 19, ... belong to the form 4n-1. It is not difficult to show by a slight extension of Euclid's method for all primes, that each of the above sequences contains an infinite number of primes.

## CHAPTER II

## METHODS FOR TESTING PRIMALITY

It is not a simple matter to determine whether or not $N$ is prime. Therefore, several computational methods for testing primality will be discussed in this chapter.

Eratosthenes [10] devised a systematic method, called the sieve or crib of Eratosthenes, for obtaining all primes up to any given number N. Consider all integers from 2 up to $N$ listed in their natural order. We start with $2 \cdot 2$, striking out all the multiples of 2 , i.e. $2 \cdot 2,2 \cdot 3,2 \cdot 4, \ldots, 2 \cdot n$ for all $\mathrm{n} \leqslant(1 / 2) \mathrm{N}$. The next prime integer will be 3, cancelling again all multiples of 3 , starting with 3.3 , proceed as with the integer 2, i.e. $3 \cdot 3,3.4,3 \cdot 5, \ldots, 3 \cdot n$ for all $n \leq N / 3$. The next prime integer remaining in our list after 3.is 5; again. we follow the same pattern as with 2 and 3, i.e. $5 \cdot 5,5 \cdot 6, \ldots$, , and so on. Continue in the same way with all primes not exceeding $\mathrm{N}^{1 / 2}$, their multiples being crossed out of all the series, 2, 3, ..., N. Then the remaining numbers will all be primes not exceeding N. . Therefore, if N is in the remaining number list, then N is a prime; otherwise N is a composite. As an example :

Suppose $N=39$, which is not a prime number. The list is
 - 18, 17, 1\%, 19, 1申, $14,27,23,14,1 \phi, 16,17$,
 crossing out all the multiples of primes up to $N^{1 / 2}$. From the list we know that $N$ was crossed out, so $N$ is not a prime.

From the above example, we realize that some of the integers have been crossed out more than once; for instance, 12 and 18 had to be cancelled both as a multiple of 2 , and 3 in the example. This sieve method is a tedious and time-consuming method, even though it is quite effective for obtaining a list of primes up to a reasonably small limit.

Similar to the sieve method, a simple and elementary method [II] for testing the primality of a given number $N$ is to divide $N$ by primes not exceeding its square root; and if one division yields no remainder, then the proposed number is composite, otherwise, it is a prime. Let us test, for example, 1009. Primes not exceeding $1009^{1 / 2}$ are

$$
2,3,5,7,11,13,17,19,23,31
$$

and on trial we find that none of them divides 1009. Hence 1009 is a prime number.

This simple test of primality is quite workable and convenient when the numbers to be tested are not large; but with increasing size of the numbers, the trials become too numerous and burdensome. Also a table of primes must be created. To obviate this inconvenience other, more expeditious, methods have been devised to ascertain whether or not a number is prime.

> Testing Primality by Final Digit [8] This method for testing the primality of a number N, is
to divide it by primes $\leq N^{1 / 2}$. By considering the choice of final digits the number of primes to be so tested can be restricted. Suppose $N$ has the form of $100+D$ where $C$ is an integer, and $D=1,3,7$, or 9 , thus extending the obvious range of the standard procedure by a factor 10. The process depends upon the representation of N in the decimal system, and is based on the following lemma.

Lemma : The number $10 c+d$ divides $100+D(D, d,=1$, 3, 7, 9 ) if it divides $C-T(c)$, where $T(c)$ is linear in $c$ depending only on $d$ and $D$. The 16 values of $T(c)$ are arrayed in the Table below.


It will be seen that if

$$
\begin{aligned}
& N=100+D=N_{1} \cdot N_{2} \\
& =\left(10 c_{1}+d_{1}\right)\left(10 c_{2}+d_{2}\right)
\end{aligned}
$$

then

$$
\therefore-T\left(c_{1}\right)=c_{2} \cdot N_{1}
$$

$$
C-T\left(c_{2}\right)=c_{1} \cdot N_{2}
$$

For example, let $N=9401=10 \cdot 940+1 . \quad$ Thus $C=940$, and $D=1$. We need to test for primes $10 c+1,10 c+9$, and either $10 c+7$ or $10 c+3$; because the primary condition, in this case, to accomplish the test is to make $d_{1} d_{2}=D=1$. With $d=9, D=1$, we have $T(c)=9 c+8$ so that $940-T(c)$ is divisible by $10 c+9$ for $c=1,2, \ldots$. This is satisfied for $c=7$, therefore $T\left(c_{1}\right)=71$, we have

$$
940-71=869=79 \cdot 11
$$

and so $c_{2}=11$ and $10 c_{2}+9=119$ and thus

$$
9401=79 \cdot 119
$$

It is equally obvious that if $C-T(c)$ is not a product of the form $\mathrm{cN}_{1}$ or $\mathrm{cN}_{2}$ for all c , then N is prime.

This method, possibly with some refinements, is sometime used on the electronic computing machines for testing large numbers. But even so, this procedure is laborious and costly.

Testing Primality by Wilson's Theorem

$$
[2],[11]
$$

E. Waring first published the theorem that $1+(N-1)$ ! is glways divisible by a prime $N$ or in congruence notation,

$$
1 \cdot 2 \cdot 3 \cdot(N-1)+1 \equiv 0 \quad(\bmod N)
$$

The abbreviation " mod " for modulus is used repeatedly:

Two integers $a$ and $b$ whose difference $a-b$ is divisible by $a$ given number $m$, which is not zero, are said to be congruent for the modulus $m$ or simply congruent mod $m$. We will use the following form to express the number-theoretical concept of congruence

$$
\begin{equation*}
a \equiv b \quad(\bmod m) \tag{1}
\end{equation*}
$$

means that $a(\bmod m)=b(\bmod m)$, that is, the difference $a-b$ is an integral multiple of $m$. Expression (l) is read, " a is congruent to b modulo m ", and b is said to be a " residue " of a $(\bmod m)$. Any subset $S$ of the set of integers is called a " complete residue system " modulo m if each integer is congruent to one and only one of the members of the subset $S$. The set

$$
\{0,1,2,3, \ldots, m-1\}
$$

is always a complete residue system modulo m.
We shall now state the basic elementary properties of congruence. All variables in the following formulas are assumed to be integers. Two integers are said to be " relatively prime " if they have no common factor,i.e. if their greatest common divisor is 1.
A. The congruence relation modulo $m$ is an " equivalence relation" on'the set of integers; that is, the congruence relation modulo $m$ is
( i ) reflexive: $a \equiv a(\bmod m)$ for every integer $a ;$
( ii ) symmetric: if $\mathrm{a} \equiv \mathrm{b}(\bmod m)$, then $\mathrm{b} \equiv \mathrm{a}(\bmod m)$;
( iii) transitive: if $\mathrm{a} \equiv \mathrm{b}(\bmod m)$ and $b \equiv \mathrm{c}(\bmod m)$, then $a \equiv c(\bmod m)$.
B. Two congruences with the same modulo can be added or subtracted or multiplied, member by member, like equalities. In other words, if $a \equiv b(\bmod m)$ and $x \equiv y(\bmod m)$, then $a+x \equiv b+y(\bmod m)$ and $a \cdot x \equiv b \cdot y(\bmod m)$.
C. If $a \cdot x \equiv b \cdot y(\bmod m)$ and $a \equiv b(\bmod m)$, and if a is relatively prime to $m$, then $x \equiv y(\bmod m)$.
D. $a \equiv b(\bmod m)$ if and only if $a \cdot n \equiv b \cdot n(\bmod m n)$, for $n \neq 0$.
E. If $r$ is relatively prime to $s$, then $a \equiv b(\bmod r s)$ if and only if $a \equiv b(\bmod r)$ and $a \equiv b(\bmod s)$.

Theorem (Wilson's) : (N-1)!+1 $\equiv 0(\bmod N)$ if and only if N is a prime.

## Proof :

(-a). Suppose $(N-1)!+1 \equiv 0(\bmod N)$, we have to prove N is a prime.

Assume that N is not a prime, so N is a product of two numbers i.e. $N=a \cdot b$ where $l<a<N$ and $I<b<N$, so that ( $N-1$ )! can be divided by a or b. But ( $N-1$ )! + I can not be divided by a or b. This implies that $\mathbb{N}$ does not divide ( $N-1$ )! +1. So that

$$
(N-1)!+1 \geqslant 0 \quad(\bmod N)
$$

This is a contradition to the hypothesis

$$
(N-1)!+1 \equiv 0 \quad(\bmod N)
$$

therefore $N$ is a prime.
( b ) ( Due to Gauss [11]). Suppose $N$ is prime, then we have to prove $(N-1)!+1 \equiv 0(\bmod N)$.

Suppose $x$ is any number of the sequence

$$
1,2,3,4, \ldots, \text { N }-1
$$

then

$$
x, 2 x, 3 x, 4 x, \ldots,(N-1) x
$$

forms a complete system of residues ( $\bmod N$ ) with the exclusion of 0 , and one and only one of these numbers is congruent to $I$ $(\bmod N)$. In other words, to any $x=1,2, \ldots, N-1$ caresponds one and only one number $x^{\prime}$ in the same sequence, such that

$x$ and $x$ ? are: called "associate numbers ": Numbers which are identical with their associates are 1 and $\mathrm{N}-1$. Indeen the congruence:

$$
x^{2} \equiv 1 \quad(\bmod N)
$$

is equivalent to
$\because: \leq: \because \leq:(x-1)(x+1) \equiv 0(\bmod N)$.
Whence either $x \equiv 1:(\bmod N$ ) or $x \equiv-1(\bmod N)$; that is $x=1$ or $x=N: 1 . \because$ If exclude 1 and $N-1$, all the remaining nombens

$$
x: \therefore=\because \therefore=2, \therefore 3,4, \therefore, \ldots, N-2
$$

can be combined in pairs of associate numbers, and we have as many congruences of the type
as there are such pairs: Multiplying all these congruences, member by member; the left-hand side of the congruence will be the product $2 \cdot 3 \cdot 4=(\mathbb{N}-2)$, while the right-hand side will be .1. Thus,:

$$
2 \cdot 3 \cdot 4 \cdots(N-2) \equiv 1 \quad(\bmod N)
$$

Now multiplying

$$
1 \cdot(N-I) \equiv-1 \quad(\bmod N)
$$

with ( 2 ) we get

$$
1 \cdot 2 \cdot 3 \cdot 4 \cdot \cdot(N-1) \equiv-1 \quad(\bmod N)
$$

which is Wilson's theorem.
Let's take an example to illustrate Wilson's Theorem. Suppose $N=13$, then the associate pairs are : 2, 7; 3, 9; 4, 10; 5, 8; 6, 11 and

$$
\begin{array}{rlrlr}
2 \cdot 7 & \equiv 1 & (\bmod 13) ; & 3 \cdot 9 \equiv 1 & (\bmod 13) \\
4 \cdot 10 & \equiv 1 & (\bmod 13) ; & 5 \cdot 8 \equiv 1 & (\bmod 13) \\
6 \cdot 11 & \equiv 1 & (\bmod 13) . & &
\end{array}
$$

Multiplying the left-hand sides together, we have

$$
2 \cdot 7 \cdot 3 \cdot 9 \cdot 4 \cdot 10 \cdot 5 \cdot 8 \cdot 6 \cdot 11
$$

and the right-hand side 1 . So the result will be

$$
2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7 \cdot 8 \cdot 9 \cdot 10 \cdot 11 \equiv 1 \quad(\bmod 13)
$$

multiplying this by

$$
1 \cdot 12 \equiv-1 \quad(\bmod 13)
$$

we get

$$
1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7 \cdot 8 \cdot 9 \cdot 10 \cdot 11 \cdot 12 \equiv-1 \quad(\bmod 13)
$$

so

$$
(N-1)!+1 \equiv 0 \quad(\bmod 13)
$$

thus, $N=13$ is a prime.
When we want to know whether any given number N is prime we may apply Wilson's theorem. For according to this theorem N is prime if and only if N is a factor of the expression ( $\mathrm{N}-\mathrm{l}$ )! $+1 ;$

A generalization of Wilson's theorem which can be used to investigate primality of a given number $N$ is as follows.

Suppose N is prime, then the following congruence is true

$$
\begin{equation*}
(N-1)!+1 \equiv 0 \quad(\bmod N) \tag{3}
\end{equation*}
$$

We may rewrite ( 3 ) as

$$
\begin{equation*}
(N-1)(N-2)!+1 \equiv 0 \quad(\bmod N) \tag{4}
\end{equation*}
$$

the left-hand side can be rearranged as,

$$
\begin{aligned}
& N(N-2)!-(N-2)!+1=N(N-2)!- \\
& ((N-2)!-1) .
\end{aligned}
$$

Since ( 4 ) is true, we have
$\therefore \therefore \therefore \therefore \mathrm{A}(\cdot \mathrm{N}-2)!=\left(\left(\mathrm{N}-2^{-}\right) \mathrm{O}-1\right) \equiv 0-(\bmod \mathrm{N})$.

We know that two congruences with the same moduli can be added or subtracted, member by member, like equalities, so (5) can be split into

$$
\begin{equation*}
2 N(N-2)!\equiv 0:(\bmod N) \tag{6}
\end{equation*}
$$

and
sc

$$
\begin{equation*}
(N-2)!-1 \equiv 0(\bmod N) \cdot: \tag{7}
\end{equation*}
$$

Again, we rewrite (7) as

$$
\because \in \therefore \cdot(N=2)(N-3)!-1 \equiv 0^{-}(\bmod N)
$$

Thus $=: \neq \because \because$

$$
\begin{aligned}
& \text {-I. } \quad=N(N-3)!-(2(N-3)!+1) \equiv 0(\bmod N)
\end{aligned}
$$

$$
\begin{equation*}
2(N-3)!+1 \equiv 0 \quad(\bmod N) \tag{8}
\end{equation*}
$$

Again, ( $\delta$ ) can be expressed as

$$
\begin{aligned}
& 2(N-3)(N-4)!+1 \equiv 0 \quad(\bmod N) \\
& 2 N(N-4)!-2 \cdot 3 \cdot(N-4)!+1 \\
& =2 N(N-4)!-(6(N-4)!-1) \equiv 0(\bmod N)
\end{aligned}
$$

therefore,

$$
\begin{equation*}
6(N-4)!-1 \equiv 0 \quad(\bmod N) \tag{9}
\end{equation*}
$$

Now let us write the four congruences (3), (7), (8), and (9) this way :

$$
\left.\begin{array}{l}
0!(N-1)!+1 \equiv 0 \\
1!(N-2)!-1 \equiv 0 \\
2!(N-3)!+1 \equiv 0 \\
3!(N-4)!-1 \equiv 0
\end{array}\right\}
$$

$(\bmod N)$

Continuing with this process we obtain

$$
\begin{equation*}
q!(N-(q+1))!+(-1)^{q} \equiv 0 \quad(\bmod N) \tag{10}
\end{equation*}
$$

As an illustration, let us assume $N=7$, and $q$ from 0 to 3 , then

$$
\begin{aligned}
& 0!(7-1)!+1=721=7 \cdot 103 \\
& 1!(7-2)!-1=119=7 \cdot 17 \\
& 2!(7-3)!+1=49=7 \cdot 7 \\
& 3!(7-4)!-1=35=7 \cdot 5
\end{aligned}
$$

By each of these four calculations we have shown that 7 is a prime.

But we could cut these calculations short. In (10), choose $q=\lfloor N / 2\rfloor$, where $\lfloor N / 2\rfloor$ has the value of greatest integer less than or equal to $\mathrm{N} / 2$, and we have

$$
\begin{equation*}
(L N / 2 \mid!)^{2}-1=(q!)^{2}-1 \equiv 0 \quad(\bmod N) \tag{11}
\end{equation*}
$$

for any odd $N$.
Therefore, to determine whether or not 7 is prime, it is not necessary to compute ( $6!$ ) +1 , but only ( $3!)^{2}-1$. It would be a significant saving when the number to be computed is large. For ( 11 ), we still have a further simplification
so either

$$
(q!)^{2}-1=(q!-1)(q!+1)
$$

$$
(q!-1)=\lfloor N / 2\rfloor!-1
$$

or

$$
(q!+1)=\lfloor N / 2\rfloor!+1
$$

contains $N$ as factor, then $N$ is a prime. Even so, for large $N$ the factors of $\mathrm{N} / 2$ ! become very numerous .

In conclusion, while this tests the primality of a given number $N$, it is not practical.

Testing Primality by the Lucas-Lehmer Method [3], [4] int
There are two distinct efficient methods for determining the primality of a large integer without trying possible divisors.. One of the two methods is the Lucas-Lehmer test which is particularly well adapted to investigate the Mersenne numbers which have the form $M_{p}=2^{p}-1$, where $p$ is prime.

Perhaps the most remarkable results of the Lucas-Lehmer method are included in a set of theorems concerning the prime or composite character of Mersenne numbers.

Let $P$ and $Q$ be relatively prime integers and $a, b$ are the roots of the quadratic

$$
x^{2}-P x+Q
$$

Then the Lucas functions are defined by

$$
\begin{align*}
& U_{n}=\left(a^{n}-b^{n}\right) /(a-b)  \tag{12}\\
& V_{n}=a^{n}+b^{n} \tag{13}
\end{align*}
$$

where n is a positive integer. It follows from (12) and (13) that $U_{n}$ and $V_{n}$ are integers for every $n$, and

$$
\begin{align*}
& U_{0}=0, \quad U_{1}=1 \\
& U_{n+1}=P U_{n}-Q U_{n-1}  \tag{14}\\
& V_{0}=2, \cdots V_{1}=P \\
& V_{n+1}=P V_{n}-Q V_{n-1}  \tag{15}\\
& U_{2 n}=U_{n} V_{n}  \tag{16}\\
& V_{2 n}=V_{n}^{2}-2 Q^{n} \tag{17}
\end{align*}
$$

We will state the Lucas-Lehmer test for Messene numbers and prove its validity using only very simply principles of number theory. For $P=4, Q=1$, the equations ( 14 ) and (15) become

$$
\begin{array}{ll}
U_{0}=0, & U_{1}=1, \\
U_{n+1}=4 U_{n}-U_{n-1}  \tag{19}\\
V_{0}=2, & V_{1}=4, \quad V_{n+1}=4 V_{n}-V_{n-1}
\end{array}
$$

According to ( 18 ) and ( 19 ), we have then

$$
\begin{array}{cccccccccc}
\mathrm{n}= & =0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8
\end{array} \ldots
$$

The following properties can be established :
(i)

$$
\begin{equation*}
U_{n}=U_{n-2}+V_{n-1} \tag{20}
\end{equation*}
$$

Proof : Since $a, b$ are the roots of the quadratic
thus

$$
x^{2}-4 x+1
$$

$$
\begin{array}{r}
a+b=4 \text { and } a \cdot b=1 \\
\cdots \cdot u_{n-2}+v_{n-1}=\frac{a^{n-2}-b^{n-2}}{a-b}+a^{n-1}+b^{n-1}
\end{array}
$$

$$
=\frac{a^{n-2}-b^{n-2}+a^{n}+a b^{n-1}-a^{n-1} b-b^{n}}{a-b}
$$

$$
=\frac{\phi^{n-2}-\phi^{n-2}+a^{n}-b^{n}+\alpha \phi b^{n-2}-q \phi a^{n-2}}{a-b}
$$

$$
=\frac{a^{n}-b^{n}}{a-b}=U_{n}
$$

$$
\begin{equation*}
\text { ( ii) } \quad V_{n}=U_{n+1}-U_{n-1} \tag{21}
\end{equation*}
$$

Actually this equation is a rearranged form from (20).
( iii) $\quad U_{m+n}=U_{m} \cdot U_{n+1}-U_{m-1} \cdot U_{n}$

## Proof :

$$
\therefore \dot{:} \quad \because=U_{m+n}
$$

For our choice of $Q$, the equation (17) becomes

$$
\begin{aligned}
& U_{m} U_{n+1}-U_{m-1} U_{n}=\frac{a^{m}-b^{m} a^{n+1}-b^{n+1}}{a-b}-\frac{a^{m-1}-b^{m-1} a^{n}-b^{n}}{a-b} \times \frac{a-b}{a-b} \\
& =\frac{a^{m+n+1}-a^{n+1} b^{m}-a^{m} b^{n+1}+b^{m+n+1}-a^{m+n-1}}{(a-b)} \\
& \because \\
& \frac{+a^{n} b^{m-1}+a^{m-1} b^{n}-b^{m+n-1}}{(a-b)} \\
& \therefore . . \\
& =\frac{1}{(a-b)^{2}}\left(\frac{a^{m+n}}{b}+\frac{b^{m+n}}{a}-\frac{a^{m+n}}{a}-\frac{b^{m+n}}{b}\right) \\
& \because_{I .-2}- \\
& =\frac{a^{m+n}-b^{m+n}}{a-b}\left(\frac{1}{b(a-b)}-\frac{1}{a(a-b)}\right) \\
& =\frac{a^{m+n}-b^{m+n}}{a-b}\left(\frac{a-b}{a b(a-b)}\right) \\
& =\frac{a^{m+n}-b^{m+n}}{a-b}
\end{aligned}
$$

$$
\begin{equation*}
v_{2 n}=v_{n}^{2}-2 \tag{23}
\end{equation*}
$$

To develop tests for primality of Messene numbers, we prove the following lemmas,

Lemma 1 :

$$
\begin{array}{ll}
U_{q} \equiv 3^{(q-1) / 2} & (\bmod q) \\
V_{q} \equiv 4 & (\bmod q) \tag{25}
\end{array}
$$

where q is an odd prime.
Proof : Since $a$ and $b$ are the roots of $x^{2}-4 x+1$, we have

$$
a=2+\sqrt{3} \quad \text { and } \quad b=2-\sqrt{3}
$$

We can obtain an expression for $U_{q}$ by substituting $(2 \pm \sqrt{3})^{q}$ in ( 12 ) the binomial expansion of $a^{q}$ and $b^{q}$, we obtain

$$
U_{q}=\sum_{k=0}^{(q-1) / 2}\binom{q}{2 k+1} 2^{q-2 k-1} 3^{k}
$$

If we use the fact that $\binom{q}{2 k+1}$ is a multiple of $q$ except when $k=(q-1) / 2$, we find that

$$
U_{q} \equiv 3^{(q-1) / 2} \quad(\bmod q)
$$

To prove (25), we expand ( 13 ) in the same way, thus

$$
\dot{V}_{q}=\sum_{k=0}^{(q-1) / 2}\binom{q}{2 k} 2^{q-2 k+1} 3^{k}
$$

In this case all the binomial coefficients except $k=0$ are
divisible by q. Hence,

$$
v_{q} \equiv 2^{(q+1)} \quad(\bmod q)
$$

Since

$$
2^{q+1}=2^{q-1+2}=2^{q-1} 2^{2}=4 \cdot 2^{q-1}
$$

we get $\mathrm{V}_{\mathrm{q}} \equiv 4(\bmod q)$ using Fermat's Theorem.
Lemma 2 : For all primes $q>3$, either $U_{q+1} \equiv 0(\bmod q)$
or $U_{q-I} \equiv 0(\bmod q)$.
Proof : If $q \neq 3$, then Fermat's Theorem tells us that
(q-1)
$3^{(q-1)} \equiv 1(\bmod q)$, so that

$$
\left(3^{(q-1) / 2}+1\right)\left(3^{(q-1) / 2}-1\right) \equiv 0 \quad(\bmod q)
$$

therefore,

$$
\left(3^{(q-1) / 2}\right) \equiv \pm 1 \quad(\bmod q)
$$

Since we have proved that

$$
U_{q} \equiv 3^{(q-1) / 2}
$$

$$
(\bmod q)
$$

it follows that

$$
\mathrm{U}_{\mathrm{q}} \equiv \pm 1
$$

$(\bmod q)$.
The first case, when $U_{q} \equiv+1(\bmod q)$ we have

$$
U_{q-1}=4 U_{q}-U_{q+1}=4 U_{q}-V_{q}-U_{q-I}
$$

Since

$$
\mathrm{U}_{\mathrm{q}} \equiv 1(\bmod \mathrm{q}) \text { and } \mathrm{V}_{\mathrm{q}} \equiv 4(\bmod \mathrm{q})
$$

it．follows that
hence

$$
\mathrm{U}_{\mathrm{q}-1} \equiv-\mathrm{U}_{\mathrm{q}-1} \quad(\bmod \mathrm{q})
$$

．．

$$
\therefore \mathrm{U}_{\mathrm{q}-1} \equiv 0 \ldots(\bmod q) .
$$

The second case，when $U_{q}(\bmod q)=-1$ we have

$$
-\quad U_{q+1}=4 U_{q}-U_{q-I}=4 U_{q}+V_{q}-U_{q+1}
$$

so

$$
\because: \because{\underset{q}{q+1}}^{\because \equiv 0 \quad \therefore(\bmod q) .}
$$

$\equiv$ Now if $N$ is any positive integer，and if $w=m(N)$ is the smallest positive integer such that $U(\bmod N)=0$ ，we have $\therefore \therefore \because: U_{n} \equiv 0(\bmod N) \quad$ if and only if $n$ is a multiple Where the number $m(\mathbb{N})$－is called the＂rank of apparition＂of $N$ in the sequence $\left.(\underset{\because}{U})_{\square}\right)$

Lemma 3 ：If w is the rank of apparition of N ，then $\mathrm{w} \leqslant \mathrm{N}+1$ ． it foil

Proof ：It is obviously sufficient to prove that $N$ divides $\mathrm{U}_{\mathrm{N}+1} \mathrm{U}_{\mathrm{N}-1}$ ．From lemma $\overline{\bar{z}}$ ，we have proved that


$$
N+1
$$

or
§こここ
therefore $N$ divides： $\mathbb{U}_{\mathrm{N}+1} \cdot \mathrm{U}_{\mathrm{N}-1}$ Hence lemma 3 is proved．

$$
c \quad N+1 \quad N-1
$$

We are now in a position to show three theorems.
Theorem 1 : If $N \pm 1$ is the rank of apparition of $N$, then N is a prime.

Proof : See [4].
Theorem 2 (Lucas-Lehmer) : The number $N=2^{P}-1$ is prime, where $p$ is an odd prime, if and only if $N$ divides the ( $p-2$ ) nd term of the sequence $\left(L_{n}\right)$, ie. $L_{p-2} \equiv 0(\bmod N)$; where

$$
L_{0}=4, \quad L_{n+1} \equiv\left(L_{n}^{2}-2\right) \quad(\bmod N)
$$

Proof : Equation ( 23 ) and induction, we have

$$
L_{n} \equiv V_{2} \quad(\bmod N)
$$

( I ) Proof of sufficiency :
Suppose that $L_{p-2}(\bmod N)=0$, we have to show that $N$ is a prime.

From ( 18 ) and ( 21 ) we have

$$
U_{n+1}=4 U_{n}-U_{n+1}+V_{n}
$$

or or

$$
2 U_{n+1}=4 U_{n}+V_{n}
$$

Since $V_{n}$ is always even and $U_{n}$ has no factor in common with $U_{n+1}$, it follows that $U_{n}$ and $V_{n}$ can only have 2 as common factor, Therefore, if $L_{p-2} \equiv 0(\bmod N)$, we have using ( 16 )

$$
\mathrm{U}_{2}^{\mathrm{p}-1}=\mathrm{U}_{2} \mathrm{p}-2 \mathrm{~V}_{2} \mathrm{p}-2=\mathrm{U}_{2} \mathrm{p}-2 \mathrm{~L}_{\mathrm{p}-2} \equiv 0(\bmod N)
$$

but

$$
\mathrm{U}_{2} \mathrm{p}-2 \equiv 0 \quad(\bmod N)
$$

and

$$
\mathrm{U}_{2} \mathrm{p}=\mathrm{U}_{2} \mathrm{p}-1 \mathrm{~V}_{2} \mathrm{p-1} \equiv 0 \quad(\bmod N)
$$

Now let $m$ be any prime factor of $N$ and let $w$ be the rank of apparition of $m$, w must divide $2^{p}$ or $2^{p-1}$, but it does not divide $2^{p-2}$, hence $w=2^{p}$ or $w=2^{p-1}$. When $w=2^{p}$ we have by lemma 3

$$
m \geqslant w-1=2^{p}-1=N
$$

Since $m$ is a prime factor of $N$, thus $m=N$, and $w$ is a rank of apparition of N. By Theorem l, it follows that N is a prime.
When $w=2^{p-1}$, we have

$$
m \geq w-1=2^{p-1}-1
$$

Since $2^{\mathrm{p}-1}-1$ does not divide $N=2^{\mathrm{p}}-1$, this implies that $m \neq 2^{p-1}-1$. Since $m$ is a factor of $N$, and cant be greater than $2^{p}-1, m=N$. This implies that $N$ is a prime.
( II )Proof of necessity :
Suppose $N=2^{p}-1$ is a prime, we must show that $\mathrm{V}_{2} \mathrm{p}-2 \equiv 0 \quad(\bmod N)$.
Since $V_{2} p-1=\left(V_{2} p-2\right)^{2}-2$, if suffices to prove that $\mathrm{V}_{2} \mathrm{p}-1 \equiv-2(\bmod N) \cdot$ Now

$$
2 \pm-3=((\sqrt{2} \pm \sqrt{6}) / 2)^{2}
$$

then since
so

$$
\begin{aligned}
\mathrm{V}_{2^{p-1}}= & \left(((\sqrt{2}+\sqrt{6}) / 2)^{2}\right)^{2^{p-1}}+ \\
& \left(((\sqrt{2}-\sqrt{6}) / 2)^{2}\right)^{2^{p-1}} \\
= & ((\sqrt{2}+\sqrt{6}) / 2)^{N+1}+((\sqrt{2}-\sqrt{6}) / 2)^{N+1} \\
v_{2} p-1= & 2^{-n} \sum_{k=0}^{(N+1) / 2}\binom{N+1}{2 k}_{2}^{N+1-2 k} \sqrt{6}^{2 k} \\
= & 2^{(1-N) / 2} \sum_{k=0}^{(N+1) / 2}\binom{N+1}{2 k} 3^{k} .
\end{aligned}
$$

Since $N$ is prime,

$$
\binom{N+1}{2 k}=\binom{N}{2 k}+\binom{N}{2 k-1}
$$

is divisible by $N$ except when $k=0$ and $k=(N+1) / 2$; hence

$$
\begin{array}{cc}
\mathrm{V}_{2^{p-1} \equiv 2^{(1-N) / 2}\left(1+3^{(N+1) / 2}\right)}(\bmod N) \\
2^{(N-1) / 2} V_{2^{p-1} \equiv 1+3^{(N+1) / 2}} \quad(\bmod N)
\end{array}
$$

Since -

$$
\begin{aligned}
2 \mathrm{~N}+2 & =(\mathrm{N}+1) \cdot 2=2^{\mathrm{p}} \cdot 2 \\
& =2^{\mathrm{p}+1}=\left(2^{(\mathrm{p}+1) / 2}\right)^{2}
\end{aligned}
$$

$$
\cdots 2 \quad(\bmod N)
$$

$$
\left(2^{(N-1) / 2}\right)=\left(2^{(p+1) / 2}\right)^{(N-1)}
$$

by Fermat's Theorem,

$$
2^{(N-1) / 2} \equiv\left(2^{(p+1) / 2}\right)^{(N-1)} \equiv 1 \quad(\bmod N)
$$

Since $N(\bmod 3)=1$, and $N(\bmod 4)=3$, so by a simple case of the law of quadratic reciprocity [6], [11], we get

$$
3^{(N-1) / 2} \equiv-1 \quad(\bmod N)
$$

But

$$
3^{(N+1) / 2}=3^{(N-1) / 2} \cdot 3
$$

thus,

$$
\begin{aligned}
I \cdot V_{2} p-I & \equiv I+(-I) \cdot 3 \\
& \equiv-2 \quad(\bmod N) .
\end{aligned}
$$

This means

$$
\mathrm{V}_{2} \mathrm{p}-1 \equiv-2
$$

$(\bmod N)^{-}$
so

$$
V_{2} p-2 \equiv 0 \quad(\bmod N)
$$

Thus, we have completed the proof of this theorem.
Theorem 3 ( Lucas-Lehmer ) : Let $N$ be a positive integer relatively prime to $2 P^{2}-8 Q$, where $P$ and $Q$ are relatively prime integers. If $U_{N+1}(\bmod N)=0$, and $U_{m_{i}}(\bmod N) \neq 0$, where $m_{i}=(N+1) / p_{i}$ for each prime $p_{i}$ dividing $N+1$, then $N$ is a prime.

The proof of this theorem is similar to that of Theorem 2. And this theorem provides a test for any given number.

The advantage of this method, of course, is that it employs the factorization of $N+1$, rather than $N-1$, so that in case the complete factorization of $N-1$ is not obtainable, we may still be able to factor $N+1$.

Testing Primality by the Converse of
Fermat's Theorem [3], [5], [7]
In this section we will discuss the converse of Fermat's Theorem and its use as a method of testing for primality. This is one of the efficient and practical methods for investigating primality of a given number N. Therefore, it is the method which is chosen in this paper to be demonstrated by a computer program, in Chapter IV.

For a long time it has been known that the simple converse of Fermat's Theorem, which stated : If $a^{(N-1)} \equiv 1(\bmod N)$, then $N$ is a prime, is not true. We can show this by a simple example,

$$
4^{14} \equiv 1 \quad(\bmod 15)
$$

but obviously 15 is not a prime.
In 1876, Lucas first stated a true converse of Fermat's Theorem.

If $a^{(N-1)} \equiv 1(\bmod N)$, but $a^{q} \neq 1(\bmod N)$ for all proper divisors of ( $N-1$ ), then $N$ is a prime.

Before stating the improved forms, we make the following
definitions :
Definition 1 : If $h$ is the smallest positive integer such that $a^{h} \equiv 1(\bmod N)$, then $a$ is said to belong to the exponent $h$ modulo $N$, or $h$ is the order of a $(\bmod N)$.

Definition 2 : The number of positive integers $r$, not exceeding N and coprime with N is denoted by $\phi(\mathrm{N})$ which is called " Euler $\phi$ function ", or totient of $N$. Theorem 1 : If for each prime divisor $p_{i}$ of ( $N-1$ ), there exists an $a_{i}$ for which $a_{i}^{(N-1)}(\bmod N)=1$ but $a_{i}^{(N-1) / p_{i}}$ $(\bmod N) \neq 1$, then $N$ is prime.

Proof : Let $d_{i}$ be the order of $a_{i}(\bmod N)$, that is $a_{i}^{d_{i}} \equiv 1(\bmod N)$, and let $D$ be the least common multiple of
all $d_{i}$ 's. Then $D \mid(N-1)$ that is $D$ divides $(N-1)$. $D$ does
 and this is contradition to the hypothesis. Thus $D=N-1$. Since

$$
-a_{i}^{\phi(N)} \equiv 1 \quad(\bmod N) \quad(\text { by Euler }[6])
$$

$\phi(N)$ is a multiple of $d_{i}$ for all $p_{i}$, and $\phi(\mathbb{N}) \geq D$. But $\phi(N)<N-1$ when N is not prime. This implies that $\phi(N)=N-1$, so $N$ is prime.

The most laborious but an important part of the test is the determining of

$$
a^{(N-1)} \equiv 1 \quad(\bmod N)
$$

If $a^{(N-1)}=1(\bmod N)$ is not true, then $N$ is composite, and we can use any one of the methods described in the next chapter to obtain its prime factors. Otherwise, we need to go on to test

$$
a^{(N-1) / p_{i} \neq 1} \quad(\bmod N)
$$

There is a rapid " binary method ", for evaluating powers of a number, so the conditions $a^{(N-1)} \equiv 1(\bmod N)$ and $a^{(N-1) / p_{i}}$羊 $1(\bmod N)$ can be tested efficiently. Usually when we want to compute $\mathrm{x}^{16}$, we simply start with x and then multiply fifteen times by $x$. But it is possible to obtain the same answer with only four multiplications by using the " binary method ".

In a binary machine, the binary representation of $n$ which is the exponent of $x$ will guide us through the following algorithm : Scanning from left to right,

Step 1 : Ignore the leading " 1 ".
Step 2 : Scan the next digit. If it is a " 1 ", first square x then multiply by $x$. Otherwise, equare $x$ only.

Step 3 : Repeat step 2 until the end of the binary representation is reached.

Step 4 : Terminate the process.
For example $x^{n}=x^{23}$, thus $n=23$ and its binary representation of $n$ is 10111. We should successively compute $x^{2}, x^{4}$, $x^{5}, x^{10}, x^{11}, x^{22}, x^{23}$.

If we use a decimal number system, we can divide $n$ by 2 to obtain a remainder of 1 or 0 , i.e. the binary representation from right to left. The following procedure is the process of
the right to left scan binary method based on a decimal number system :

Step 1 : We first set the initial values to start the process; $\mathrm{Y}=\mathrm{I}$ and $\mathrm{Z}=\mathrm{x}$.

Step 2 : We divide $n$ by 2, i.e. $Q=\lfloor n / 2\rfloor, R=n-n \cdot Q$. Then set $n=Q$; and at the same time determine whether or not the remainder $R$ is zero. If $R$ is zero, then go to step 5.

Step 3 : We multiply $Z$ by $Y$; i.e. $Y=Z \cdot Y$.
Step 4 : Checking $n$. If $n=0$, then this process terminates with $Y$ as the answer.

Step 5 : At this point we set $Z=Z \cdot Z$, then go back to step 2. As an example, $x^{23}$, of this process, the successive computation is shown below :


No matter if we use the left to right or the right to left binary method, we will have the same result. This method
is usually not of importance for small values of $n$, say $n \leqslant 10$, unless the time for a multiplication is comparatively large. The left to right binary method is preferable, and a little bit faster than the right to left scan binary method. This method would make an efficient test for the conditions of $a^{(N-1)}(\bmod N)$ $=1$ and $a^{(N-1) / p}(\bmod N) \neq 1$.

Theorem 1 has some disadvantages when applied to a particular N. In the first place, the complete factorization of N - 1 must be known. Secondly, the number of factors which must be tried in order to show that $a^{(N-1) / p_{i}}(\bmod N) \neq 1$ may be large. These two disadvantages have been circumvented by Raphael M. Robinson [7]. He reduces the problem of complete factorization in the following manner.
$\therefore$. Lemma : Suppose that $a \equiv 1(\bmod N)$ and let $N=$ $\mathrm{kq}^{\mathrm{n}}+1$, where $q>k>0, n>0$, and $q$ is prime. Then every prime factor $p$ of $N$ which does not divide $a^{(N-1) / q}-1$ satisfies the congruence

$$
p \equiv 1 \quad\left(\bmod q^{n}\right)
$$

In particular, if $\left(a^{(N-1) / q}-1, N\right)=1$, then every prime factor $p$ of $N$ satisfies this congruence.

Proof : Suppose that a belongs to the exponent $d(\bmod p)$, i.e. $\mathrm{a}^{\mathrm{d}} \equiv 1(\bmod p)$; therefore, d divides (p-1). Since p is a factor of $N$, it follows that $d$ divides ( $N-1$ ) also. By the assumption that $N=k q^{n}+1$, so $\mathrm{kq}^{\mathrm{n}}=\mathrm{N}-1$, this implies that $d$ divides $k q^{n}$.

Since $q$ is a prime, d does not divide ( $N-1$ )/q, thus
$d$ does not divide $\mathrm{kq}^{\mathrm{n}-1}$, i.e. $\mathrm{d} \backslash \mathrm{kq}{ }^{\mathrm{n}-1}$. It follows that $\mathrm{q}^{\mathrm{n}}$ divides d, ie. $q^{n} \mid d$, therefore $q^{n} \mid(p-1)$. Thus we have proved the congruence $p \equiv 1\left(\bmod q^{n}\right)$ is true.

Theorem 2 : Suppose that $a^{(N-1)}(\bmod N)=1$ where $N=$ $k Q+1$ and $0<k<Q$, but $\left(a^{(N-1) / q}-1, N\right)=1$ for every prime factor $q$ of $Q$. Then $N$ is prime.

Proof : Suppose $p$ and $q$ are primes, and $p$ is a factor of $N$, and $q$ is factor of $Q$, therefore, $p$ divides $N$ and $q^{n}$ divides Q. By the lemma, we have

$$
p \equiv 1 \quad\left(\bmod ^{n}\right)
$$

It follows that

$$
p \equiv 1 \quad(\bmod Q)
$$

Thus,

$$
\mathrm{p}^{2}>\mathrm{Q}^{2} \equiv(\mathrm{k}+1) Q>\mathrm{N}
$$

That is, for every prime $p$ which divides $N$ we have $p^{2}>N$. It follows that N is a prime.

The most striking advantage of Theorem 2 over Theorem 1 is that it does not require the complete factorization of N - . . .

Although the converse of Fermat's Theorem for testing primality of a given number $N$ has disadvantages, it is still an efficient and practical method for testing primality. If $N$ is in a special form such as the Messene numbers, or if the factors of $N-1$ are too difficult to obtain, then another efficlient method, which has been introduced in the section of "Testing Primality by the Lucas-Lehmer Method", should be used.

## CHAPTER III

## METHODS OF FACTORING

So far we have discussed in the previous two chapters tests for the primality of a given number. There has been no discussion of cases where the number has been tested and has been shown not to be a prime. In this chapter, we will concentrate on factoring a given composite number.

A composite number $N$ can be expressed in the form

$$
\mathrm{N}=\mathrm{p}_{1}^{r_{1}} \cdot \mathrm{p}_{2}^{r_{2}} \cdot \cdot p_{t}^{r_{t}}
$$

where the r's are positive integers and the p's are prime numbers. Several computational methods that will simplify the factoring problem will be discussed individually.

The Method of Factoring by Division [3]
This method makes use of an auxiliary sequence of "trial divisors"

$$
d=2,3,5, \ldots
$$

which includes all prime numbers less than or equal to $N^{1 / 2}$.
For any composite number N the following algorithm will produce a complete factorization in the above form.

Stepll ${ }^{-}$Set the initial index $i=0, k=1, p_{i}^{-}=0$.
Step 2 : If $N=0$, then terminate the algorithm.
Step 3 : Let $N_{1}=\left\lfloor N / d_{k}\right\rfloor, N r=N-N_{1} \cdot d_{k}$.

Step 4 : If $\mathrm{Nr} \neq 0$, go to step 7.
Step 5 : If $p_{i}=d_{k}$, increase $r_{i}$ by 1 . Set $N=N_{1}$ and go to step 2.
Step 6 : Increase $i$ by $I, p_{i}=d_{k}$, set $r_{i}=1$ and $N=N_{1}$. Go to step 2.
Step 7 : If $N_{1}$ is greater than $d_{k}$, increase $k$ by 1 , go to step 3.

Step 8 : Increase $i$ by $1, p_{i}=N$ and $r_{i}=1$, then terminate the process.

Example :
Suppose $\mathrm{N}=$ 235723, we immediately find that $\mathrm{N}=3.45241$;
hence $p_{1}=3$. Furthermore, $N=45241=7.6463$, so $p_{2}=7$. Next, $N=6463=23.281$; hence $p_{3}=23$. Since 281 is a prime, so $p_{4}=$ 281, such that the original $N$ is a product of $3 \cdot 7 \cdot 23 \cdot 281$, i.e. $N=3 \cdot 7 \cdot 23 \cdot 281$.

This method requires to have a table of all the necessary primes as part of the program. So if $N$ is small, this method is workable and rather quick. But if N is large, we run into the problem : how big a table of primes would we requre ? ${ }^{n}$ Furthermore, this method requres a lot of iterations to generate all prime factors of N .

The Method of Factoring by a Difference $=-\quad \therefore \quad \cdots$ of Squares $[1],[3]$ Evidently, the "factoring by division" is too slow to find
large prime factors of $N$. The problem of finding large prime factors of a number $N$ is solved if we can express $N$ as $x^{2}-y^{2}$, i.e. $N=x^{2}-y^{2}$, which was used by Pierre de Fermat [3]. This factoring method is based on the familiar exclusion method - of Gauss [11] in which the Diophantine equation

$$
N=x^{2}-y^{2}
$$

is effectively replaced by the combinatorial problem of solving the set of simultaneous congruences $y^{2} \equiv x^{2}-N(\bmod E)$ with various "exclusion" moduli E which are primes. In this exclusion method, all quadratic nonresidues of E are excluded for solving the congruence $x^{2} \equiv N(\bmod E)$. Quadratic residues and quadratic nonresidues are defined by :
If the congruence

$$
x^{2} E N \quad(\bmod E)
$$

can be satisfied by some integer $x$, the number $N$ is said to be a quadratic residue of the number $E$. Otherwise, $N$ is said to be a quadratic nonresidue of $E$. A table of examples is given below to show the quadratic residues and nonresidues of primes not exceeding 19.

$$
\begin{array}{lll}
\mathrm{E}=3 & \mathrm{r}: 0,1 & \text { where } r \text { denotes residue } \\
\mathrm{E}=5 & \mathrm{r}: 0,1,4 \\
\mathrm{n}: 2,3 \\
\mathrm{E}=7 & \mathrm{r}: 0,1,2,4 \\
&
\end{array}
$$

$$
\begin{aligned}
& E=11 \\
& r: 0,1,3,4,5,9 \\
& \mathrm{n}: 2,6,7,8,10 \\
& E=13 \\
& r: 0,1,3,4,9,10,12 \\
& \mathrm{n}: 2,5,6,7,8,11 \\
& \mathbf{r}: 0,1,2,4,8,9,13,15,16 \\
& \mathrm{E}=17 \\
& \text { n : 3, 5, 6, 7, 10, 11, 12, } 14 \\
& \text { r:0,1,4,5,6, 7, 9, 11, 16, } 17 \\
& E=19 \\
& \text { n : 2. 3, 8, 10, } 12,13,14,15,18 .
\end{aligned}
$$

From the above table it is noticed that there are (p-1)/2 quadratic residues and ( $\mathrm{p}-1$ )/2 nonresidues if p is an odd prime. When $s$ moduli are used, only one $x$ value in $2^{s}$ will generally survive the exclusion.

To illustrate this method let $\mathbb{N}=$ lllll. We may consider the following table :

E if $x \bmod E$ is
3
0, 1, 2
-.. 5
$0,1,12,3,4$
7
$0,1,2,3,4,5,6$
11
$0,1,2,3,4,5,6,7,8,9,10$

E
then $x^{2} \bmod E$ is

3
$0,1,1$.
5
$0,1,4,4,1$
7
$0,1,4,2,2,4,1$
11
$0,1,4,9,5,3,3,5,9,4,1$
$\underline{E}$

## and $\left(x^{2}-N\right) \bmod E$ is

3
1, 2, 2
5
$4,0,3,3,0$
7
$5,6,2,0,0,2,6$
11 $10,0,3,8,4,2,2,4,8,3,0$

If $x^{2}-N$ is to be a perfect square $y^{2}$, it must have a quadratic residue $\bmod E$ for all $E$. For example, if $x \bmod 3 \neq 0$, then for $N=11111,\left(x^{2}-N\right) \bmod 3=2$, so $x^{2}-N$ cannot be a perfect square; therefore $x$ must be a multiple of 3 whenever $N=11111=x^{2}-y^{2}$. Thus, we have narrowed down the search for $x$ to the table below :

$$
\left.\begin{array}{l}
x \bmod 3=0 \\
x \bmod 5=0,1, \text { or } 4  \tag{26}\\
x \bmod 7=2,3,4, \text { or } 5 \\
x \bmod 11=1,2,4,7,9, \text { or } 10
\end{array}\right\}
$$

-. - In this case, we must have $x \geqslant \sqrt{N}\rceil=\lceil\sqrt{11111}=106$. This notation of $\lceil N\rceil$, called the " ceiling " of $N$, had the value of the least integer greater than or quail to $N$. It is easy to verify that the first values of $x \geqslant 106$ which satisfies all of the conditions in (26) is $x=144$. But $144^{2}-11111=9625$ is not a square. The first value of $x>144$ which satisfies both (26) and $x^{2}-11111=y^{2}$ is $x=156$. So we have the desired solution $x=156$ and $y=\sqrt{x^{2}-N}=115$. Since $N=x^{2}$ $-y^{2}=(x-y)(x+y)=(156-115)(156+115)=41 \cdot 271$, thus the two factors of $N$ are 41 and 271.

The modular method just described is called a " sieve procedure ". Since we can imagine passing all integers x through a " sieve " for which only those values with $\mathrm{x} \bmod 3=0$ come out, then sifting these numbers through another sieve which allows only numbers with $x \bmod 5=0,1$, or 4 to pass, etc. Each sieve by itself will remove about half of the remaining values; and when we sieve with respect to moduli which are relatively prime in pairs, each sieve is independent of the other. When the " sieve method " is employed to factor a given odd composite number $N$, we need to prepare a " sieve table "

$$
S i, j= \begin{cases}1 & \text { if } j^{2}-N=y^{2}\left(\bmod E_{i}\right) \text { has a solution } y \\ 0 & \text { otherwise }\end{cases}
$$

where the moduli $E_{i}$ are prime and $0 \leq j \leq E_{i}$. Only for the values of x which lead to a "l" in the sieve table need to be examine whether or not $x^{2}-N$ is a square. This method is most successful when $N$ has two factors that are close together. Therefore, this is one of the efficient methods to find prime factors of $N$.

The Method of Factoring by Addition and Subtraction [3]
Another method to find large factors is also base on Fermat's method, however,

$$
N=x^{2}-y^{2}
$$

is obtained without using any division.
Assume that $N$ is an odd composite number, i.e. $N=U \cdot V$.
If we let

$$
x=(U+V) / 2, \quad y=(v-U) / 2
$$

then
where $\quad 0 \leqslant y<x \leqslant N$.

$$
\begin{aligned}
N & =x^{2}-y^{2}=(U+V)^{2} / 4-(V-U)^{2} / 4 \\
& =U V
\end{aligned}
$$

Let $a, b, r$ correspond respectively to $2 x+1,2 y+1$, $x^{2}-y^{2}-N$. Then

$$
x=\frac{a-1}{2}, \quad y=\frac{b-1}{2}
$$

it follows that
and

$$
\mathrm{U}=\mathrm{x}-\mathrm{y}=\frac{\mathrm{a}-1-\mathrm{b}+1}{2}=\frac{\mathrm{a}-\mathrm{b}}{2}
$$

$$
v=x+y=\frac{a-1 \mp b-1}{2}=\frac{a+b-2}{2}
$$

In summary, the procedure for this method is shown in the following steps.

Step 1 : We extract the square root of $N$, and let $a=2 \Omega N \perp+1$, and $b=1, r=\lfloor\sqrt{N}\rfloor^{2}-N$.
Step 2 : If $r$ is zero or negative, then go to step 4. Step 3 : Decrease $r$ by $b$ and. increase $b$ by 2, then go back to --......- step 2.
Step 4 : Checking r. If $r_{\text {_ }}$ is zero ${ }_{2}$ this means that we have the desired solution $a, b$ thich satisfy

$$
U=\frac{a-b}{2}, \quad V=\frac{a+b-2}{2}
$$

Otherwise, we go to the next step.
Step 5 : We increase $r$ by a and a by 2, then go to step 3.
According to the above procedure for $N=9401$, the computation proceeds as follows :

| a | b | $r$ | a | $b$ | $r$ | a | b | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 193 | 1 | -185 | 197 | 13 | 167 | 197 | 29 | 7 |
| 195 | 1 | 8 | 19.7 | 15 | 154 | 197 | 31 | -22 |
| 195 | 3 | 7 | 197 | 17 | 139 | 199 | 31 | 175 |
| 195 | 5 | 4 | 197 | 19 | 122 | 199 | 33 | 144 |
| 195 | 7 | -1 | 197 | 21 | 103 | 199 | 35 | 111 |
| - 197 | 7 | 194 | 197 | 23 | - 82 | 199 | 37 | 76 |
| 197 | 9 | 187 | 197 | 25 | 59 | 199 | 39 | 39 |
| : 197. | 11 | 178 | 197 | 27. | 34 | 199 | 41 | 0 |
| $\text { Thus } 9401=\frac{199-41}{2} \cdot \frac{199+41-2}{2}=79119 .$ |  |  |  |  |  |  |  |  |

The Method of Factoring by Final Digit [8]
This method has been discussed in detail for testing primality of a given number $N$, ( see Chapter II ). As we recall,
if no prime factors could be found, the given number N is a prime number. If its prime factors are found by this method, the given number is a composite number. Obviously enough, this prime factor finding method is also a feasible method for factoring a given number.

## CHAPTER IV

## EXAMPLE

An example of a program written in the Fortran IV language is shown in this chapter in order to demonstrate the feasibility of automating the testing for primality and, if necessary, to find the prime factors of a given number N. For practical reasons, the converse of Fermat's theorem is employed here as the method for testing the primality. When the given number, however, is recognized as composite; the program continues to find the factors by the addition and substraction method.

The procedure of this program is as follows :
Step 1 : Generate a suitable table of primes.
Step 2 : Check by the method of division, if $N$ has any prime - factors within the range of the table in step l. If :- - it does, then we divide out those factors to reduce N to a number whose prime factors all exceed the largest prime in the table.
: Step 3 : From step 2 we know $N$ must be relatively prime to the small primes, for instance, 3. So we test if N is prime by computing $3^{(N-1)}(\bmod N)$. If $3^{(N-1)}(\bmod N)$ $\neq 1, \mathrm{~N}$ is not prime, then go to step 5.
Step 4 : Find the factors of $\mathrm{N}-1$; in other words, start recursively at step 2 , with $N$ replaced by $N-1$, and come back to this point of the procedure when $N-1$ has been completely factored. Then for each prime factor $p_{i}$ of N - 1 find a value of $a=2,3,5,7,11$, ... such that
$a^{(N-1)}(\bmod N)=1$, but $a^{(N-1) / p_{i}}(\bmod N) \neq 1$. Continue this process until either finding $a^{(N-1)}(\bmod N) \neq 1$, or finding some $p_{i}$ dividing $N-1$ such that $a^{(N-1) / p_{i}}(\bmod N)=1$ for all primes a within the range of the table in step 1 , then go to step 5. Otherwise, $N$ is a prime.

Step 5 : Use the method of factoring by addition and substractron to find the prime factors.


THIE FOUTIAE IS ISSITMS THE PFIMALITY OF A GJVEN
C NUQJこR iN OY 1HE SONVERS UF FERMAT＇S THEOREM．
ITERニ1ごく
$K=1$
$\mathrm{I}=2$
NPR：ME111ニ：
CALL GFFiAE（IBKIIIEN）
REAO（5．7，こivu＝1［0）is
FCEIAT（İC）
WRIİ1 jicu）N

11二主
Li $\because=1=1 \mathrm{C}$
さまこ1

ISMニITーラ

Nニジら
$\mathrm{N}=\mathrm{E}=\mathrm{Bic}$
Nごご1）＝！
ZC Zl
NOニNO～＝
$\therefore y=\Xi$
レンニ3
からニムこ

$L 5=N 4$


＊FIJE（より25）Nて




とゔリリニンを


I1ニさ1＋1

リこニネ
CC Tこ こと
ま！ターLI！！！
Eこ $\quad K Y=こ$

Lこ二ト．Y
$\because C=1: 2-1) / \therefore F 4 C T(:)$

ッコニジこーさ

```
ここ*
5こ*
E4*
\Xiミ*
\Xiこ*
57*
まz*
5j*
ES*
うこ*
Eこ*
53*
64*
55*
Eう*
57*
Eこ*
63*
7こ*
7こ*
72*
73*
74*
75*
75*
i7*
7ミ*
7シ*
ミこ*
&
0こ*
@亏
*4*
ミ\Xi*
30*
E7*
33
ES*
90
91
32*
9Z*
94
SE
ヨ3*
`7*
3う*
9.8*
1ここ*
```

```
    L1=12
```

    L1=12
    LマこNY
    LマこNY
    CGLL IEご(1GNN2!2,AY)
    CGLL IEご(1GNN2!2,AY)
    WRIIE(%14L) NY,IFGCl(:i),LI,L2
    ```
    WRIIE(%14L) NY,IFGCl(:i),LI,L2
```






```
    Nこそ+2
```

```
    Nこそ+2
```




```
    EC 10 j2
```

    EC 10 j2
    KK=K!K+i
    KK=K!K+i
    IF(r:%.LE, ICE) GC IC #3
    IF(r:%.LE, ICE) GC IC #3
        L゙Mざこ100
        L゙Mざこ100
        NC=N2
        NC=N2
        MミこII
        MミこII
        C&:L CASIUIIMIT,ITBNC)
        C&:L CASIUIIMIT,ITBNC)
        IF(LIMIT aṫ. E) GO 10 75
        IF(LIMIT aṫ. E) GO 10 75
        HETIE(S|AEE) NE
        HETIE(S|AEE) NE
    LEE FORAAIISX,E:Z,'COJLD je 4 PRIME')
LEE FORAAIISX,E:Z,'COJLD je 4 PRIME')
GC10 =5
GC10 =5
75 IFIIT.LE. 1) 30 10 3C
75 IFIIT.LE. 1) 30 10 3C
WFIIE{j,bc: Mz
WFIIE{j,bc: Mz
ou FCR::GTl/Sx,'tHE NUMEER JF ,,IIO,' is a PRIME',
ou FCR::GTl/Sx,'tHE NUMEER JF ,,IIO,' is a PRIME',
Iこ二!!⿰亻⿱丶⿻工二⿺卜丿,
Iこ二!!⿰亻⿱丶⿻工二⿺卜丿,
IFACI(Ii)=:'?
IFACI(Ii)=:'?
IIニエI+!
IIニエI+!
I!=さ!-1
I!=さ!-1
N二=NごIT!
N二=NごIT!
N4=N2
N4=N2
C\&\&LEIこIT(N4,NA)
C\&\&LEIこIT(N4,NA)
---LC=NA
---LC=NA
GC Tこ ミi

```
        GC Tこ ミi
```




```
        ISHここご%+1
```

        ISHここご%+1
        IFCCI!こE.1=A2
    ```
        IFCCI!こE.1=A2
```




```
SC FCFNAIIEX,'THE GIVER NUNEER IS NOI & FKIME,ItE FACICRE ARE'I
```

SC FCFNAIIEX,'THE GIVER NUNEER IS NOI \& FKIME,ItE FACICRE ARE'I
WRITL(S,3L) (IFACI(L),L=1,15`N)

```
    WRITL(S,3L) (IFACI(L),L=1,15`N)
```




```
    30 T0 1う
```

    30 T0 1う
    EE *FITEGこにこノ

```
EE *FITEGこにこノ
```




```
    GC 10 iE
```

    GC 10 iE
    11C N0%:.0%1

```
11C N0%:.0%1
```




```
    IFiIl .j!. +) jo 10 5i
```

```
    IFiIl .j!. +) jo 10 5i
```




```
    30 10 101
```

    30 10 101
    1[5 SICF
1[5 SICF
ENJ

```
ENJ
```

```
    EUERCLIGME GPE:NEIFBKIITENI
```



```
    THIS FCUTZAE IS SCIMG IE GENEFATE A IASLE OF FRINES LP
```



```
    JこNEんSTCR NTV:J
    NTつこ4*%
        コニこ
        NT(J)=:シT0-i
        KY=三
        NO=NT(J)/N??1:ME(イK)
        NF=NI(j)-NE*MFFENE(KR)
        IFlNR , EQ, J) 30 10 !2
        I:SOJEE=NFF: EME(I:Y)**=
        IF(NJ|j) LE, \becauseSOUPE) GO 10 IS
        KK=kK+I
        SC 107
    1C NFF=NE(i)=:T1.!
        I=I+I
    # IF!u,!E. 1) EC IC IJ
        びこ? .
        NIful=NIC+j
        30 10 b
    IE IF{I.3I, IIEFJ EO IC ž
        K=ん+1
        GC ic 3
```



```
        FCFN41!2H:5X,EIIC/1
        RETURS
        EAD
        SUBROUTINE こロミTMLMIT,IIMNO)
        CCHMCN/S/SFACT(ESCIMFFFINEIECCI:SS
        THIS RUUT=:E IS IO CHうl OUT THOSE FACIJRS WIVHIN
        IHE PGAGE EF ItIE GENERGTEL TAELE CF PGIMES.
        エSニご
        Kr:= 
    15 i\becauseQ=RO/NPRIME(KK)
        #F二N:C-N心*NFFINE(kn)
        IF(NR_.FS..J) 30 T0 こU
```



```
        IF(NO -LE.NSOURE) E.O 10 30
        K!=゙nK+I
        IF(KK !LE.LINII) 30 10 10
        G% IS 7%
        IFALI(II)=\PRTME(KK)
        !Tニこj+?
        NOこに3
        GC 10 ここ
        LごコI=ご
        IFニごほここに!こ
```

```
2こ*
2こ*
2j*
こ!*
= %
    I=II+I
    GE IC 7E
    7U LI:Gなた1
    75 6上!しだ
    END
```



GE Tí9
ICE L？ニミP
FETLRA
EMJ


```
C THIE RJUIEJE.2S USA:O LENARY HETHZS IO EVALUAIE PN&ERS, A:NO
```




```
    K:=1
    00 100 H=1,35
    NコニF!S\N!INC!
    IFIH2,EQ, J) 30 10 20
    IFIK:.UE. 2) SC IC IL
    K1=K1+1
    9C 10 1[%
    15 N5!:=1
    CC IC 2S
    IF(K2.&E. 1)-go IJ 1LJ
    NEん=C
    20 IF(LZ,31. 1C**5) 30-10:30
    !ここ!2**こ
    25 IF(L2 . डE.N2) こO 10 jC
    GC iC 4C
    JJ NJシL\\:\2
    LここにこーN゙心*N:
```



```
    Lここ!こ*N゙と
    NS!!=こ
    3C 1025
    30 C4E: \{Y1L?,N2)
    GC 10 4C
```



```
    FETuFiN
    ENO
```

SLSFCUTINE IFY（Lユ：lご）


NA＝L2
C4LL JJGIT（NGiNO）
さワニッ4

M $\triangle$＝MAー亡 •

Mu！IP（！）こvこ1L）



```
            REILEA:
            Ei. 3
            SUEFOUTIML OIGI(NAMG)
            - \(4=\mathrm{C}\)
    ic \(\quad\) GUここの/ic
            IFINAS ECC C) 10 OU 1015
            \(\mathrm{M}=\mathrm{F} A+1\)
            \(\because A=N G J\)
            50 10 ic
    15 NRコニNA-N2E*1[
```



```
            RETURN
            EN
```



C THIE RULIEAE IS T2 FIND THE PRIME FACTORS OF N EY
C JHE METHCE CF ADSETICN ANS SUESTRACTICN.
$L X=S$ GR \{liNS
LYご

$1 x=\because * 2 x+i$
二C IFILR ILE. C! SO 1040
こと LFニミF-IY
LY $\mathrm{L} L Y+$ ?
GCTO くこ
75 IF 7 CIIİ)=寸
ざニこI
Gつ 1 Jフこ
4 E IFIVK EG. CI OC IC
$L R=L R+: X$
$1 x=1 x+2$
30 IC 30
at $\mathrm{N}_{\mathrm{E}}=(L X-L Y), 2$
is $4=(L X+L Y-2) / 2$
$\therefore C=1 . z$
- LSN二こ
7C• LINEIニことC
CALL CHJT1_ EMETBIEMOT
IFI: AMIGEES 1) GC IC 75
72 エFlLSA.VE, ロ) UO 1030
AC=i.4
$\square S: \dot{W}=L S+1$
うくTS7こ
35 QETUR:N
ミシう

EXAMPLE OUTPUT

## TABLE OF PRIMES



| 4 | p | 4＊＊（N－1）／ | 100 N | 4＊＊（N－1） 100 | N |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 |  | 1 |  | 1 |
| כ | 2 |  | 1 |  | 1 |
| －．．．． 5 | － 2 | －－ | 1 |  | 1. |
| 7 | 2 | 1.5537015 |  |  | 1. |
| 2 | 7 | 7554 C 5 |  |  | 1 |
| 2 | ご | こここミミせを |  |  | $\pm$ |
| 2 | 23 | 12542373 |  |  | 1 |
| 2 | 237 | $37 \pm 78=1$ |  |  | 1 |
| 2 | 1573 | 4937303 |  |  | 1 |
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| 4 | P | $\hat{4} * *(N-2) / F$ | $\because C D N$ | A＊＊（N－1） | MOJ | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 |  | 1 |  |  | 1 |
| 3 | 2 | 21474 ここら |  |  |  | 1 |
| 2 | 3 |  | 1 |  |  | 1 |
| 3 | 3 |  | 1 |  |  | 1 |
| 5 | 3 | 15134777 |  |  |  | 1 |
| 2 | 3 |  | 1 |  |  | 1 |
| 3 | 3 |  | 1 |  |  | 1 |
| $\overline{3}$ | 3 | 15134777 |  |  |  | 1 |
| 2 | 7 |  | 1 |  |  | 1 |
| 3 | 7 | ¿7E2ESS7 |  |  |  | 1 |
| 2 | 11 |  | 1 |  |  | 1 |
| 3 | 11 | $296 \pm 920$ |  |  |  | 1 |
| 2 | 31 | 45 |  |  |  | 1 |
| 2 | 151 |  | 1 |  |  | $\pm$ |
| 3 | 151 | 5555133 |  |  |  | 1 |
| 2 | ころ1 |  | 2 |  |  | 1 |
| 3 | 331 | 27212 こコ |  | － |  | 1 |
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