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Abstract

While the Standard Model of particle physics has exhibited great success at describing much

observed phenomena over the years, vast astrophysical evidence exists suggesting most of

the matter in the universe is non-luminous and does not fit within the Standard Model.

There is consensus among cosmologists that most of this missing matter, referred to as

dark matter, is composed of particles which are non-baryonic. Two of the leading candidates

for this dark matter are Weakly Interacting Massive Particles (WIMPs) and axions. Dark

matter has eluded laboratory detection, primarily due to the fact that is predicted to be

very weakly interacting. Several experiments have been built to detect a nucleus recoiling

from a WIMP colliding with a known atom.

Liquid noble gas detectors have demonstrated, that using novel background rejection

techniques, rare events like WIMP recoils could be detected. DarkSide-50 (DS-50) is

one such detector using liquid argon (LAr) technology. Over the years of operation in a

background-free mode, DS-50 has not observed any WIMP events but has produced some

competitive limits on WIMP-nucleon interaction cross sections for liquid argon detectors.

The low-background levels of DS-50 present the possibility to search for other hypoth-

esized physics phenomena which are also predicted to rarely occur. Two of which are

investigated in this dissertation.

One such search presented here is the hunt for neutrino-less double electron capture

on an isotope of argon, 36Ar. The observation of such a decay would signify a substantial

increase in our understanding of neutrinos, further providing a window of inspection into

the observed matter anti-matter asymmetry in the universe.

Yet another search presented is the interaction of axions, coming from the Sun, with

electrons in the LAr. An observation of such an interaction would validate the theory that

solves the strong CP problem of the Standard Model, simultaneously providing evidence of

the existence of a dark matter candidate.
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Chapter 1

Dark Matter

Despite the recent progress in our understanding of the Standard Model, there are several

open problems in particle physics and cosmology. One of these is the mysterious nature of

dark matter. There is almost unanimous agreement between astronomers, cosmologists

and particle physicists that most of the mass in the universe is non-luminous or dark. In

fact, this “missing matter” accounts for more than 80% of the matter content and 27%

of the universe’s energy budget while the remaining 67% is dark energy and is not the

topic of this dissertation. The evidence for these estimates mostly comes from gravitational

effects. The properties of what constitutes this dark matter is yet unknown. A step towards

understanding the essence of dark matter is to detect its interactions with known particles

well described by the Standard Model. A variety of experiments have been set up in the last

few years to try and detect these elusive particles which may compose dark matter. This

chapter covers an introduction to dark matter and WIMPs in particular.

1.1 Brief History of Dark Matter

Astronomical Evidence

The first major evidence which suggested that dark matter may be much more abundant
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than previously thought, was provided by Fritz Zwicky. He calculated the velocity dispersion

of galaxies in the Coma cluster by measuring the red shift and subsequently used the virial

theorem to compute the average mass of the individual galaxies [1]. He was able to combine

these results with the mean luminosity measurements and obtain a mass to luminosity ratio

which was surprisingly much larger than the expected value of 1. Zwicky then hypothesized

the existence of a missing, non-luminous component of matter and coined the term “dunkle

Materie” which translates to Dark Matter.

The need for a dark matter component was further established when Vera Rubin mea-

sured the rotation curves of a number of spiral galaxies [2]. She measured the rotation curve

by comparing the redshift of the 21 cm hydrogen line from stars on the opposite sides of

the galaxy. If the galaxy were composed of entirely luminous matter, Newtonian dynamics

indicates that the stars at a distance r from the center of the galaxy should approximately

obey the following velocity function :

v(r) =


√

4
3πGρr if r < R√
4
3πGρR

3/r if r > R

where R is radius of the central bulge of the galaxy and ρ is the density of the bulge. As

seen in Fig 1.1, the component labeled ‘disk’ shows the velocity decrease ∝ 1/r2 at large

radii.

Rubin observed that the rotation curve was flat even at very large distances from the

bulge of the galaxy. It is possible to resolve this discrepancy by introducing a component

of dark matter as a spherical halo where its mass density falls off as 1/r2. Of course the

true profile of the halo is not known, but some very good models exist [4]. One such model

is the Navarro-Frenk-White profile [5] which suggests that the mass density of the halo is

given by :

2



Figure 1.1: Rotation curve for galaxy NGC 3198. It shows the expected rotation velocity
(labeled as “disk“) if no dark matter were present and the component arising from dark
matter (labeled as “halo“). Figure taken from [3]

ρ(r) =
ρ0

r
Rs

(
1 + r

Rs

)2 (1.1)

where ρ0 and Rs (scale radius) are parameters which depend on the particular halo in

consideration.

Massive objects (like galaxy clusters) are able to warp space-time in their vicinity, as

is known from the results of General Relativity. This causes bending of light rays around

the object and the phenomenon is known as gravitational lensing. It primarily involves the

bending of light rays, as observed from a distant source behind a massive object. The image

of the source could be deformed or distorted into rings or arcs or it could produce multiple

images of the same source. An example of such an observation is shown in Figure 1.2

Observations from the Bullet Cluster provide further evidence that there is a missing

component of matter which is non-luminous. The Bullet Cluster is composed of two galaxy

3



Figure 1.2: Evidence of gravitational lensing from Abell 2218 which is a rich galaxy cluster
composed of thousands of individual galaxies. Multiple distorted images of the same galaxies
can be identified by comparing the shape of the galaxies and their colour. In addition to
the giant arcs, many smaller arclets have been identified. Figure and caption from [6]

clusters that collided with each other. X-ray photography can be used to determine the

center of mass in both galaxies, as the mass is dominated by interstellar gas and stars.

Gravitational lensing measurements provide an independent estimate of the center of mass

of all matter (luminous and non-luminous). These two estimates differ from each other at the

8σ level implying the existence of a far more abundant but weakly interacting, non-baryonic,

non-luminous matter [7].

Cosmology

Measurements of the cosmic microwave background (CMB) provide some of the strongest

evidence for the existence of dark matter. The Big Bang model suggests that at the earliest

stage, the universe went through a period of extremely rapid expansion (∼ a factor of 1027

over 10−32s [10]). This is known as inflation, an idea first introduced by Alan Guth [11] as

a solution to the horizon [12] and flatness problems [13]. At this stage, the universe was

composed of a dense, hot plasma of ionized particles. This plasma was opaque since photons

4



Figure 1.3: Hot gas detected by the Chandra X-ray observatory is seen as two pink clumps
and contains most of the baryonic matter in the two clusters. The bullet-shaped clump
on the right is the gas from one cluster which passed through the gas originating from the
other cluster. The blue areas depict where most of the mass (determined by gravitational
lensing) lies. It clearly shows that normal matter (pink) is separated from the majority of
the matter (blue). Figure taken from [8].

in this sea of charged particles had extremely short mean free paths. Thus the photons were

coupled strongly to the baryons. This compressed photon-baryon fluid fell into residual

gravitational wells from inflation, and expanded as the pressure of the fluid increased from

higher electromagnetic interaction rates. As the universe cooled, the temperature dropped

below the atomic ionization energy threshold, and the ionized plasma began to form neutral

atoms (mostly hydrogen). This process called recombination, occurred 380,000 years after

the Big Bang. The photons were able to free stream until today, and this relic radiation is

referred to as the CMB. The temperature of the CMB today is estimated to be 2.73 K [14].

The CMB is mostly isotropic with small anisotropies being driven by temperature fluctu-

ations in the early universe. This demonstrates that the universe is primarily homogeneous.

The intensity and size of the temperature fluctuations are characterized by the particle

physics during the early Universe as it was expanding and cooling off. These temperature

5



Figure 1.4: Measurement of the CMB temperature from the Planck experiment shown by a
full sky temperature map. Figure taken from [9].

variations can be represented by the power spectrum of the CMB. This power spectrum is

a measure of the deviation of each point from the mean temperature, when decomposed

into spherical harmonics. The amplitude of the power spectrum at different values of the

multipole moment, `, can be seen in Figure 1.5. It gives a measure of the anisotropies in

the CMB which permits the calculation of the abundance of different species of particles

in the universe after they are fixed at the time of freeze out. Since dark matter is not

expected to interact with photons directly, baryonic matter couples to photons much more

strongly. This implies that anisotropies in the CMB are primarily driven by fluctuations in

the baryonic density.

If the universe is flat, the location of the first peak in Figure 1.5 should be at ∼ 1 ◦

which is equivalent to ` ∼ 200 and measurements from The WMAP and Planck experiments

confirm that the Universe is indeed flat [9, 15]. Furthermore, the relative amplitudes of the

peaks in the power spectrum provide information on the amount of baryonic and dark

6
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Figure 1.5: Temperature angular power spectrum of the primary CMB from the Planck
Collaboration, showing a precise measurement of 7 acoustic peaks that are fit well by a 6
parameter Λ-CDM model. The shaded area around the best fit curve represents the sample
variance. The error bars on individual points also include cosmic variance. The x axis is
logarithmic up to ` = 50, and linear beyond. The vertical scale is `(`+1)/2π. Figure taken
from [9].

matter in the universe. The peaks in Figure 1.5 are referred to as acoustic peaks since

they are related to the density of sound waves of a given wavelength when the universe

became transparent to the waves. The first acoustic peak (at ` ∼ 200) corresponds to the

compression of the plasma. The size of this peak (and subsequent odd numbered peaks)

depends on the mass of all baryonic matter in the universe. The second peak corresponds

to the rarefaction of the plasma, but is in fact a harmonic of the first peak. The size of

this peak (and subsequent even-numbered peaks) increases with the expansion of plasma

due to acoustic oscillations and hence does not depend on the content of baryonic mass in

the universe. Thus given the dependence of the amplitude of first peak on the quantity of

baryonic mass and the independence of the amplitude of the second peak, the ratio of the

two amplitudes provides a measure of the total baryonic mass content of the universe.

7



The data obtained from the WMAP and Planck experiments are fit with a 6 parameter

model (Λ-CDM) which provides the following results; Ωb = 0.049,ΩDM = 0.268, and ΩΛ =

0.683. Here Ωi = ρi
ρcr

and ρi is the physical density and ρcr is the critical density necessary

for a flat universe given by ρcr =
3H2

0
8πG . In other words, the fit determines that a model of

the universe where the energy budget is factored into 69.3% dark energy, 26.8% dark matter

and 4.9% baryonic matter, is favored.

1.2 Dark Matter Candidates

1.2.1 Weakly Interacting Massive Particles (WIMPs)

The very first WIMPs were considered as massive Majorana or Dirac neutrinos with

masses in the range of a few GeV to a TeV. These candidates were soon ruled out. Other

simple candidates for WIMPs, which require the least amount of addition to the Standard

Model, are also not particularly favorable. These “vanilla” WIMPs could include scalar

interactions via Higgs exchange or vector interactions via Z-exchange. For example in the

latter case, the WIMP would interact with a nucleon via a Z-boson exchange in the simplest

tree level Feynman diagram. Models predict the cross section for the Higgs interaction to

be ∼ 10−43 cm2 while ∼ 10−38 cm2 for the Z-exchange. The Z-mediated interactions for

WIMPs with masses of ∼100 GeV have mostly been excluded.

A more promising candidate for WIMPs comes from the introduction of supersymmetry

(SUSY). SUSY was first hypothesized in particle physics to solve the naturalness problem

with the Higgs boson, at the electroweak scale. SUSY also provides a solution to the

hierarchy problem, while simultaneously seems to improve the unification of the coupling

constant at the Grand Unified Theory (GUT) scale. Furthermore, it could help unify gravity

with the other fundamental forces. SUSY introduces for each of the Standard Model particles

a complementary partner. That is for every boson there is a supersymmetric fermionic
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partner and for every known fermion there is a supersymmetric bosonic partner. SUSY

requires a new discrete symmetry, R-parity. The standard model particles have R-parity

= 1 while their superpartners have R-partiy = -1. Any interaction between these particles

must conserve the R value. This guarantees that the lightest supersymmetric particle (LSP)

will be stable. The minimal extension of the standard model in SUSY, also referred to as

Minimal Supersymmetric Standard Model (MSSM), typically identifies the neutralino as the

LSP. The neutralino is a linear combination of the supersymmetric partners of the photon,

Z0, and the Higgs boson. With a particular SUSY model, the cross section for the neutralino

annihilation to lighter particles can be calculated, and the cosmological mass density can

be obtained. The solution to the naturalness problem via SUSY requires the mass scale to

be of the order of the weak scale and hence the neutralino would have, at most, electroweak

interactions. Thus the cosmological neutralino abundance is expected to be O(1) and can

therefore account for dark matter in the halo.

WIMP Relic Density

In the early universe, when the temperature was sufficiently high , massive dark matter

was in a state of thermal equilibrium with ordinary matter. As the universe expanded, the

temperature dropped and lighter particles did not have sufficient kinetic energy to produce

dark matter particles. The gas of dark matter particles became less dense and hence it

became more improbable for the particles to find each other to annihilate. The co-moving

number density then approached a “freeze-out” state, which is now referred to as the dark

matter relic density. The time evolution of the dark matter density can be described by the

Boltzmann equation as follows [16] :

dn

dt
= −3Hn− 〈σAv〉

(
n2 − n2

eq

)
(1.2)

Here n is the number density of the dark matter particle (χ), neq is the dark matter number

density in thermal equilibrium , H is the Hubble constant and 〈σAv〉 is the thermally average

self-annihilation cross section. The term -3Hn represents the dilution of the gas from the

expansion. The n2 term represents the process of annihilation of dark matter particles to
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generate standard model particles (χχ→ SM SM). The reverse process, which creates dark

matter particles, is represented by the remaining term n2
eq. A change of variables can be

employed in equation 1.2 in order to simplify the differential equation as follows :

Y = n/s

x = mχ/T

Where mχ is the particle mass and T is the temperature. s is the time dependent entropy

density of the universe which can be reprsented as s = 2π2g∗
45 T 3 where g∗ is the number of

relativistic degrees of freedom. It is possible to combine equation 1.2 with the Friedmann

equation which relates the Hubble parameter H to the energy density of the universe ρ :

H2 =
8πG

3
ρ =

8π

3M2
p

ρ (1.3)

Here G is the gravitational constant and Mp is the Planck mass. Thus using equations 1.2

and 1.3 the following relation for the number density is obtained :

dY

dx
= −

√
π

45G

g
1/2
∗ mχ

x2
〈σAv〉

(
Y 2 − Y 2

eq

)
(1.4)

This equation (1.4) must be solved numerically. At very later times, the temperature is well

below mχ, x� 1 and dY/dt→ 0 and implies that Y is constant. Figure 1.6 shows one such

numerical solution for a particle with a mass of 100 GeV.

The relic density can the be analytically obtained. A convenient definition of a dimen-

sionless variable λ is introduced.

λ =

√
π

45G
g

1/2
∗ mχ 〈σAv〉 (1.5)

At late times, Yeq falls exponentially and therefore equation 1.4 can be written as :

dY

dx
' −λY

2

x2
(1.6)

which allows for analytical integration from freeze-out to the present time (where x→∞),

thus leading to the following :

1

Y0
− 1

Yf
' λ

xf
(1.7)
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Figure 1.6: The co-moving number density Y (left,y-axis) and the resulting thermal relic
density (right,y-axis) of a 100 GeV WIMP as a function of temperature T (bottom,x-axis)
and time t (top, x-axis). The solid contour is for an annihilation cross section that yields
the correct relic density, and the shaded regions represent cross sections that differ by 1,2
and 3 orders of magnitude from this value. The dashed line represents the number density
of a particle that remains in thermal equilibrium. Figure taken from [17].

where Y0 represents the present value of Y and Yf represents the value of Y at freeze-out.

Using the arguments presented in [17] which suggest that xf does not vary much with

particle mass and can be approximated as xf ∼ 20, and the fact that the abundance at

freeze-out is much larger than the present abundance, equation 1.7 becomes :

Y0 '
xf
λ

(1.8)

The relic dark matter density can then be expressed as :

ΩDM =
mχs0Y0

ρcr
' mχs0xf

ρcrλ
=

√
45G

π

s0xf

ρcrg
1/2
∗

1

〈σAv〉
(1.9)

Here s0 is the present day entropy density. Using the lowest order approximation which

suggests that the relic density is inversely proportional to 〈σAv〉 but insensitive to mχ, and
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subsequently substituting numerical values for the constants, the following is obtained :

ΩDM '
10−39cm2

〈σAv〉
(1.10)

The dark matter relic density, represented by ΩDM, is observed to 0.268, implying from

equation 1.10, that the cross section needs to be of the order of the weak scale (∼ 10−39

cm2). This is known at the WIMP miracle. It is “miraculous” since the cross section

in equation 1.10 comes essentially from the age of the universe and there is no a priori

reason why the age of the universe would have much to do with electroweak physics. This

coincidence advocates that a new, undiscovered particle with electroweak interactions could

exist and would provide the correct relic density, and hence would be a natural dark matter

candidate.

1.2.2 Other Theories

There are several other candidate theories that attempt to explain the “missing mat-

ter” problem. Another class of well motivated particles, axions, are discussed in Chapter

6. Yet another candidate for dark matter particles are sterile neutrinos . This could be a

fourth flavour of a neutrino which does not couple to other leptons other than indirectly

by oscillating into one of the active neutrino flavours. It would be a right-handed neutrino

and possibly account for some of the dark matter in the universe [18]. Many more exotic

candidate particles have been hypothesized [19]. There are also other theories which modify

gravity to explain the observations listed in Section 1.1; these include MoND (Modified New-

tonian Dynamics) [20] and the description of gravity as an emergent phenomenon [21, 22].

It is worth mentioning that amongst the vast number of proposed solutions, only WIMPs

and axions have survived extended theoretical scrutiny. Neither of these two candidates

were invented to solve the dark matter problem. They were hypothesized to remedy other

problems in particle physics and only later was it realized that they could be natural dark

matter candidates.
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1.3 WIMP Recoil Spectra

1.3.1 WIMP-Nucleon Scattering

The fundamental process involved in WIMP-nucleon scattering is WIMP-quark scatter-

ing. An effective WIMP-nucleon scattering cross section can be obtained by summing over

the quarks present in a nucleon. In the limit of low momentum-transfer, the contribution

of each individual nucleon can be summed coherently to obtain a WIMP-nucleus scattering

cross section.

1.3.1.1 Cross Section

This section follows the discussions of [16, 23, 24]. The differential WIMP-nucleon cross

section can be written as :

dσδN
dq2

=
1

πv2
f2
nA

2F 2
(
q2
)

(1.11)

Where q is the momentum transfer and fn is the coupling of WIMPs to neutrons (and

protons in the spin independent case) and this can be further simplified as ;

dσδN
dq2

=
σ0

4m2
rv

2
F 2(q) (1.12)

where mr = MNMδ/ (MN +Mδ) is the reduced mass of the WIMP and nucleus system. v

is the relative WIMP-nucleus velocity. σ0 is the total cross section independent of the form

factor F(q). The form factor represents the dependence of the interaction on the shape of

the nucleus. Quantitatively it is the Fourier transform of the nucleon density. The following

form factor parameterization is recommended [23] :

F (qrn) = 3
j1 (qrn)

qrn
e−(qs)2/2

= 3
sin (qrn)− qrn cos (qrn)

(qrn)3 e−(qs)2/2
(1.13)
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where

r2
n = c2 +

7

3
π2a2 − 5s2

c = 1.23A1/3 − 0.60fm

a = 0.52fm

s = 0.9fm

(1.14)

Here rn is the nuclear radius, j1 is a spherical Bessel function while a and s represent nuclear

skin-thickness parameters.

For the spin-dependent case, Equation 1.12 is re-cast as [16] :

dσ

dq2
=

8

πv2
G2
FΛ2J(J + 1)F 2

S(q)

=
1

πv2

(
g2

4M2
W

)2

4Λ2J(J + 1)F 2
S(q)

(1.15)

Here g is the fundamental electroweak coupling, MW is the mass of the W boson and v is

the relative WIMP-nucleus velocity. J represents the nuclear spin. Furthermore;

Λ2 =

[
J(J + 1)− L(L+ 1) + 3

4

2J(J + 1)

]2

(1.16)

Examining equations 1.15 and 1.12 it is observed that the spin-independent part of

the cross section scales with the number of nucleons, A2 while the spin-dependent part

is proportional to the nuclear angular momentum (J+1)/J. For many experiments that

operate with heavy target nuclei such as argon, xenon and germanium the spin-independent

component dominates.

1.3.1.2 Expected Recoil Energy Spectrum

The discussion here follows that of the classical paper by Lewin and Smith [23] with

much reliance on the procedure developed in the dissertation [24]. Generally, the rate of

interactions per unit mass of a target material of a particle with interaction cross section σ
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can be represented by :

R =
N0

A
σvn (1.17)

Where n is the number density of the incoming flux of the particles with velocity v relative to

the target with atomic mass A and N0 represents Avogadro’s constant. In order to compute

the recoil-energy spectrum, it is imperative to consider the rate as a function of momentum

transfer. It is typically standard to assume the WIMPs follow an isothermal, isotropic

distribution. This may not be the accurate picture, but the uncertainties associated with

this assumption are small compared to the uncertainties in the WIMP-nucleon cross section.

At a given location, a simple Maxwellian velocity distribution such as :

f (v,vE) = exp

(
−(v + vE)2

v2
0

)
(1.18)

can be used to describe the velocity distribution of WIMPs. Here v is the WIMP velocity

relative to the Earth and vE is the Earth’s velocity relative to the non-rotating halo of the

galaxy and v2
0 represents the most probable velocity and has an approximate value of 220

km/s. Then the differential number density is given by :

dn =
n0

k
f (v,vE) d3v (1.19)

where ;

n0 ≡
∫ vesc

0
dn (1.20)

k =

∫ vesc

0
v2dv

∫
dΩvf (v,vE) (1.21)

The velocity distribution has a cut off at the halo escape velocity (vesc). Then, the

interaction rate as a function of q2 and WIMP velocity in the frame of reference of the

target takes the following form :

d2R

dq2dVv

(
q2, v

)
=
N0

A

[
dσ

dq2

(
q2, v

)]
v

[
n0

k (vesc)
f (v,vE)

]
(1.22)
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The above expression needs to be integrated over the full WIMP velocity distribution in

order to generate the differential rate. The lower limit of the integral is set by a minimum

velocity (vmin) which is determined by the lowest velocity a WIMP must have in order to

produce a momentum transfer of q2. It turns out that vmin = q/2mr. Substituting the

form of the differential cross section from equation 1.12 into equation 1.22, the following

expression is obtained :

dR

dq2

(
q2
)

=
N0

A

σ0

4m2
r

F 2
(
q2
) n0

k (vesc)

∫ vesc

q/2mr

f (v,vE)

v
d3v (1.23)

The general solution to this equation leads to the following description of the differential

rate :

dR

dER
(ER)|vE ,vesc =

k0

k1

R0

E0r

(√
π

4

v0

vE

[
erf

(
vmin + vE

v0

)
− erf

(
vmin − vE

v0

)]
− e−v2esc/v20

)
(1.24)

where

vmin = q/2mr = v0

√
ER/E0r

and k0 =
(
πv2

0

)3/2
while k1 = k0

[
erf
(
vesc
v0

)
− 2√

π
vesc
v0
e−v

2
esc/v

2
0

]
and r ≡ 4m2

r/MWMN = 4MWMN/ (MW +MN )2

The average spectrum (ignoring the annual modulation of the Earth’s velocity compo-

nent in the direction of the galactic disk’s rotation) can be calculated by setting vE = 〈vE〉 =

232 kms−1 in equation 1.24. For instructive purposes, it is worthwhile to examine the sce-

nario by setting vE = 0 and allowing vesc → ∞, and using the fact that ER = q2/2MN .

This renders the differential recoil rate as :
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dR

dER
(ER) =

2√
π

N0

A
n0σ0v0

e−ER/E0r

E0r
F 2
(
q2 = 2MNER

)
(1.25)

In the above equation, we have; E0 ≡ MW v
2
0/2, and the value of k (vesc →∞) = k0 =(

πv2
0

)3/2
It is worth computing approximate rates for WIMP events to grasp the difficult nature

of am experiment to detect such events. When making some gross oversimplifications to

equation 1.24, the following is obtained as a description of the differential energy spectrum

as a function of the recoil energy Er:

dR

dER
=

R0

E0r
e−ER/E0r (1.26)

Here R is the events rate per unit mass, R0 is the total event rate and E0 is the most

probable incident kinetic energy. The average recoil energy is obtained by taking the mean

of the differential energy spectrum over recoil energy values. It turns out that 〈ER〉 = E0r.

Using some numerical estimates:

• Mass of WIMP (MW ) ∼ 100 GeV/c2

• Mass of Nucleon (MN ) ∼ 40 GeV/c2

• Velocity of WIMP (β) ∼ 0.75 ×10−3 = 220 km/s

the mean recoil energy is computed as : E0r = 1
2MWβ

2
0c2 which is approximately 24 keV.

After substituting appropriate values in equation 1.24 an estimate of the rate is obtained as

∼ 10−4 counts / day / kg with an assumption that σ0 ∼ 10−42cm2. See Figure 1.7 for an

example of the integrated recoil rates for WIMP elastic scattering of different targets, given

a cross section and halo model.
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Figure 1.7: Predicted integral spectra for WIMP elastic scattering for Xe, Ge, Ar and Ne.
The dark matter halo is assumed to be solely composed of WIMPs with a mass of 100
GeV/c2. The cross section is assumed to be 10−45cm2 per nucleon. Figure taken from [25].

1.3.2 Detector Sensitivity

Understanding the WIMP interaction rate and characteristics in a detector is one part

of the WIMP search. The other, perhaps more important, aspect is comprehending the

interaction rate of non-WIMP events (see Chapter 3 for more details).

If a detector cannot distinguish WIMP events from background events it will observe

a recoil-energy spectrum from background particle interactions. Such a detector could

detect WIMP(s) if it could observe the expected recoil-energy spectrum over the background

spectrum while simultaneously demonstrating that such a spectrum would be impossible to

generate by another interaction. This detector could exclude a particular model for WIMPs

if the the predicted spectrum has a higher event rate than the observed background rate. If

no events are observed, then the sensitivity of the detector scales with it’s exposure (MT),
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which is simply the product of the target mass (M) and the time of operation (T). If on the

other hand, events are observed, the sensitivity does not improve until a reduction in the

background spectrum is achieved.

Naturally an improved detector would rely on background subtraction. If there exists

a model for the background spectrum, then the possibility to subtract it and inspect for

a WIMP spectrum in the residual spectrum arises. If the background model describes the

observed spectrum perfectly, the residual number of counts in any bin of the histogrammed

spectrum increases as the square root of the exposure (MT )1/2. Thus, the residual event

rate decreases as the reciprocal of the square root of the exposure (MT )−1/2. While the

livetime increases, so does the need for accuracy of the background model. The relative

systematic uncertainty in the background subtraction method must decrease at least as

quickly as (MT )−1/2 for the statistical uncertainty to be dominant. Once a bound is reached

in reducing systematic uncertainty, the sensitivity fails to improve with increased exposure.

Looking further, sensitivity can be improved by background rejection techniques. One

of the most common forms of background rejections in WIMP searches, is nuclear-recoil dis-

crimination. Being able to reject the majority of background which are electromagnetic in

nature (electron-recoil events), brings the state of such a detector to the one described pre-

viously, but with a much lower background rate. Of course, no nuclear-recoil discrimination

technique is perfect and hence a non-zero probability to misidentify electron recoil events

as nuclear recoils exists. The sensitivity improves until systematic uncertainties become

dominant.

Another class of background rejection techniques relies on the kinematics of WIMP

interactions. A signature of the interaction is diurnal variation. While yet another similar

technique relies on the ability to observe an annual modulation in the recoil-energy spectrum.

The Earth’s velocity with respect to the dark matter halo is modulated in a sinusoidal fashion

because of the Earth’s orbit around the Sun. Thus in the lab frame, the WIMP velocity
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changes with the time of the year which results in a change in the recoil energy spectrum.

Most such detectors count the number of events recorded above an energy threshold and

inspect the data for a variation.

1.4 WIMP Detection Experiments

1.4.1 Indirect Detection

Indirect searches for WIMPs examine the SM products (neutrinos, gammas, positrons

etc) of WIMP annihilation processes. In such scenarios the signal for WIMPs would be a

mono-energetic photons or GeV neutrinos coming from the Sun or the Earth. An excess in

the flux of these particles or decay products could be indicative of a WIMP signal. Large

astrophysical objects like the Sun or galaxies could accumulate WIMPs at their centers.

This could result in an increase in the WIMP density and consequentially an increase in

the rate of self-annihilation or decay. Muon neutrinos are one such decay product that

could be detected on the Earth [26]. Experiments like Super-K [27] or IceCube [28] could

detect energetic muons and provide limits on WIMP annihilation rates into b-mesons, τ and

W pairs. WIMP annihilation products could potentially encompass charged particles like

protons, electrons and their anti-particles. Experiments such as PAMELA [29] and AMS-02

[30] have been built to look for these signals. See [31] for a brief review of indirect searches

for WIMPs.

1.4.2 Direct Detection

Since a very low energy nuclear recoil (∼ 10 keV ) is expected from a WIMP which

collides with a target particle on the Earth, a detector with a low energy threshold is required

to observe such recoil energies. The readout of the energy must be efficient, while the

backgrounds should be extremely low in order to claim a positive discovery for a rare event
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search. A large fraction of the backgrounds are caused by interactions with the electrons of

the target material and termed electron recoil (ER) events. Hence detectors must be able

to distinguish background from nuclear recoil (signal-like) events. Neutron backgrounds

must be kept extremely low by choosing to build the detector with extremely radio-pure

components. This is because neutrons can induce nuclear recoils identical to those induced

by WIMPs and hence are the most dangerous class of background. The multiple scattering

of neutrons in a detector could be one handle to distinguish them from WIMP recoils, since

the latter is not expected to scatter multiple times. Detector technology must also scale

with the mass of the target material, since the sensitivity to WIMPs is proportional to the

detector volume.

WIMP-induced recoils typically deposit energy into three channels which are exploited

by different technologies. These are; 1) scintillation, 2) ionization and 3) heat/phonons.

Several experiments use one or a combination of these channels to discriminate between

backgrounds and signal (WIMPs). Scintillators are essentially materials that efficiently

convert the energy deposited into scintillation light. The mechanism typically involves

transferring the energy to electrons in the material so the nuclei are left in an excited

state which de-excite with characteristic decay times and releasing optical photons. A good

scintillator will typically produce photons proportional to the energy deposited, allowing for

energy reconstruction, and also should be transparent to its own scintillation light. Examples

of good scintillators include liquid noble gases such as argon and xenon.Nuclear recoils in a

crystal lattice deposit energy in a cascade of collisions with other ions and electrons. The

ions may be excited together forming a phonon excitation. The phonons then induce a

tiny temperature change (∼ 1 µK), which could potentially be detected with bolometery.

Experiments like DEAP[32], CLEAN [33], ZEPLIN [34] exploit the scintillation channel in

order to look for WIMP signals. Experiments like DarkSide [35], Xenon [36], LUX [37] use

a combination of the scintillation and ionization channels to discriminate backgrounds from

signal. The use of phonons and ionization channels is made by experiments like CDMS
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[38] and EDELWEISS [39], while the CRESST [40] experiment utilizes the scintillation and

phonon channels for nuclear recoil discrimination. Experiments solely using the phonon

channel include PICASSO [41] and COUPP [42].

1.4.3 Current Status

While the vast majority of experiments have had null results, which is to say that no

events compatible with WIMPs have been observed, there is some tension in the community

due to the results of the DAMA experiment. The DAMA collaboration claims a signal at

more than a 5σ level (observed for more than a decade). They observe an annual modulation

of the residual rate in the 2 to 6 keVee bin, with the expected period of 1 year and phase with

a maximum around June 2 at the 9.3σ level [43]. If the standard halo model is assumed, two

possible solutions arise for WIMPs, both of which are excluded by other experiments. Other

interpretations of this observed signal exist; some of which try to explain the modulation

with other backgrounds [44]. Other experiments have been set up to use sodium-iodide

detectors to try and test DAMA’s results with the same target.

The current best limit for high-mass WIMPs on spin-independent interaction has been

set by Xenon-1T at 7.7 × 10−11 pb for a WIMP of mass 35 GeV [45]. See Figure 1.8 for

visual review of some of the sensitivities of different experiments.

For low-mass WIMPs in the range (< 5 GeV/c2 and > 1.8 GeV/c2), DarkSide-50 has

achieved the best limit on spin-independent cross section. See Section 4.9 for more details

about this analysis and result.
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Figure 1.8: WIMP cross sections (normalized to a single nucleon) for spin-independent
interactions versus WIMP mass. Figure taken from [26] which should be consulted for more
details about the plot.
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Chapter 2

DarkSide-50

2.1 Liquid Argon (LAr)

Argon is an extremely inert noble gas. It is colourless, odorless, nonflammable, non-

corrosive and makes up approximately 1% of the Earth’s atmosphere. LAr is a cryogenic

liquid with a boiling point (at 1 atm) of 87 K and a freezing point (at 1 atm) of 84 K. Its

density at boiling point at 1 atm is ∼ 1400 kg/m3. Typically argon is produced by liquefac-

tion of atmospheric air and separated by continuous cryogenic distillation and subsequently

recovered as a cryogenic liquid.

2.1.1 Scintillation Mechanism

Scintillation of LAr is well documented [46,47]. Broadly speaking, a particle interacting

with LAr will either scatter off a bound electron or the argon nucleus. In both cases an

electron or a nucleus will recoil through the LAr and the atom may be left in an excited

or ionized state. If a charged particle moves through LAr, it experiences continuous energy

loss via ionization and excitation. It may also scatter from other argon nuclei which results

in a cascade like reaction where some of the energy may be transferred to the electrons
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directly or via another recoiling nucleus. Residual energy is dissipated as heat. Owing to

the kinematics of a collision between an electron and nucleus, the amount of energy transfer

to the nucleus is minimal and in addition an electron moving through LAr will transfer

practically all of its energy to other electrons.

A nucleus, on the other hand, will transfer its energy to electrons and nuclei as described

by a theory developed by Lindhard et al [48]. A neutron (or a WIMP) is likely to scatter

off an argon nucleus. The nucleus then loses some of its energy by recoiling off other argon

nuclei. Some of these nuclei will have too little energy to cause any scintillation and simply

dissipate their energy as heat, while the remaining nuclei may contribute to scintillation

and ionization. The residual fraction of energy of the primary argon nucleus is distributed

into ionizing and exciting argon atoms in the vicinity, thereby creating Nions ions and Nexc

excitons.

The argon exciton represented by Ar∗, has a single valence electron which is promoted

to the first excited orbital. This vacancy permits the exciton to dimerize with a ground

state argon atom in its vicinity. The valence electron of the ground state atom forms a

bonding pair with the excited electron of the exciton in the Ar∗2 dimer/excimer. These

excimers subsequently decay to the ground state and release energy in the form of a photon.

Succinctly, it can be described as :

Ar∗ + Ar→ Ar∗2

Ar∗2 → 2Ar + hν

where the photon, with a characteristic wavelength of 128 nm, is represented by hν. This

process is known as exciton self-trapping.

Another process which can lead to scintillation begins with an argon ion (represented

by Ar+) forming a dimer (Ar+
2 ) with a ground state argon which shares one of its valence

electrons. Subsequently, a free electron perhaps ionized from a nearby argon atom can be

captured by the charged dimer. This process, known as recombination, splits the dimer into
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a ground state atom as well as a doubly excited atom. The latter decays in a non-radiative

fashion into a single excited state which further decays through exciton self trapping. This

process can be summarized as the following :

Ar+ + Ar→ Ar+
2

Ar+
2 + e− → Ar∗∗ + Ar

Ar∗∗ → Ar∗ + heat

Ar∗ + Ar→ Ar∗2

Ar∗2 → 2Ar + hν

The probability for an electron to recombine, also referred to as the recombination

probability, depends on the ion density in the LAr [46]. The probability to recombine also

decreases in the presence of an external electric field (which is the case in our two phase

TPC; see Section 2.2). The excited dimer (Ar∗) lies in a Rydberg state where an electron

is in orbit around the core (Ar+
2 ). Both the core and the electron have a spin of one-half,

but since the spin directions can vary, four possible configuration states are permitted. One

of which is a singlet while the rest are in a triplet state. The singlet state and the ground

state atom each have total spin of 0 and thus the transition to the ground state is allowed

by all selection rules and has a short timescale (∼ 6 ns). The transition from the triplet

state to the ground state is forbidden since the former has a total spin of 1 and thus the

timescale associated with this process is much longer (∼ 1500 ns). Regardless, either of the

transitions leads to the release of scintillation light with a wavelength of 128 nm.

The formation of excimers occurs through different mechanisms for excitons and ions

and these two channels form singlets and triplets with different probabilities. The exciton-

to-ion ratio in LAr is ∼ 0.21 for electron recoils (ER) and essentially 1 for nuclear recoils

(NR). The recombination probability is proportional to the ionization density, and hence

the singlet to triplet ratio can also vary with the ionization density of the particle track. The

introduction of an external electric field tends to amplify this effect and brings the ratios
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of singlet to triplet states for ERs and NRs closer. There are also mechanisms which can

lead to the suppression of scintillation light by permitting the LAr excitons to decay in a

non-radiative fashion [46]. Some of these processes are depicted below :

Ar∗ + Ar∗ → Ar + Ar+ + e− (Biexcitonic collisions)

Ar∗ + Ar∗2 → Ar + Ar+
2 + e− (Photo-ionization)

Ar∗2 + Ar∗2 → 2Ar + Ar+
2 + e− (Penning process)

All of the interactions occur at rates which are proportional to the ionization density of

the particle (electron or nucleus) track. They tend to have larger effects for nuclei since they

have higher stopping powers. The combination of these effects, along with the proportion

of production of excitons and ions for NRs and ERs, indicates that a higher fraction of

scintillation generated by NRs will arise from the singlet states dimers compared to the

ER scintillation. This implies that the scintillation pulse produced by NRs will typically

be significantly faster than that for ERs. This leads to a methodology for implementing a

background rejection technique called pusle shape discrimination.

2.1.2 Underground Argon (UAr)

Unfortunately natural argon produced from the atmosphere (AAr) contains 39Ar, an

isotope produced through cosmic ray interaction with 40Ar via the (n,2n) reaction. 39Ar

undergoes β decay with a Q value of ∼ 565 keV and a half life of ∼ 269 years. This makes

an intrinsic and overwhelming background of the LAr for a WIMP search. It is necessary

to obtain argon with a reduced activity of 39Ar.

Identifying an underground source with low 39Ar content and subsequently extracting

argon from said source is an economically feasible way to mitigate the background of 39Ar.

In 2010, the DarkSide collaboration extracted over 150 kg of UAr from the Kinder

Morgan facility in Cortez, CO [49] which was subsequently purified at FERMILAB [50]

and deployed for a WIMP search in DarkSide-50 [51]. The reduction in 39Ar activity was
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measured to be more than 3 orders of magnitude from 1 Bq/kg in AAr to ∼ 0.7 mBq/kg in

UAr [51].

2.2 Dual Phase LAr Time Projection Chamber (LAr TPC)

A dual-phase (liquid-gas) time projection chamber (TPC) is the core of the DarkSide-50

experiment. A LAr TPC typically consists of a cylinder of LAr with a thin layer of argon

gas just above the liquid volume. A uniform electric field is applied along the height of

the cylindrical volume in order to drift ionized electrons, that escape recombination, into

the gas layer. A stronger field is applied across the gas layer forcing the electrons to excite

gaseous Ar atoms, which subsequently de-excite and scintillate. This secondary scintillation

in the gaseous phase is referred to as electroluminescence. The active volume is equipped

with photomultiplier tubes (PMTs) that can detect both the primary scintillation (S1) and

the electroluminescence signal (S2). The faces of the PMTs are coated with a material that

absorbs photons and emits electrons via the photoelectric effect. These emitted electrons

are typically referred to as photoelectrons (PEs) and are multiplied forming cascades along

the PMT dynode chain.

The size of S1 (in number of PE) is typically proportional to the amount of energy

deposited in the sensitive volume. The size of S2 (also in PE) is directly proportional to

the amount of ionization. A ratio between S2/S1 become a potential tool to discriminate

between ERs and NRs. The curved surface of the TPC is typically made from a reflective

material in order to optimize the light collection efficient of the signals. The top and bottom

surfaces of the active volume are defined by the anode and cathode surfaces which form the

drift and extraction fields. The anode/cathode windows are composed of fused silica and

are coated with ITO which forms a conductive layer. A thin coat of TPB which acts as a

wavelength shifter. Just below the liquid surface, an optically and drift electron transparent

grid is placed to permit an independent potential setting for the drift and extraction fields.
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Field shaping rings outside the TPC keep the electric field uniform and all the inner surfaces

of the active volume are coated with TPB to move the Ar VUV scintillation (128 nm) to a

wavelength of 420 nm where the PMTs are most sensitive. This is required as the PMTs are

insensitive to the VUV range. The time it takes for an ionized electron to drift through the

TPC is long compared to the time profiles of the S1 and S2 signals. Thus the time difference

between the arrival of an S1 and S2 pulses provides information about the depth (along the

length of the TPC, which is chosen as the ẑ direction by convention). The PMTs at the top

have a geometry which covers the optimal surface area based on their size and number, just

above the gaseous pocket. Since S2 occurs in the gas pocket, the light is concentrated on

the nearby PMTs in the top array. This allows the retrieval of lateral position information

(~x,~y). Thus a complete 3D reconstruction of an interaction in the TPC is possible.

DarkSide-50 is the first detector in the DarkSide program capable of producing physics

results. A cross sectional view of the DarkSide-50 TPC is shown in Figure 2.1. The TPC

is nested within the Liquid Scintillator Veto (LSV) which is further placed within a Water

Cherenkov Detector (WCD) and is also referred to as the Water Tank (WT) or Counting

Test Facility (CTF). The LSV provides passive shielding from external backgrounds, but

more importantly serves as anti-coincidence for radiogenic and cosmogenic neutrons. The

WCD provides passive shielding as well, but is primarily deployed as anti-coincidence for

cosmogenic events. The sketch of this setup can be seen in Figure 2.2. The entire setup is

located underground at Hall-C of Laboratori Nazionali del Gran Sasso at a depth of 3800

m.w.e. (metres water equivalent).

DS-50 TPC

The active volume of the TPC is a cylinder which is 36 cm tall and has a diameter of 36

cm. The cylindrical wall is made of PTFE (Teflon). The top and bottom surfaces of the

active volume are marked by fused silica windows. The active volume contracts by ∼ 1.5%

when cooled from room temperature to 89 K (LAr temperature) due to the shrinkage of

the PTFE. The active volume is instrumented with 38 PMTs in two hexagonal arrays, each
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Figure 2.1: The DarkSide-50 LAr TPC. Figure taken from [35].

containing 19 PMTs, and placed at the top and bottom of the TPC. These arrays are held in

position by a set of PTFE structures. The TPC is further placed inside a cryostat composed

of stainless steel. See Figure 2.1 for a schematic of the DS-50 TPC.

PMTs

The DS-50 TPC PMTs are Hamamatsu (model R11065) PMTs which have a 1.5” radius

photocathode and are constructed with low radioactivity materials. The PMTs have a high

quantum efficiency (QE) with an average of 34% at 420 nm at room temperature. The PMT

anode is held at ground while the photocathode is at negative high voltage. The PMTs are

operated with a bias of approximately -1200 V which is less than the full bias (-1500 V). This

avoids light emission effects at low temperatures. As a consequence, a cryogenic amplifier

for each PMT is required.

Cryostat
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Figure 2.2: The nested detector system of DarkSide-50. The outermost gray cylinder is the
WCD, the sphere is the LSV and the gray cylinder at the centre of the sphere is the LAr
cryostat. Figure taken from [35].

The TPC is placed within a double-walled stainless steel cryostat with an outer radius of

32 cm and an inner radius of 25 cm. Between the cryostat walls, multiple layers of Mylar

insulation and a vacuum jacket maintains the temperature at 89 K inside the cryostat. The

outside of the cryostat is at room temperature. The cryostat hangs from rods that lead

through the LSV to the top of the WT. The cryostat is cooled by an external circulation

loop so that argon gas which leaves the cryostat passes out of the detector system directly

to a purification system housed in a radon-free clean room (above the WT). The Ar gas to

be purified is taken from the same places as where the cables exit the cryostat. The cables

are the largest contributor to the radon out-gassing by pulling the Ar gas along them, the

radon is forced up into the re-circulation system and not down into the cryostat. This gas

is then passed through a getter which suppresses contaminants such as oxygen and nitrogen

gas to levels below parts per billion and is subsequently liquefied by a liquid nitrogen-cooled

heat exchanger, before it is transported back to the TPC active volume. Gas and liquids

are transferred through a stainless steel transfer line.
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2.3 PMT Calibration Procedure and Analysis

Since the fundamental quantity of interest in any interaction within the TPC is the

amount of light produced as a function of time by argon recoils, it is important to understand

the response of the PMTs to this light and thus the amount of charge generated inside the

PMT in an event. Therefore it is critical to understand the amount of charge which is

generated by a single photoelectron. This is typically done by calibrating PMTs with a low

intensity, high frequency laser.

2.3.1 Conventional Methods

The standard calibration method of the single photoelectron (SPE) response of a PMT is

to use a low intensity light source such that the probability of generating more than a single

photoelectron within a single PMT is typically less than 0.1 per laser pulse. The resulting

spectrum of the integrated signal is then fit with a model of the SPE response, to obtain the

mean and variance for each PMT. The difficulty using this method lies in choosing a model.

Electron multiplication within the dynode chain is a branching process where the output

charge at the PMT anode depends on the secondary electron emission probability at each

dynode. For the typical photoelectron, i.e. one generated at the photocathode, the most

commonly used approximation is a standard Gaussian distribution [52], where the mean of

the single photoelectron distribution is taken as the peak.

There are other possible sub-optimal trajectories that the electrons could take which

result in under-amplified PE signals. Since these under-amplified PEs are also generated

during normal operation, it is necessary to include their contribution in the estimation of

the SPE mean to avoid an underestimate of the number of detected PEs.

The true shape of the under-amplified component is often difficult to determine due

to the large overlap with contributions from electronic noise. Several proposals have been
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made which suggest adding additional terms to the fit function of the single photoelec-

tron response, including a falling exponential and additional Gaussian components [53,54].

However, the development of such models usually depends on the photocathode and dyn-

ode structure and may even differ for PMTs of the same model operated at the same gain,

possibly due to manugacturing differences.

2.3.2 Model-Independent Method

The calibration of the single photoelectron response for the DS-50 TPC photomultiplier

tubes follows the approach of Saldanha et al [55]. The method focuses on incorporating

contributions from the under-amplified photo-electrons while circumventing the need to

assume the shape of the distribution.

To understand the method, it is useful to describe the process that is followed to calibrate

the PMTs. Light from pulsed laser diodes is injected into the sensitive volume at a rate of

500 Hz with a 6 µs acquisition gate, timed with respect to the trigger. These calibration

runs are also referred to as laser runs. Each of these runs consists of > 400,000 events

collected over a period of 5 minutes. An example of such an event in one PMT can be seen

in Figure 2.3.

The runs are reconstructed with a selection of modules which are a part of the DarkArt

software package which is built upon the art framework [56] developed by Fermilab. At the

first step the Converter module is run. This module retrieves all useful raw infromation for

an event and puts it in a format which can be used by all other DarkArt modules. Next

the the BaselineFinder is executed for each event. The goal of this module is to indentify

a DC offset for each PMT. (For a thorough description of DarkArt modules, see Chapter 3

of [57].) The BaselineFinder operates usually for the entirety of the waveform other than

in two designated regions. The first of these regions encloses the arrival time of the PMT

signal in response to the laser. This window is 104 ns long (26 samples). The other window
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Figure 2.3: An example laser pulsed waveform (single event) in DS-50 for one PMT. The raw
waveform is depicted in black, while the blue curve indicates the running integral computed
by DarkSide’s waveform analysis software. The red curve indicates the baseline calculated
by the BaselineFinder module. The pink region on the left is defined as the first region
of interest (ROI), referred to as the background/pedestal region. The charge accumulated
here is calculated as B(q) which is the integral in this region. The green region on the left
indicates the signal region where the large spike downwards represents the actual signal
arrival due to the laser. The charge accumulated in this region is computed by the integral
in this ROI and represented by S(q).

used for estimating the pedestal also has the same length as the signal/laser region. The

pedestal window is fixed such that it ends before the laser window begins.

There are a few assumptions made about the setup which are listed below :

• The contribution of the total charge divides into two components; namely baseline

and signal, and these are assumed to be independent.

• The baseline component comprises of all the charge produced even when the signal

is absent. The signal distribution contains all the contributions that are linearly

proportional to the number of photoelectrons produced.

• The photomultiplier tubes and all the electronics respond linearly with respect to the

number of photoelectrons.

• The number of photoelectrons follows a Poisson distribution.

Every trigger produces two contributions to the total charge (q) which is measured. One

34



contribution from the background and one from the signal. The total integrated charge

spectrum can be written as a convolution of the background and signal spectra as follows :

T (q) = B(q) ∗ S(q) (2.1)

Here T(q) is the integral charge spectrum, B(q) is the background spectrum and S(q) is the

signal spectrum.

Using the assumptions listed above it is easy to see that the sum of the means of the

background and signal distributions results in the mean of the total charge distribution.

This is also exactly the same for the variance of the distribution.

E[T ] = E[B] +E[S] (2.2)

V [T ] = V [B] + V [S] (2.3)

The distribution of the charge associated with the signal can be expressed in terms of

the number of photoelectrons, p , produced

S(q) =
∞∑
p=0

Sp(q)L(p) (2.4)

Here Sp(q) is the signal charge distribution arising from the production of p photoelectrons

and L(p) is the probability distribution of the number of photo-electrons produced in a

single trigger. It is possible to express the charge distribution of the single photoelectron

response as S1(q) ≡ ψ(q). Because of the assumed linear response of the photomultiplier

tubes, the multiple photoelectron response can be expressed as the p-th convolution of the

single photoelectron response. More precisely, Sp(q) ≡ ψp(q)

35



Using the fact that E [ψp] = p ·E[ψ] and V [ψp] = p ·V [ψ] and some algebra which has

been described in [55], the following expression for the mean and the variance of the SPE

response is obtained :

E[ψ] =
E[T ]− E[B]

E[L]
(2.5)

and

V [ψ] =
V [T ]− V [B]− E2[ψ]V [L]

E[L]
(2.6)

2.3.2.1 Estimating the Single Photo-Electron mean

As can be seen from Eqs. (2.3.2) and (2.3.2), in order to determine the first two central

moments of the SPE response it is necessary to evaluate the first two central moments

of the total charge distribution, the background distribution, and the mean number of

photoelectrons produced in each trigger. Since prior knowledge of the true underlying

distributions is absent, an estimate of the moments from the experimentally measured data

sample of N triggers is formed.

The central moments of the total charge distribution can be directly obtained by calcu-

lating the mean and variance of the measured PMT output spectrum in the presence of the

laser. This is typically the spectrum that is used to fit the SPE response.

Typically there is an overlap of the background distribution and the signal distribution

of under-amplified single photoelectrons. This makes it difficult to determine the mean and

variance of the background in the presence of the laser signal. To mitigate this issue, an

estimate of the moments of the background spectrum is made separately from the measured

blank data set.
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The only parameter that is not trivial to estimate, is the mean number of laser-induced

photoelectrons produced in each trigger, E [L], which is referred to as the occupancy. As

mentioned previously, the number of photoelectrons produced follows a Poisson distribution,

which can be written as

L(p) =
λpe−λ

p!
(2.7)

λ ≡ E [L] = V [L] (2.8)

The occupancy λ is directly related to the probability of producing zero laser-induced

photoelectrons,

λ = − lnL (p) (2.9)

and can be estimated from the number of sample triggers with zero laser-induced photo-

electrons (zero-pe triggers), N0, and the total number of sample triggers N

λ̂ ≡ − ln (N̂0/N) (2.10)

Here λ̂ and N̂0 denote the estimates of the occupancy and number of zero-pe triggers in the

laser data sample, respectively.

There are several different techniques which can be used to estimate the value N0 and

the optimal method depends on the nature of the signal and background distributions. For

example, if the temporal shape of the PMT output pulse is known, and the triggers are

individually recorded, it is possible to assign a likelihood for the presence of a laser-induced

signal to each individual trigger. In this case, a very simple algorithm is used, from which

the associated statistical and systematic uncertainties can be estimated analytically.
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If access to a pure sample of zero-pe events from the blank data set is available, empirical

information about the shape of the zero-pe distribution can be obtained. An estimate of

the number of zero-pe triggers is obtained as follows :

1. A threshold cut is placed at a low charge value ensuring that the fraction of laser trig-

gers with a non-zero number of laser-induced photoelectrons, that fall below the cut,

is small. The number of triggers, AT , in the laser data set below the threshold is then

assumed to be the number of zero-PE triggers.

2. To assess the total number of zero-pe triggers in the laser sample, N0, information

from the blank spectrum is used to correct the value of AT for the number of zero-

pe triggers which fall above the threshold. The fraction of blank data samples that

fall below the threshold cut is defined as f . The estimated total number of zero-PE

triggers in the laser data set is then :

N̂0 =
AT
f

(2.11)

The estimate for λ̂ is therefore

λ̂ = − ln (AT /fN) (2.12)

Rather than expressing the position of the threshold cut in terms of a charge value, which

depends on the shape of the background distribution, the cut can be expressed in terms of

the fraction, f , of the background distribution that falls below the threshold. This allows

a description of the choice of threshold in a way that can be easily translated to different

experimental setups. Moreover, the statistical and systematic uncertainties are conveniently

expressed in terms of the fraction, f .
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2.3.2.2 Reducing Uncertainty for the SPE claibration

After a careful inspection of the trends of the SPE mean as a function of the threshold

fraction, it was realized that the high occupancy channels (PMT numbers 5 and 6) showed

signs of a possible bias. It was difficult to evaluate the presence of a bias in the low occupancy

channels since the statistical uncertainty was quite high.

The statistical uncertainty on the estimated occupancy can be expressed as (See Ap-

pendix A of [55] for a derivation):

V [λ̂] =

(
eλ + 1− 2f

)
fN

(2.13)

which leads to the following relation for the statistical uncertainity on the estimate of the

SPE mean :

V [Ê[ψ]] ≈ V [T ] + V [B]

Nλ2
+

(E[T ]− E[B])2
(
eλ + 1− 2f

)
fNλ4

(2.14)

This bias in the SPE mean arises from a systematic bias in the estimation of the oc-

cupancy where the estimated occupancy was generally lower and decreases for high and

increasing threshold fractions. This bias has been quantified as [55] :

E[Ê[ψ]] ≈ E[ψ] ·
(

1 +
k(f)

f

)
(2.15)

where k(f) is the fraction of triggers with exactly one laser-induced photoelectron, which

falls below the threshold fraction cut. It is assumed that k(f)
f � 1

After this realization, various techniques were implemented in order to reduce or quantify

the bias. Firstly, an optical filter was removed such that the occupancy of all channels

increased by a factor of ∼ 3. This allowed for a reduction in the statistical uncertainty and

39



Threshold fraction (f)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
 
[
P
E
/
t
r
i
g
g
e
r
]

λ
E
s
t
i
m
a
t
e
d
 
o
c
c
u
p
a
n
c
y
 
(

1.10

1.15

1.20

1.25

1.30

1.35

1.40

1700 V

1600 V

1500 V

1400 V

Figure 2.4: Occupancy as a function of threshold fraction for different PMT voltage dif-
ferences. A trend is seen for an increase in occupancy with the increase in gain. Also a
decrease in occupancy with an increase in f. It seems the systematic bias increases as the
gain is lowered, hence the occupancy could be fixed to the value obtained at the highest
gain, where the bias is the least. Figure taken from [55].
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gave a handle to evaluate the trend of the SPE mean as a function of threshold fraction.

While [55] suggests operating at relatively lower threshold fractions, since the fraction of

underamplified photoelectrons falling below the threshold reduces, and the systematic bias

in the occupancy is lower (see Figure 2.4); calibrating the SPE mean with low values of f in

DS-50 resulted in the SPE mean varying with time. An independent algorithm (based on a

voting structure) was developed with the goal of finding the optimal value of f, optimizing

for reduction in bias and stability in the discrete derivative ( δλδf ) using a sliding window over

f. However the algorithm was not deployed in the DS-50 analyses. Instead a higher value

of f (0.975) was chosen where the uncertainty arising from the occupancy was comparable

to uncertainty on the SPE mean (see Figure 2.5).

A critical difference between the procedure followed by DS-50 and the one suggested by

Saldanha et al [55] is that in DS-50 in-situ calibration is performed by the laser runs and

hence the possibility of physically blocking the laser light from reaching the PMTs is not

present. There is no choice but to dedicate two different time windows within each event

and assign them as signal and background regions. This leads to the background in the

pedestal region being independent of the background in the signal region due to inherent

differences in the electronics.

In fact, in DS-50 a shift between the charge spectra for background and signal is observed,

for the few runs that were performed with the laser light physically blocked. The algorithm

developed for computing the mean of SPE takes into account this shift, and corrects for it

during offline analysis. Effort was made to reduce the shift correction that was needed, such

that the uncertainty arising from the correction procedure could be reduced.

At first, the moving average of several (> 10k) events was taken for runs where the

laser light had been physically blocked. The moving average window was varied in order to

permit visual observations of any periodicity present in the waveforms. With some inference

after visual inspection as seen from Figure 2.6, a fast-Fourier transform was applied to the
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Figure 2.5: (top) The ratio of of the uncertainty on the occupancy to the total uncertainty
on the SPE mean is shown on the colour scale, as a function of the the occupancy (on
the x axis) and the threshold fraction (on the y axis). (bottom) A zoomed version. The
plot shows that it is preferable to operate at higher occupancies and higher values of the
threshold fraction to reduce uncertainty, purely from a statistical perspective.

average of 10k events. The results are shown in Figure 2.7. From these figures, it is clear

that a particular frequency, corresponding to the frequency of the digitizer, is dominant.

This could lead to the periodicity effect we observe. It is also apparent that these frequencies

are not locked in a particular phase. It was suggested that to cancel the periodicity effect,

it might be possible to set the range and width of the two time windows to be such that the

shift correction is minimized. This procedure was attempted, but it was not clear that it

would mitigate the need for a shift correction, since the noise from the electronics appeared

itself to be time-dependent.
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Figure 2.6: Fourier transform of 10,000 averaged waveforms where the laser was physically

blocked. (top) Shown here are the frequency and phase on the x and y axes respectively,

while the colour scale represents the ADC value. (bottom) is a projection onto the y-axis.
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Figure 2.7: Fourier transform of 10,000 averaged waveforms where the laser was physically

blocked. (top) Shown here are the frequency and phase on the x and y axes respectively,

while the colour scale represents the ADC value. (bottom) is a projection onto the y-axis.

2.4 Veto Detectors

This section describes the two outer detectors, namely the LSV and the WCD and

follows the discussion of [58]. The most critical background for a WIMP search are nuclear

recoils from single neutron scatters since they mimic WIMP interactions in the TPC. One

solution is to use passive shielding around the detector. But this shielding alone does
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not allow the measurement of background levels, which makes the interpretation of recoil

events (compatible with WIMP signatures) difficult. Moreover, a passive shield cannot be

employed to protect against radiation arising from detector components themselves. Neither

can it shield against high energy neutrons arising from cosmic ray interactions with the

surrounding material. On the other hand, DarkSide-50 employs a unique method of active

shielding (veto). The TPC is surrounded by a large volume of material with high neutron

cross section. This allows identification of interactions resulting from a neutron in the TPC

through coincident detection of the neutron in the veto. A WIMP, since it is very weakly

interacting, is only likely to scatter in the TPC and will not leave accompanying signals in

the surrounding active shielding material (anti-coincidence). The veto also permits in-situ

measurements of the neutron background to the setup. DS-50 utilizes the combination of

the two outer detectors; the LSV and the WT, to actively veto radiogenic and cosmogenic

neutrons.

2.4.1 Liquid Scintillator Veto (LSV)

The LSV is a 4.0 m diameter stainless steel sphere filled with 30 tonnes of boron-loaded

liquid scintillator. The sphere is lined with Lumirror, a reflecting foil used to enhance the

light collection efficiency. An array of 110 Hamamatsu R5912 LRI 8 ” PMTs is mounted on

the inside surface of the sphere to detect photons arising from scintillation. Photographs of

the inside of the LSV detector can be seen in Figure 2.8.

The neutron capture reaction 10B(n, α)7Li makes the boron-loaded scintillator a very

effective neutron veto because of its large cross section for thermal neutron capture leading

to charged products. An α particle and a 7Li nucleus are always produced as a result of

the neutron capture on 10B. Because the α and the 7Li nucleus move only short distances,

a neutron capture on 10B in the LSV scintillator will always deposit visible energy in the

detector.
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Figure 2.8: (Left) The Liquid Scintillator Veto (LSV). The picture shows the cryostat of
the DarkSide-50 LAr TPC hanging from the top. (Right) The picture shows the internal
surface of the LSV, covered with Lumirror, with PMTs evenly distributed inside. Figure
taken from [58].

2.4.2 Organic Liquid Scintillator

The boron-loaded liquid scintillator has three primary components: pseudocumene (PC),

trimethyl borate (TMB), and 2,5-diphenyloxazole (PPO). PC, C6H3(CH3)3, is the primary

scintillator used in the veto and is the bulk of the cocktail. TMB, B(OCH3)3, is an organic

molecule containing one boron atom. 10B, with a natural abundance of 19.9%, and has a

very high thermal neutron capture cross section of 3837 barn [60].

When a neutron captures on 10B, two reactions are possible:

10B + n→


7Li (1015 keV) + α (1775 keV) (6.4%)

7Li∗ + α (1471 keV),7 Li∗ →7 Li (839 keV) + γ (478 keV) (93.6%)

(2.16)

The decay to the excited state produces a γ-ray that is easily seen as long as it does

not escape into the cryostat before depositing energy in the scintillator. Energy deposits
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Figure 2.9: The emission spectrum of PPO [59]. Figure taken from [58].

due to the α and 7Li nucleus are always contained in the scintillator, due to their high

stopping power and thus short track lengths. The light output of α and 7Li nuclei is highly

suppressed because of ionization quenching. This causes them to scintillate equivalently to

a 50–60 keV electron (an energy scale referred to as “keV electron equivalent”, or keVee).

Detecting these decay products therefore requires a high light collection efficiency and a low

background level. If the detector can reliably detect these nuclear decay products, it can

efficiently detect neutrons that capture in the veto, regardless of their initial kinetic energy,

since the energy of these capture products does not depend on the neutron’s initial energy.

In addition to capturing on 10B, a thermal neutron may also capture on 1H or 12C

through the following reactions

1H + n→2 H + γ (2223 keV) Iγ/Iγ(max) = 100% σ = 0.33b

12C + n→



13C + γ (3090 keV) Iγ/Iγ(max) = 100%

13C + γ (4945 keV) Iγ/Iγ(max) = 67%

13C + γ (1860 keV) Iγ/Iγ(max) = 57%

σ = 0.0034b
(2.17)

where σ is the thermal neutron capture cross section, Iγ/Iγ(max) is the intensity of the
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γ-ray, relative to the maximum intensity γ-ray [61]. For 12C only the three dominant

γ-rays are shown.

The wavelength shifter PPO is added to the scintillator cocktail in a concentration of a

few grams per liter to increase the detection efficiency of the LSV. PPO scintillates much

faster than PC, hence adding PPO can make the light signal faster, allowing for tighter

prompt coincidence cuts. Borexino has observed that increasing the PPO concentration

decreases the effects of ionization quenching, which made it easier to detect the nuclear

decay products [62,63]. The emission spectrum of the PPO is shown in Figure 2.9.

The LSV was first filled with boron-loaded scintillator during the first two weeks of

October, 2013. Two different mixtures of PC, TMB, and PPO were used in the two WIMP

search phases of DarkSide-50:

• Phase-I Nov. 2013 – June 2014: 50% mass fraction of PC, 50% TMB, 2.5 g/L PPO

• Phase-II Feb. 2015 – present: 95% mass fraction of PC, 5% TMB, 1.4 g/L PPO

The capture times and relative rate of neutrons capturing on 1H, 10B, and 12C can be

calculated from the cross sections and the chemical compositions and concentrations of PC

and TMB. During Phase-I of DarkSide-50, with a 50% TMB concentration, the neutron

capture time was ∼ 2.2µs and ∼0.8% of neutron captures were expected to be on 1H.

During Phase-II, with a ∼5% concentration, the neutron capture time is ∼ 22µs and it was

expected that ∼8% of neutrons capture on 1H. The number of captures on 12C should be

about two orders of magnitude below the 1H capture rate.

2.4.3 Lumirror reflector

The LSV has ∼7% photo-detector coverage because of cost restrictions. To compensate

for this seemingly low coverage, the inner walls of the LSV have been lined with a reflector.

After some experimentation [64–66], Lumirror 188 E6SR was chosen. Lumirror is a highly
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Figure 2.10: The reflectance measured for Lumirror E6SR. There is a sharp cutoff at wave-
lengths shorter than ∼350 nm. The bump in reflectance around 260 nm is due to the specular
component of the reflectivity. (Left) The reflectance over the full range measured. (Right)
The reflectance near the maximum value. Figure taken from [58].

reflective void-based reflector between two protective layers that allow the reflector to be

submerged in scintillator without significant loss of reflectivity [64].

A sample of measurements of the Lumirror reflectance taken with a Perkin Elmer

Lambda-650 spectrophotometer are shown in figure 2.10. As can be seen in this figure,

the Lumirror has a maximum reflectance of ∼97.5% for wavelenghts greater than ∼350 nm,

and has a steep cutoff at shorter wavelengths, below most of the scintillator’s emission spec-

trum. A photograph of the LSV with the LAr TPC inserted inside it is shown in Figure 2.8.

The exterior surface of the TPC cryostat is not covered with Lumirror.

2.4.4 LSV PMTs

The LSV is equipped with 110 Hamamatsu R5912 LRI 8 ” PMTs with low-radioactivity

glass bulbs and high-quantum-efficiency photocatodes (37% average quantum efficiency at

408 nm) [67]. All 110 PMTs are mounted on the stainless steel sphere, as shown in figure 2.8.

The PMTs were chosen for their low radioactivity glass, low dark-pulse rate, low after-pulse

rate, and a 1σ transit time spread of ∼ 1 ns, much smaller than the scintillation light pulse

width. The amplitude and timing response performance of single electrons is particularly

important due to the need to measure prompt coincidences with the LAr TPC with a very
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low threshold. Furthermore, in order to minimize the background from PMT noise, the

PMTs have to feature a low dark rate and have a low probability of PMT after-pulsing.

[58, 68] All of the PMTs were tested in the photomultiplier tube testing facility of the

Borexino experiment at LNGS [69].

In order to determine the energy of scintillation events, it is important to know the

total charge collected by each PMT. For this reason, charge calibration of the PMTs

is required. The light emitted by an external picosecond 405 nm laser source is carried

simultaneously to each PMT by a dedicated system of optical fibers via 10 custom-designed

optical feed-throughs, which are further split into 110 individual fibers each coupled to a

PMT. The design has been based on the experience gained in the development of the

Borexino experiment [70].

2.4.5 Calibration system

A CALibration Insertion System (CALIS) [71] is used to deploy radioactive sources to

calibrate both the TPC and the LSV. CALIS was constructed, tested at Fermilab and

LNGS, precision cleaned, and installed in DarkSide-50 during summer, 2014 (Figure 2.11).

Since then it has been used for extended calibration campaigns of both the TPC and LSV

involving radioactive γ-ray (57Co, 137Cs, 133Ba) and neutron (241AmBe) sources (see Figure

2.12).

2.4.6 Water Cherenkov Veto

The Water Cherenkov Veto (WCV) is a powerful shield against external background

(γ-rays and neutrons from the rock), and is also used as a Cherenkov muon detector. The

muon flux at the 3800 m.w.e. depth of the LNGS, although reduced from that at the Earth’s

surface by a factor ∼ 106, is of the order of 1.1 muons/(m2·hr) [72]. This corresponds to

about 2000 muons per day crossing the WCV, about 380 muons per day crossing the LSV,
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Figure 2.11: Left : Sketch of CALIS installed inside the radon-free clean room CRH atop the
WCV and with the deployment device next to the cryostat. The source arm is articulated.
Right : Photograph of CRH after installation of CALIS.

Figure 2.12: Photographs taken with cameras looking into the LSV. Left: CALIS with
the source in contact with the cryostat of the LAr TPC. Right: CALIS with the 241AmBe
source rotated away from the LAr TPC in order to study position dependent effects. Figure
taken from [58].
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Figure 2.13: The inner surface of the Water Cherenkov Veto covered with layers of Tyvek.
The Liquid Scintillator Veto, installed on four stilts and also covered in Tyvek, can be seen
in the middle of the water tank. Figure taken from [58].

and about 4 muons per day crossing the LAr TPC. Cosmogenic muons can produce high

energy neutrons [73], which can penetrate several meters of shielding. In order to avoid

backgrounds from these high energy neutrons, the WCV acts as a veto to detect the muons

that may produce them and therefore leave a detectable coincident signal. The WCV is

equipped with 80 8 ” PMTs: 56 in 8 columns on the cylindrical tank wall and 24 on the floor.

These PMTs collect the Cherenkov light emitted by muons or muons’ electromagnetic shower

products in the water. The WCV uses the water tank from the Borexino Counting Test

Facility (CTF) [74], and the design draws on the muon detector of the Borexino experiment.

Figure 2.13 shows a photograph of the inside of the WCV. The tank is a cylinder with

a diameter of 11 m and a height of 10 m for a total volume of ∼ 1000 m3. It is built from

carbon steel and internally protected from corrosion by a layer of Permatex resin. In order

to improve the light collection efficiency, the interior surface of the WCV and the exterior

of the LSV sphere are covered with a layer of highly refelective Tyvek [75].

Since the background signals in the WCV are very small compared to the large Cherenkov
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signal produced by the muons, light collection efficiency is not as crucial as it is in the LSV,

allowing the reuse the PMTs from CTF and use of cheaper reflector without sacrificing

detector performance.

2.4.7 Tyvek reflector

The inner surfaces of the WCV, including the outer surfaces of the LSV, are covered with

a layer of a Tyvek-based reflector provided by the Daya Bay collaboration [76]. This reflector

consists of two layers of DuPont Tyvek 1082D bonded together by a layer of polyethylene.

The reflectivity of this material has been measured to be greater than 96% in air and 99%

in water, for wavelengths between 300 and 800 nm [76].

2.4.8 WCV photomultiplier tubes

The WCV is lined with 80 20 cm diameter ETL 9351 8 ” PMTs. These are the same

PMTs used by the CTF experiment [77], after 15 years of continuous operation. These

PMTs have a peak quantum efficiency of ∼25% at 380 nm and a dark rate of ∼2500 Hz.

Similar to the LSV PMTs, the WCV PMTs are each equipped with an optical fiber

pointing at the photocathodes, and are connected to the same laser system as the LSV

PMTs, in order to perform the SPE calibration. Each PMT is surrounded by a conical light

collector which increases the effective coverage of the PMTs.

Cherenkov Effect

A charged particle moving through a medium creates a time varying electromagnetic per-

turbation. If the velocity (v) at which the particle is traveling at, is more than the critical

velocity of the medium (defined by vcrit=c/η; where η is the index of refraction), a de-

layed polarization of the medium is observed and the resulting dipoles radiate coherently.
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Cherenkov radiation is emitted in a cone, whose angle is defined by :

θ = arccos

(
1

ηβ

)
= cos−1

(
1

ηβ

)
(2.18)

where β is the ratio of the velocity of the particle to the velocity of light in vacuum (v/c).

Figure 2.14: Illustration of the Cherenkov effect created by a charged particle traveling with
velocity c/n in a medium of refractive index n. The Cherenkov angle is defined by equation
2.4.8. Figure taken from [78].

The Cherenkov effect is well described by the Frank-Tamm formula which computes

the number of Cherenkov photons produced per unit path length and per unit energy of a

charged particle.

d2N

dEdx
=
αZ2

~c
sin2 θc =

α2Z2

remec2

(
1− 1

β2η2(E)

)
(2.19)

where Z is the charge of the particle; re is the radius of the electron; me is the mass of the

electron; α is the fine structure constant.

When substituting the values of the fundamental constants, the following is obtained :
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d2N

dEdx
≈ 370Z2 sin2 θc(E) eV −1cm−1 (2.20)

By integrating this equation over a range of wavelengths and using the fact that the

refractive index of water is ∼ 1.33, a photon count of more than 200 per cm is obtained.

This is very relevant for the detection of cosmic muons (or other charged particles of cosmic

origin) passing through the WCD, since they will generate several thousand photons which

should be sufficient to veto cosmogenic events. (See Section 3.5 for more details.)

2.5 G4DS - The DarkSide Monte Carlo Tool

The DarkSide collaboration has developed a Geant4-based Monte Carlo package (G4DS)

to simulate the response of DarkSide-50. The details about the development and imple-

mentation of this simulation can be found in [79, 80]. G4DS reproduces energy and time

observables at the percent level. G4DS has been crucially utilized in several DS-50 analyses

[35,51,81], including the ones presented in the latter chapters of this document. Its modular

nature allows an extension to incorporate other geometric structures such as the DS-20k

detector [82]. In particular, it is worth summarizing the scintillation model customized for

DS-50 which described the physical processed that produce the S1 and S2 signals.

PARIS model

The TPC optical response is tuned and an effective model is adopted in G4DS to parame-

terize the processes which induce S1 and S2. This model is called PARIS (Precision Argon

Response Ionization and Scintillation). To model the process of scintillation (see Section

2.1.1) in the PARIS model, the following approach is taken (under the assumption that

there is no quenching for electron recoils) :
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Edep = NiWi +NexWex (2.21)

where the energy deposited (Edep) by an electron recoil is split into excitation and ionization.

Wi and Wex represent the work functions to produce an electron-ion pair and an exciton

respectively. With the introduction of an effective work function defined as :

W =
αWex +Wi

1 + α
(2.22)

It is possible to re-define the number of ions and excitons as :

Ni =
Edep

W

1

1 + α
(2.23)

Nex =
Edep

W

α

1 + α
(2.24)

where α is simply the ratio of the number of excitons to ions, and it is different for ERs

and NRs. The value of W is estimated to be 19.5 eV [83]. As a reminder, for ERs α is

estimated to be 0.21 and 1 for NRs (see Section 2.1.1).

If it is assumed that the an S1 photon can originate directly from an excitation com-

ponent or from the recombination of an electron-ion pair, then S1 can be parameterized

as

S1 = g1 (Nex + r(E)×Ni) (2.25)

were r(E) is the kinetic energy (E) dependent recombination probability. g1 is the collection

efficiency of photons generated in LAr. This factor includes the PMT quantum efficiency,

optical coverage and light absorption in the materials of the detector. The factor g1 was

estimated to be 0.157 ± 0.001. This was done by simulating UV photons uniformly dis-

tributed in the TPC. Similarly, S2 (proportional to the number of electrons that survive
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recombination) is parameterized as :

S2 = g2εs2 × (1− r(E))×Ni (2.26)

where εs2 is the electroluminescence yield, g2 is the detection efficiency of photons generated

in the gas pocket and is estimated to be 0.163 ± 0.001. G4DS assumes that all electrons

recombine when there is no external electric field applied.

A Geant4 based simulation code, NEST [84], combined the Thomas-Imel [85] and Doke-

Birks [86] models by constraining the parameters using experimental datasets. These data

are unfortunately scarce for LAr and hence a NEST-based approach was not chosen for

G4DS. Instead an empirical paramterization of the recombination probability was developed.

This can then be written as :

r(E) = erf (E/p1)
(
p2 × e−E/p3 + p4

)
(2.27)

where erf is the error function, E is the kinetic energy, and p1, p2, p3, p4 are free parameters

which are extracted from the fit of DS-50 data.
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Chapter 3

Background Sources

This chapter attempts to outline some of the sources of background present in the DS-50

detector. Perhaps the most important aspect of a WIMP search detector is to understand

and characterize the various backgrounds such that the detection of a WIMP would be

incompatible with a background-only hypothesis. There are primarily two categories of

backgrounds, radiogenic and cosmogenic. Particular attention is paid to the backgrounds

of cosmic origin and the Monte-Carlo simulation performed to asses the efficiency to veto

them.

3.1 Radiogenic Backgrounds

Radiogenic backgrounds arise from radioactivity within the detector materials and the

target itself. These broadly consist of surface backgrounds, neutron backgrounds and elec-

tron recoil backgrounds. Surface background mainly consist of α decays and a thorough

description of them has been documented [87]. Neutron backgrounds of radiogenic origin

typically arise from (α, n) reactions in various components of the detector. These back-

grounds have also been well documented [66].
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Nonetheless it is worthwhile to give an overview of some of the backgrounds and their

rates.

Electron Recoil Backgrounds

Electron recoil (ER) events in DS-50 are found to be generated by β decay in the liquid

argon active volume or from Compton scattering of γ rays from radioactive decays. The

mechanism of LAr scintillation has been discussed in Section 2.1.1.

Pulse shape discrimination (PSD) is a powerful tool to distinguish between ER and NR

events. One does not expect a large background in a WIMP search from events like β

decays. On the other hand, γ rays could potentially have a sufficiently high rate producing

signals in the TPC and LSV. Calibrating the inner and outer detectors based on these γ

ray signals helps achieve a background-free experiment.

One potentially dangerous class of backgrounds is the combination of Cherenkov ra-

diation, produced in either of the Teflon or fused silica windows, and a regular ER-like

scintillation pulse. These backgrounds have been well studied, modeled and measures to

suppress them have been developed [88,89].

3.1.1 39Ar

For typical LAr based experiments, one of the dominant backgrounds comes from 39Ar.

This radioactive isotope β decays with an endpoint energy of 565 keV and a half life of 269

years [90]. This background is internal to the Argon in the TPC and even though it is in

the WIMP energy range of interest, it can be removed easily by making use of PSD. In

addition, a high contamination of 39Ar leads to the possibility of pileup of the 39Ar decays,

thus reducing the livetime of the detector. For dual phase TPCs like DS-50, two pulses

separated by a few µs are typically seen for each event. Thus long acquisition windows are

required and the loss of livetime can become a problem for large fiducial masses. DS-50

measured the argon extracted from the atmosphere to have an 39Ar activity of ∼ 1 Bq/Kg
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[35].

Argon is the most abundant element in the Earth’s atmosphere after nitrogen and oxy-

gen. Most of the 39Ar in AAr is produced by interaction of cosmic rays with 40Ar via

:

40Ar + n→39 Ar + 2n (3.1)

High rates of 39Ar decays can be relieved by employing argon derived from underground

sources (UAr), where the reduction in activity as compared to AAr has been measured by

the DarkSide collaboration to be (1.4± 0.2)× 103 [51].

Shown below is the beta decay scheme for 39Ar.

39 Ar→39 K + β− + νe (3.2)

This reaction flips the parity of the nucleus and changes the angular momentum by 2 so

it is labeled a first forbidden beta decay resulting in its long half life.

3.1.2 85Kr

85Kr is typically produced by cosmogenic neutron activation on 84Kr in the atmosphere.

DS-50 reported the activity of 85Kr in UAr to be ∼ 2 mBq/kg [51]. The presence of 85Kr

was unexpected and there was no evidence found of its existence in the AAr run. The

primary mode of decay of 85Kr leads to the ground state of 85Rb via a beta decay process,

the endpoint energy of which is 687 keV. Since the endpoint energy for 85Kr is greater than

that of 39Ar, a high enough concentration can mask the latter’s existence. 85Kr can also

decay to 85mRb with a 0.434% branching ratio and an endpoint energy of 173 keV. The

product further decays to the ground state 85Rb with the emission of a γ ray and a half
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life of ∼ 1µs. The coincident, but separable, signals of the γ and the β allow for a clear

identification of these events in the TPC [57]. See Figure 3.1 for the decay scheme of 85Kr.

Figure 3.1: The decay scheme of 85Kr. Figure taken from [57].

3.1.3 238U

238U is a primordial radionuclide, with a natural abundance of 99.27% and half-life of

4.5× 109 yr. It is present in soil with a median activity concentration of 35 Bq/kg , which

varies with location (e.g., soils from igneous sources tend to have higher activities). 238U can

undergo spontaneous fission with a branching ratio of 5.45× 10−7 , producing an average of

2.01 neutrons per decay that may then scatter in the TPC. Also, α-decay in the 238U decay

chain is a source of neutrons from subsequent (α, n) reactions.

Secular equilibrium

When the daughter (d) of a parent radionuclide (p) is itself radioactive, the decay rate

of the daughter can be described by the Bateman equation:

dNd

dt
= λpNp − λdNd (3.3)
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where N is the number of each nuclide, and its decay constant. Recall that

Np = N0pe
−λpt (3.4)

where N0p is the initial number parent nuclides. This leads to a first-order linear ordinary

differential equation

dNd

dt
+ λdNd = λpN0pe

−λpt (3.5)

which can be solved as follows :

Nd = e−λdt
∫
eλdtλpN0pe

−λptdt =
λp

λd − λp
N0p

(
e−λpt − e−λdt

)
(3.6)

assuming no daughter nuclides are initially present.

If the half-life of the parent is much longer than that of its daughter λp � λd), Nd

becomes dependent on the decay of only the parent nuclide after several half-lives of the

daughter:

Nd →
λp

λd − λp
N0pe

−λpt ≈ λp
λd
N0pe

−λpt (3.7)

Substituting equation 3.7 into equation 3.5 shows that dN
dt = 0 in this situation, known

as secular equilibrium.

Since daughter decays now occur at the same rate as that of the parent, the same

reasoning can be applied to subsequent daughters (as long as their respective half-lives are

shorter than the parent) to show that the entire decay chain can be in secular equilibrium

with its parent radionuclide. This is the case for 238U, whose half-life is much longer than

that of any of its daughters (the longest of which 2.5×105yr is for 234U). The same applies to

235U and 232Th. 238U is present in the DS-50 stainless steel cryostat as well as components

of the PMTs.
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3.1.4 235U

235U is also primordial radionuclide, with a natural abundance of 0.72% and half-life of

7.0 × 108 yr [44]. The activity ratio with respect to 238U is 0.046. Germanium counting

of 235U identifies the 143 keV and 185 keV γ-rays from 235U decay. The entire 235U decay

chain is assumed to be in secular equilibrium. The 235U decay chain mostly produces low

energy γ-rays. High energy γ-rays (>1 MeV) can be produced by 215Bi decay, however the

branching ratio is 1.38%×0.006%×97% = 0.00008%. 235U can undergo spontaneous fission

with a branching ratio of 2.011×10−9, producing an average of 1.86 neutrons per decay that

may then scatter in the TPC. In the 238U decay chain, α-decay is also a source of neutrons

from subsequent (α, n) reactions. 235U is present in the DS-50 stainless steel cryostat as

well as components of the PMTs.

3.1.4.1 60Co

60Co is a synthetic isotope of cobalt with a half life of 5.27 years. 60Co produces two

high energy γ - rays and hence it finds use in radioactive tagging. 60Co typically β decays

through the reaction

60Co→60 Ni + β− + νe + 2γ (3.8)

The two γ rays in the decay of 60Co are produced by two different de-excitations and

therefore their momenta are not correlated. These rays are produced in coincidence with

each other, making this the strongest signal in prompt coincidence between the TPC and

LSV. 60Co is present in the DS-50 stainless steel cryostat as well as components of the

PMTs.

63



3.1.5 232Th

232Th is a primordial radionuclide with a half life of 1.4×1010 yr. It is present in the crust

of the Earth with a concentration of ∼ 9.6 ppm. Since it is found in rock, small amounts

of 232Th are typically found in most metals. The decay chain of 232Th ends with the stable

208Pb. We assume that the chain is in secular equilibrium and have not found contradictory

evidence. 232Th undergoes spontaneous fission with a branching ratio of 1.4× 10−11 which

results in ∼ 2.1 neutrons per decay which have the potential to scatter in the sensitive liquid

argon volume. γ rays are associated with the fission neutrons. The highest γ energy is 2.6

MeV from the decay of 208Tl. There are also many α emitters in the decay chain and this

may result in further (α, n) reactions, possibly producing fast neutrons. 232Th is present in

the DS-50 stainless steel cryostat as well as components of the PMTs.

3.2 Cosmogenic Backgrounds

This section presents the use of a Monte-Carlo based simulation to study muon-induced,

cosmogenic backgrounds for the DS-50 experiment.

Muons can generate backgrounds by producing showers of secondary particles with in-

teractions with the rock in the vicinity of the detector. Typically only high energy muons

are able to penetrate to the depth of the experimental halls, and hence the total muon

flux decreases since the low energy muons, which are more intense, are removed from the

spectrum. As a result, the mean energy of the surviving muons increases with depth.

Scarce experimental information about muon-induced secondaries at depth is available.

Many earlier studies focused on the neutron flux in the muon radiation field. Low rates and

difficulties in measuring neutrons make it challenging to interpret the available data.

Previously [91], it had been suggested to study the neutron production deep underground
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to understand the incident muon flux. But such measurements were limited to cosmogenic

neutrons typically in liquid scintillator detectors. The flux was calculated by measuring

the gamma radiation after neutron capture in the scintillator. Many uncertainties, mostly

systematic in nature, associated with detector geometry and efficiency corrections make it

formidable to interpret the data correctly.

3.2.1 Neutron Production Mechanisms

• µ− capture

Negative muon capture, which is an electro-weak charge current interaction, has a

cross section that is sensitive to the muon kinetic energy. For kinetic energies greater

than the muon binding energy, the capture cross section falls sharply. This process is

dominant at depths of ≤ 100 metres of water equivalent (m.w.e).

• Muon-induced spallation of a nucleus

If a muon inelastically scatters with a nucleus via exchange of a virtual photon, it is

referred to as muon spallation. The excited nucleus disintegrates producing neutrons

and other daughter particles. This process is dominant when the transfer energy is

< 0.3 GeV.

• Muon-induced hadronic cascade

Hadronic cascades are produced as a result of high energy transfer in a muon spal-

lation reaction. Typically hadronic cascades consist of pions, kaons and nucleons[
π±, π0,K±,K0

]
.

Shower hadrons, which are primarily charged pions, typically have energies correspond-

ing to β > 0.7. They generally retain the direction of muon propagation. Cascade

hadrons (also called recoil nucleons) have energies corresponding to 0.2 < β < 0.7.

They are generally nucleons produced in pion-nucleus and nucleon-nucleus collisions.

They have a broad angular distribution with respect to the muon track. Evaporated
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nucleons with β < 0.2 are produced when cascade particles produce additional nucle-

ons at lower energies. They have an isotropic angular distribution and are produced

after the nucleons are thermalized and captured by surrounding matter.

• Muon-induced electromagnetic cascades

EM cascades originate with δ electrons, e−e+ pairs and bremsstrahlung photons. Neu-

trons resulting from EM showers are produced primarily by the photo-production reac-

tion (γ, n) through nuclear giant resonances. The only difference between this process

and muon-induced nuclear spallation is the exchange of a real photon as opposed to a

virtual one. Neutrons could also be generated by multiple photo-production mechanics

i.e. (γ, xn). The production of shower photons is inversely proportional to the square

of the energy of the photon, thus neutrons generated by EM showers are typically done

by low energy photons. Alternatively, neutrons can be produced in inelastic charge

exchange reactions such as :

γ + p→ n+ π+

γ + (Z,A)→ (Z − 1, A− 1) + n+ π+

or in the pion photo-production reaction:

γ + (Z,A)→ (Z,A) + π+π−

which is then followed by pion capture :

π− + (Z,A)→ (Z − 1, A− 1) + n

The inelastic charge exchange and pion photo-production mechanisms require high

γ energies > 140 MeV. Thus the contribution of these two mechanisms is negligible

compared to the rate of direct neutron production, however, they do contribute to the

high energy end of the neutron spectrum.
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3.2.2 The FLUKA Code

FLUKA [92, 93] is a fully integrated particle-physics, Monte Carlo simulation package,

originally developed for the design of shielding of particle accelerators. Recently it has been

applied in high energy particle physics, medical physics, radio-biology, and astrophysics.

Design and development of FLUKA is based on the implementation of verified microscopic

models of physical processes. FLUKA utilizes these models such that consistency is main-

tained at all steps of all reactions. Predictions are bench-marked against experimental data.

A consistent approach to all energy/target/projectile combinations is provided with a mini-

mum set of free parameters. Hence predictions for complex simulations problems arise from

underlying physical models and are typically reliable.

The version of FLUKA used for the presented study is FLUKA2011.2, from November

2011.

3.2.3 Physics Models in FLUKA

Hadron-nucleon interactions at energies < 5 GeV are simulated by a model based on

individual resonance production and decay while also considering charge and strangeness

exchange. At high energies, this interaction is described by a model based on the dual

parton model (DPM) [94]. The mechanism for multiple production in hadron interactions is

described by this model. Hadron-nuclear interactions are described by the Galuber-Gribov

formalism [95,96] at high energies, while at low energies, the PEANUT model is used. The

Glauber-Gribov model effectively calculates the elastic and absorption hadron-nuclear cross

section from the nuclear ground state and the free hadron-nucleon interaction [97]. Nucleus-

nucleus collisions for energies > 5 GeV per nucleon are simulated using a series of models

DPMJET [98], which are based on the DPM and the Glauber formalism.

The relative quantum dynamics model (RQMD) [99, 100] is employed to simulate reac-

tions when the energy range per nucleon is between 0.1 GeV and 5 GeV . For lower energies
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(< 100 MeV per nucleon), the Boltzmann master equation [101] is utilized.

Electromagnetic interactions in FLUKA are part of EMF (Electro-Magnetic FLUKA).

All interactions in the EM sector including photo-nuclear interactions are carried out by

the transport of electrons and photons. FLUKA has the ability to propagate electrons and

photons in a very large energy range (1 keV to 1 PeV). The electromagnetic interactions are

linked with the hadronic interactions, such that production of photons and electrons in the

hadronic sector are subsequently handed off to EMF to complete the reactions. Electron

pairs and bremsstrahlung radiation are sampled from the energy angular spectra.

The differential cross section of the muon spallation is calculated via the Berzukov-

Bugaev model [102]. This model treats the photo-nuclear interaction using the Williams-

Weizsacker approximation where the trajectory of a charged lepton in a material replicates

the passage of a beam of virtual photons. This model also employs the generalized vector

dominance model to calculate the cross section for photon-nucleus interactions and conse-

quentially for muon-nucleus interactions.

To summarize:

Production of cosmogenic neutrons in FLUKA is the result of direct muon nuclear inter-

actions, photo-nuclear reactions by real photons in electromagnetic showers, and in nuclear

cascades within resulting hadronic showers. Direct muon-nuclear interactions are modeled

by µ− capture at rest, and by virtual photo-nuclear interactions.

Photon-nucleus reactions are simulated over the entire energy range through different

mechanisms:

• Giant Resonances interaction,

• Quasi-Deuteron effect,

• Delta Resonances production, and
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• Vector Meson Dominance at high energies.

Hadron-nuclear interactions are described by utilizing models dependent on energy of

the projectile. The FLUKA nuclear interaction model called PEANUT can be described as

a sequence which follows:

• Glauber-Gribov cascade in high energy collisions,

• Generalized-Intra-Nuclear cascade,

• Pre-equilibrium emission, and

• Evaporation/Fragmentation/Fission and de-excitation.

Although steps may be abandoned depending on the projectile energy and type, PEANUT

is an accurate tool for intermediate energy hadron-nucleus reactions. Its “nuclear envi-

ronment“ is also used in the simulation of real and virtual photo-nuclear reactions, neu-

trino interactions, nucleon decays and muon captures. All nuclear fragments are de-excited

through a similar evaporation/fragmentation and gamma production chain. Validation of

the FLUKA Monte Carlo code for predicting induced radioactivity has been recorded [103].

3.2.4 Physics Related User Options

The physics models in FLUKA are fully integrated into the code, and the individual

models are validated by experimental data. The user is presented with an optimized con-

figuration of models which cannot be further modified.

The simulation described hereon, was executed with the FLUKA setting PRECISIO(n).

Photo-nuclear interactions were enabled through the FLUKA option PHOTONUC and the

detailed treatment of nuclear de-excitation was also enabled with the EVAPORAT(ion)

and COALESCE(nce) options. EVAPORAT(ion) allows for the evaporation of heavy frag-

ments (A>1) while COALESCE(nce) allows for emission of energetic light fragments. These
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options are utilized to obtain accurate results for isotope production. The treatment of

nucleus-nucleus interactions was also enabled for all energies via the option IONTRANS,

and delayed reactions were enabled using the option, RADDECAY.

Neutron captures on hydrogen inside liquid scintillator are also recorded in order to

evaluate the muon-induced neutron production rate.

3.3 Cosmogenic Background Simulation at LNGS

A complete simulation of the muon radiation field for an underground WIMP detection

experiment must contain details of the depth, overburden geometry and composition of the

rock in the vicinity of the detector through which the muons travel through and interact. A

sufficiently accurate geometry of the detector must be replicated in order to have accurate

results for the simulation.

This study, as it is based on [73], contains multi-muon events. It improves the description

of the radiation field compared to previous studies.

3.3.1 Muon Radiation Field

3.3.1.1 Intensity

The muon flux in the 3 halls at Laboratori Natzionali del Gran Sasso (LNGS) is summa-

rized by the Borexino collaboration [104]. The measured flux describes the total cosmogenic

muon event rate. Variations in muon flux between the measurements given in Table 3.1

may be attributed to the relative location of the halls within the laboratory and the system-

atic uncertainties associated with the measurements. The value measured by the Borexino

collaboration in table 3.1 is chosen for this simulation.
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Table 3.1: Measured muon flux at the three different experimental halls at LNGS. Taken
from [73].

experiment Hall year published total muon event rate
(×10−4 s−1m−2)

LVD A 2009 3.31± 0.03
MACRO B 2002 3.22± 0.08
Borexino C 2012 3.41± 0.01

3.3.1.2 Mean energy and differential energy spectrum

The underground muon kinetic energy spectrum can be represented by the equation :

dN

dEµ
= C ·

(
Eµ + ε

(
1− e−βh

))−α
(3.9)

In the above equation , Eµ represents the muon kinetic energy at slant depth h (which is just

the atmospheric depth scaled by 1/cos(q), q being the angle subtended by the vertical) while

α represents the surface muon spectral index [105], β and ε describe energy loss mechanisms

in rock, and C is a constant.

The average muon kinetic energy at slant depth h is:

〈Eµ〉 =
ε
(
1− e−βh

)
α− 2

(3.10)

Results for the the mean muon energy and the spectral index α for LNGS were measured

by the MACRO collaboration [106] and are shown in Table 3.2:

Table 3.2: The mean energy of single and double muon events as measured by MACRO.
Taken from [73].

event type mean muon energy (GeV) spectral index α

single muon 270 ± 3 (stat) ± 18 (syst) 3.79 ± 0.02 (stat) ± 0.11 (syst)

double muon 381 ± 13 (stat) ± 21 (syst) 3.25 ± 0.06 (stat) ± 0.07 (syst)

The description of the energy spectrum given by equation 3.3.1.2 allows for direct sam-

pling because it is both integrable and invertible in analytic fashion. If one uses the values
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of ε = 0.392× 10−3 and β = 635 GeV, one is able to reproduce the measured mean energy

for single and double muon events, while the mean residual energy of muons is found to be

283± 19 GeV at LNGS.

3.3.1.3 Angular Distribution

Both the azimuthal and zenith angles play a role in determining the slant depth h (g cm−2)

of the muon trajectory through the rock. The azimuthal component of the angular depen-

dence of the slant depth depends on the contour of the Gran Sasso mountain. Therefore the

incident direction of the muons is a variable of the function which determines the intensity

and energy of the muons entering the detector setup.
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Figure 3.2: Muon azimuthal (left) and zenith (right) angular distribution at LNGS for polar
coordinate system pointing up and North with clockwise increasing angle. The figure shows
Borexino data (blue), MACRO data (green) and FLUKA predictions (black,red indicates
zenith angle limited). Figure taken from [73].

The MACRO collaboration performed a measurement of the muon angular distribution

at Hall B of LNGS [107] . Azimuthal (left) and zenith (right) projections of the distribution

are shown by the green histograms in Figure 3.2.

The MACRO measurement is compared to the results from the Borexino collaboration

[108] (blue histograms). The difference in the experimental azimuthal spectra for angles

near π
4 radians is due to a limit in the angular acceptance of approximately π

3 radians in the

zenith angle in MACRO. These data are compared to a FLUKA simulation which traced

72



muons, initiated by cosmic rays in the upper atmosphere, to the experimental halls [109],

and was normalized to the muon flux measured by Borexino which accounts for detector

efficiency. The predictions for full detector acceptance are shown by the black histograms

in Figure 3.2.

When the constraint of the zenith angle in MACRO is replicated in the FLUKA based

simulation, the features found in data are replicated. The resulting azimuthal spectrum is

shown by the red histogram. Reasonable agreement is found between data and simulation.

The small difference in locations for the MACRO and Borexino experiments results in a

visible shift in the azimuthal distribution.

3.3.1.4 Bundles

Muon bundles at LNGS were investigated by the LVD and MACRO collaborations.

The results shown have been taken from [110]. Figure 3.3 shows the measured muon

multiplicity (left) and the spatial separation between muons for double muon events (right).

A simulation to study muon multiplicity used simplified sampling of the distribution up to a

muon multiplicity of 4. The distance between muons within a bundle was chosen according

to the distribution measured for double muon events and all muons within a bundle are

given the same direction.

The effect of multi-muon events for the Borexino detector geometry was evaluated as-

suming the measured multi-muon event rate from MACRO of approximately 6%. Close to

1.5% of the muon events in Borexino feature more than one muon. In addition, about 12%

of the single muons crossing the Borexino inner detector belong to multi-muon events.

3.3.1.5 Event generation

In order to simulate the muon flux in Hall C at LNGS, one selects the azimuthal and

zenith angles according to the measured muon angular distribution. A map of the Gran
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Sasso mountain overburden, constructed by the MACRO collaboration [109], was used to

convert the muon incident direction into the slant depth h In the next step, the event type is

chosen to be a single muon or multi-muon bundle. If the latter choice is made, a maximum

multiplicity of 4 was allowed and sampled from the measured multiplicity spectrum since

the probability for muon events with larger multiplicties is less than 0.2%.

Finally, the muon kinetic energy as a function of slant depth h and muon event type was

chosen by sampling from the parameterized single or double muon event energy spectra. For

muon bundle events of all multiplicities, the double muon event energy spectra is assumed

since experimental information for events with higher multiplicities is unavailable.

A constant charge ratio of Nµ+/µ− = 1.38 was selected to simplify the simulation. This

value is consistent with the weighted average of the reported measurements for single and

multi-muon events by OPERA [111]: Rsingle = 1.395± 0.025 and Rmulti = 1.23± 0.1.

3.3.2 Muon-induced Secondaries

The cosmogenic radiation field at deep underground sites is composed of muons and

muon-induced secondaries. Incident muons are permitted to develop particle showers as
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they pass through a 7 m thick layer of Gran Sasso rock [112] surrounding all 4 sides and the

top of Hall C. The amount of rock to fully develop the shower was determined by simulation

[73,113]. Particle production rates for muons of 280 GeV kinetic energy in Gran Sasso rock

are shown in Figure 3.4 (left).
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Figure 3.4: (left) Particle production rates by 280 GeV muons in Gran Sasso rock as func-
tion of distance travelled. The rates are normalized per particle species to the maximum
production rate. (right) Predicted integral particle flux into Hall C at LNGS per cosmo-
genic muon event given as a function of particle kinetic energy.Figures and caption taken
from [73]

Muon events are randomly positioned on a large plane placed above the hall geometry

such that the the hall containing the detector is completely illuminated. Muon tracks outside

this envelope are rejected.

3.3.2.1 Propagation through rock

The cosmogenic radiation at the cavern walls is approximated in two separate technical

steps to save computation time. For the first step, the muon radiation field is reproduced

on a rock layer surrounding Hall C, and it is allowed to propagate through the rock with-

out any interactions. The muons which were tracked as entering the hall, were recorded.

For high energy muons, the muon trajectory is relatively unhindered by interactions, and

these stored muons were chosen as the muon sample for the simulation. These muons were

then propagated a second time with all physics processes turned on such that a realistic
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description of the cosmogenic radiation, along with all generated secondary particles, could

be obtained.The secondary particles were stored along with the initially incident muons.

The sampled muon kinetic energy was adjusted for the average muon energy loss in the rock

layer.

3.3.2.2 Particle components of the muon-induced radiation field

High energy muons produce several kinds of particles including neutrons. These parti-

cles, including the primary muon, can continue to produce backgrounds as they interact with

the detector and its surroundings. Figure 3.4 (right) shows the kinetic energy spectra for

the most frequently produced secondary particles. Photo-production can also contribute to

backgrounds, including neutron backgrounds, because of the large photon flux even though

electromagnetic cross sections are not large. Thus, to assess cosmogenic backgrounds, the

complete muon-induced radiation field needs to be considered as opposed to simulating only

cosmogenic neutrons.

3.3.3 Connection of Simulation to Measured Muon Event Flux

For each simulated event the muon field, denoted by Φsim, interacts with the detector

and shielding. The length of the time-period considered in the simulation, also known as

livetime, is determined by the number of simulated muon events compared to the ratio of

the simulated to measured total muon flux, Φexp, from Table 3.1.

T [s] = Nevents ·
Φsim[events−1cm−2]

Φexp[s−1cm−2]
(3.11)

The procedure for determining this can be found in [73].

76



3.4 Validation

3.4.1 The Borexino Experiment

The most precise experimental data on cosmogenic neutrons deep underground, and a

FLUKA simulation based on these data, are available from the Borexino collaboration [108].

The low systematic uncertainties on the data are a result of the size of the detector with its

shielded and un-segmented spherical liquid scintillator target. Borexino also has a compara-

tively short recovery time from the large, prompt muon signal. This permits less accidental

background between the muon signal and the neutron capture signals.

3.4.1.1 Distance between neutron capture location and muon track

When a muon enters a detector filled with liquid scintillator, a large initial signal is

created and hence it is difficult to retrieve the prompt neutron yield. Borexino allows for

spatial reconstruction of the muon track and the delayed neutron capture locations. This

permits a study of the transverse distance that neutrons may travel perpendicular to the

initial muon track.

3.4.1.2 Neutron multiplicity

In Figure 3.5 the multiplicity of thermal neutron captures per muon-induced cosmogenic

event is shown. The Borexino experimental result (red symbols) and the FLUKA predicted

distributions (black histogram) from are shown in the graph on the left.

The bias seen at large multiplicities is primarily because of the performance of the

detector in the case of muon bundle events. The simulation [73] best replicated this effect

by selecting events which only had single muon tracks entering the Borexino inner volume.

The shape of the distribution agrees well, other than very low neutron multiplicity events.
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“Hard” energy losses by energetic muons are likely to be initiated by muon bremsstrahlung

and muon-nuclear interactions. The dashed green line shows the contribution to the neutron

multiplicity spectrum by muon bremsstrahlung and muon-nuclear interactions. Contrarily,

“soft” energy losses advance via electron pair and delta electron production. This contribu-

tion is shown by the dashed blue line.

The graph on the right in Figure 3.5 shows the ratio of the individual muon interaction

types which result in the capture of cosmogenic neutrons as a function of neutron capture

multiplicity. ∼ 90% of the events with a single neutron capture are initiated by muons after

delta electron production or electron pair production.
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Figure 3.5: (left) Absolute comparison of muon-induced cosmogenic thermal neutron cap-
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3.4.1.3 Muon rate producing neutrons

The rate of cosmogenic muon events resulting in one or more thermal neutron captures

in Borexino is 67± 1 per day. The corresponding FLUKA simulated rate of 41± 3 per day

is comparatively low. The difference is mainly due to muon events with very low neutron

capture multiplicities as seen in Figure 3.5 on the left.
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FLUKA suggests that these events are principally triggered by muon electron pair and

delta electron creation, which generally yield neutrons with a “softer” energy spectrum.

Moreoever, neutrons created in muon events with low neutron multiplicity, capture close to

the parent track [73].

Thus, even though the FLUKA predicted neutron event rate is approximately 30%

lower, the category of affected neutrons is not very critical with the perspective of cosmo-

genic background reduction. Also since the only events affected are those with low neutron

multiplicities, the overall effect on the neutron yield is not so significant.

3.5 Cosmogenic Neutron Background for DS-50

This section describes the procedure employed to simulate the background arising from

cosmogenic events for DS-50 and therein the obtained results.

3.5.1 Simulation Procedure

At this point, having obtained the entire flux of events with muons and their secondaries

at the boundary of Hall-C we are able to estimate quantities of interest; i.e the efficiency of

the DS-50 veto system to reject cosmogenic events that may mimic WIMP like signals in

the LAr.

We require the geometry to be implemented as close as possible to the physical detector

setup, and an effort has been made to replicate it. Figure 3.6 shows the implemented

geometry in FLUKA.

The first step of the simulation in FLUKA involves simply propagating all the events

from the ceiling of Hall-C onto the water tank also referred to as the CTF. Events at the

geometrical boundary of the CTF are examined, and those which had at least one particle

entering the volume were selected for further propagation while the rest were discarded.
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Figure 3.6: Geometry description in FLUKA. (left) The detector setup viewed along the
direction of Hall-C at LNGS; (right) A close up of the detector setup within the water tank.

It is worth mentioning that there is a non zero probability that an event with a neutron

which does not enter the CTF is discarded in this rejection process, but such neutrons would

be thermalized after entering and would not be problematic, as they would eventually get

captured in the LSV (see Section 2.4.). On an event-by-event basis the total raw (un-

quenched) energy deposited in each of the detectors is collected. There are no optical

processes involved at this stage of the simulation.

A simple calculation via the Frank-Tamm equation tells us that the number of photons

produced via the Cherenkov effect of a muon traveling in water with an energy of ∼ 2 GeV

would be over 300/cm. It is a reasonable and conservative assumption to discard events

which had a muon with an energy > 4 GeV and a physical track length of over 200 cm

in water since they would produce more than sufficient light for the event to be classified

as cosmogenic and hence it would not be problematic even if a potential WIMP-like signal

was seen in the TPC by a single entering neutron. We will later see that these events are

extremely computationally intensive to simulate and not worth processing only to determine

veto efficiency.

We have a fairly well described simulated dataset at this point and are able to see on an
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event-by-event basis, the particles that entered the TPC, and the raw energy deposited (dE)

in each detector i.e. the TPC, the LSV and the CTF. If there was a neutron in the sensitive

volume, a look at the energy deposited in the outer detectors can give some information

about whether we would have vetoed that event or not. For example, a deposit of 1 MeV or

higher is a significant amount of raw energy deposited in the LSV which has a light yield of

∼ 0.5 PE/keV, allowing the event to be easily detected in the LSV. Many such events are

vetoed solely based on this criterion.

Now for events which were tracked as entering the LSV, the simulation re-propagates

these events from their incoming locations outside the water tank, this time with optical

processes, namely Cherenkov radiation, turned on in the water (See Figure 3.7 for a visual of

the optical photon fluence for a set of muon events going through the water tank). Of course

it is noteworthy that the events that made it into the LSV during the first run, may not

make their way in again since the random seeds are not the same, but this is a conservative

approach. Turning on Cherenkov optics for all events from outside the water tank would be

extremely time consuming (computationally) and not all such events are dangerous. The

only events that have a potential to produce a false positive are the ones that have at least

one particle entering the LSV - which is quite a conservative approach. But if Cherenkov

radiation was only turned on for events that made their way into the sensitive volume, there

could be a chance of underestimating the background. This is simply because the ratio

of events that reach the sensitive volume to the number of events at the cavern walls is

extremely low. Therefore this potentially aggressive approach was avoided.

81



Figure 3.7: Cross sectional view of fluence of optical photons in the setup for a set of 13
simulated muon events. The fluence depicted is calculated by integrating in the x direction

As mentioned previously in [58, 66], the LSV is covered on the outside with sheets of

Tyvek while the same is true for the inner surface of the water tank. The reflectivity of

Tyvek in the relevant wavelength region has been measure to be 99%. As a conservative

approach, the reflectivity was set to be 80%.

The PMTs have a light collection efficiency which was set to 70%, as measured [114]. The

PMTs also have a wavelength dependent quantum efficiency (QE) which is extracted from

[114] and subsequently implemented in this simulation (see Figure 3.8). The QE achieves

it’s maximum 26% for a wavelength of ∼ 400 nm. The geometry of the PMTs is modeled

after the 8 inch ETL PMTs. It is also necessary to set the correct absorption coefficients

for the water. After all these steps have been implemented, the machinery is truly ready to

82



produce meaningful estimates.
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Figure 3.8: The approximate Quantum Efficiency (as a function of wavelength) of the PMTs
in the Water Tank as implemented in the simulation.

3.5.2 Results

In this section, the basic results obtained from simulation are reported. In particular,

the efficiency of the veto system is evaluated and compared to results from data. Also

we look into the rate of cosmogenic events providing WIMP like candidates for the blind

analysis [81] described in Section 4.3.

3.5.2.1 Veto Efficiency

For the veto-efficiency, a simulated livetime of approximately 48.7 years was examined.

As described, the optical processes were turned on in a second step of the simulation where

only those particles that reached the LSV in the first stage were considered. Of the total

events, 1388 events were found where one or more particles reached the sensitive volume.
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None of these events are considered as background, as they deposit a considerable amount

of energy in the LSV (≥ 100 MeV) and this would provide sufficient light to veto the events.

See Figure 3.9 for the distribution of these 1388 particles.
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Figure 3.9: Two dimensional distribution of events that had particles reaching the TPC.
Dangerous events would be near the origin of the plot, but none were found.

Of these 1388 events, there were only 16 events (see Figure 3.13) where neutrons were

among the set of particles, with only 7 events where the neutron was one of at most two

particles reaching the sensitive volume. A single event was found in the entire simulated

livetime where a single neutron reached the TPC, and to re-iterate, it was not considered

potential background because it failed the simulated veto cuts. We found that the light yield

in the water tank did not quite match what was observed in the 70 day open dataset (see

Figure 3.12). Most of the cosmogenic events registered more than 600 photo-electrons in the

WCV. This is somewhat expected since the reflectivity of Tyvek was set to a much lower

value (80%) in the simulation. In order to check the validity of the simulation further, the

reflectivity was set to the measured value of 99% and the threshold to terminate counting

of photoelectrons in the simulation was increased from 800 (see Figure 3.10) to 1600 (see
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Figure 3.11). A simple estimate tells us that over the course of three reflections, about 50%

of the light in an event would be lost with a reflectivity of 80% and hence we should expect

a considerable increase in the photo-electrons generated in the WCV. Of course this is at

the expense of much more computational time as each photon has to be tracked for a longer

time and has a higher survival probability at each reflection. This required a significant

reduction in simulated livetime (14 years) considering the limited computational resources.

After these adjustments were made, much better agreement in the light yield of the WCV was

found between data and simulation. This simulation, with a more accurate representation

of light yield, produced 8 events where neutrons were among the set of particles reaching

the sensitive volume (see Figure 3.14) and none of these passed the veto cuts.
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Figure 3.10: (left) 2D Distribution of all particles that reached the sensitive volume; (right)
Projection of the distribution in PE collected in WCV. It is clear that all the muon events
register more than 700 PE as seen in data, but the simulation cuts off at 800 PE, hence the
saturation
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Figure 3.12: Distribution of events in 70 day UAr data. The top right section (D) cor-
responds to muon events which result in more than 700 PE being collected in the WCV.
Regions (B) and (C) correspond to noisy LSV and WCV events respectively. Region (A)
corresponds to normal events. The colour scale represents the event count. Figure from H.
Qian.

An upper limit (90% Frequentist confidence level) was set on the probability for the veto

cuts to miss cosmogenic events that had particles reaching the sensitive volume at

<
2.3

1388
= 0.0017. (3.12)

This number was then appropriately normalized for the livetime, and taking a very

conservative limit by including all of the 7 events that had up to two particles (one being a

neutron) as follows :

7

48.7yr
× 532d

365d/yr
× < 2.3

1388
≤ 3.5× 10−4 (3.13)

The final prediction for cosmogenic neutron background after all cuts is then taken to

be < 3.5× 10−4 events for the 540 day WIMP search (See Section 4.3.5).
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Figure 3.13: Distribution of the 16 events that had one or more neutrons reaching the
sensitive volume in simulated livetime of ∼ 49 years with a photo-electron counting cut-off
at 800

3.5.2.2 Expected Background for a Blind Analysis

In order to asses the expected background for a blind-analysis, one must answer the

question “How many events could be potentially WIMP-like if one is denied access to infor-

mation from the veto detectors?”. To evaluate this background, one must consider all the

prepared simulated events at the ceiling of Hall-C. This is because, the conservative removal

of muon events with the high- energy long-track length in water inherently uses information

from one of the veto detectors, i.e., , the WCV. When this high energy-high track length

cut is lifted from the simulation procedure, optical processes are no longer required, but the

average computational time per event required for simulation is higher than the case where

this cut is imposed. Hence, a slightly reduced lifetime of about 33.36 years was produced.

The full range of TPC cuts was not applied as a complete description of the optics in the

LAr is not present in the current simulation. Instead a coarser version of the TPC cuts was

employed. Namely, allowing the entry of of a single neutron which has a single elastic scatter

87



PE collected in CTF

0 200 400 600 800 1000 1200 1400 1600 1800

d
E
 
i
n
 
L
S
V
 
[
M
e
V
]

0

100

200

300

400

500

600

700

800

900

1000

Figure 3.14: Distribution of the 8 events that had one or more neutrons reaching the sensitive
volume in the simulated livetime of ∼ 14 years with a photo-electron counting cut-off at
1600. It can be seen that all of the events deposited more than 800 PE in the WCV and
hence the cut in data, set at 400 PE is safe.

inside the sensitive volume with a raw energy deposition (dETPC) in a conservative range

of the expected WIMP signal i.e., 0 < dETPC ≤ 0.5 MeV. It was found that the number

of neutrons potentially passing these approximate TPC cuts is 1.738 per year. When the

cuts are relaxed to permit the entry of up to 2 particles (at least one being a neutron) we

find a rate of 2.787 per year. In the veto prompt tag dataset of 532 days, 3 cosmogenic

events were found [81]. In our previous two analyses with a combined livetime of 118 days,

1 such cosmogenic neutron event was found [35, 51]. Therefore we find that the simulation

predicts reasonably well the number of neutrons expected to give WIMP-like signals if the

veto information was abandoned. See Section 4.3.5 for a perspective of where these neutrons

fall with respect to the WIMP search box.

88



Chapter 4

WIMP Searches with DS-50

This chapter outlines the five main results of the DS-50 dark matter searches. The most

recent involves low-mass WIMPs and sub-GeV DM particle searches and forms an important

baseline for Chapter 6 which is centered around the search for axions with DS-50.

4.1 Atmospheric Argon (AAr) 50 Day Search

This section summarizes the results of [35] which reported the first WIMP search results

from the DarkSide collaboration. This dark matter search was performed with an atmo-

spheric argon (AAr) target acquiring data between November 2013 and May 2014. Some

basic cuts were employed to remove runs where the detectors may not have been running or

where the DAQ showed signs of instability. Further data quality cuts were applied to accept

events where all 38 TPC PMTs were alive and had an adequately recognized baseline for

each channel. Pileup events were rejected by selecting only the events with a pulse start

time of at least 1.35 µs after the start of the previous event. Events were also rejected if

the DAQ seemed to be inactive for more than 1 second which indicated that the DAQ had

stalled. A non-blind analysis was performed on the 53.4 live days of collected WIMP search

data. All events in the TPC were discarded where correlated activities in the LSV and
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WCV were found. Events containing exactly two pulses, S1 and S2 were selected for further

analysis since these could potentially be WIMPs. In addition, events with a valid S3 (echo

of an S2 [35]) were also selected.

Each of the events was required to have a start time for the S1 pulse in the expected

trigger position in the TPC DAQ window. Moreover, the S1 must not have saturated any

of the PMTs. The requirement on the second pulse (presumably the S2) was that it should

have had an f90 lower than 0.2 to exclude events with fake S2 signals generated by re-

triggering on an S1 pulse. The S2 signal was also required to be greater than 30 PE. A

fiducial cut in the z direction was employed by requiring that the drift time of an event

was between 40 and 334.5 µs to reject background events arising from the top and bottom

surfaces of the TPC. Finally, only those events which had an S1 in the range expected by a

WIMP-nucleon recoil between 80 and 460 PE were selected. The total exposure remaining

after all cuts was (1423± 67) kg-days. The distribution of events in the S1-f90 plane is

shown in Figure 4.1 (left). The distribution was studied by dividing events into 5 PE wide

bins in S1, and fits were performed using an analytic model [115] to characterize the f90

distributions. Nuclear recoil acceptance curves were derived from the SCENE f90 median

values. The details for this are in [35]. The dark matter search box in Figure 4.1 (right) was

obtained by intersecting the 90% nuclear recoil acceptance curve with the electron recoil

leakage curve corresponding to 0.01 events per bin (5 PE width). This keeps the expected

leakage of 39Ar events to <0.1 events and resulted in 4 events which passed all TPC cuts,

with an f90 consistent with that of a nuclear recoil. However each of these events had energy

depositions in the LSV above the defined veto cut threshold and were therefore rejected as

WIMP candidates.

The dark matter limit as shown in Figure 4.1 was derived using a standard thermal

WIMP halo model with vescape= 544 km/s, v0 = 220 km/s, vEarth = 232 km/s and ρ = 0.3

GeV/(c2 cm3). Since no WIMP like candidates were observed, a 90% CL exclusion curve

(which corresponds to observing 2.3 events for spin-independent interactions), is drawn.
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Figure 4.1: (top) Distribution of events in the scatter plot of S1 vs. f90 after all cuts. The
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Figure taken from [35].
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4.2 Underground Argon (UAr) 70 Day Search

This section summarizes the results of [51] which reported the first use of argon from

underground sources for a WIMP search, thereby paving the way for scalable LAr technology

for WIMP searches. Data for this analysis were collected between April 8, 2015 and July

31, 2015 corresponding to 70.9 live-days of running. The total exposure for this analysis

corresponded to 2616 ± 43 kg days of data.
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Figure 4.2: Live-time normalized S1 pulse integral spectra from single-scatter events in AAr
(black) and UAr (blue) taken with 200 V/cm drift field. Also shown are the 85Kr (green)
and 39Ar (orange) levels as inferred from a MC fit. The peak in the lowest bin of the UAr
spectrum is due to 37Ar electron capture. The peak at ∼600 is due to γ-ray Compton
backscattering. Figure taken from [51].

Fig. 4.2 compares the UAr and AAr data of the S1 pulse integral spectrum. A z-cut

(residual mass of ∼ 34 kg) was applied to remove γ ray events from the anode and cathode

windows. Events identified as multiple scatters, or coincident with a prompt signal in the

LSV were also removed. To compare the ER background from UAr with that from AAr,

G4DS was used. The simulation accounts for material properties, optics, and readout noise,
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and includes a model for LAr scintillation and recombination. The MC is tuned to agree

with the high statistics 39Ar data taken with AAr

The fitted 39Ar and 85Kr activities present in the UAr are shown in Fig. 4.2. The

uncertainties in the fitted activities are dominated by systematic uncertainties from varying

fit conditions. The 39Ar activity of the UAr was derived from the spectral fit to be (0.73±

0.11)mBq/kg and corresponds to a reduction by a factor of (1.4±0.2)×103 relative to AAr.

An independent estimate of the 85Kr decay rate in UAr is obtained by identifying β-γ

coincidences from the 0.43% decay branch to metastable 85mRb with mean lifetime 1.46 µs.

This method gives a decay rate of 85Kr via 85mRb of (33.1±0.9) events per day in agreement

with the value (35.3 ± 2.2) events per day obtained from the known branching ratio and

the spectral fit result. The 85Kr activity was measured to be (2.05 ± 0.13) mBq/kg. The

presence of 85Kr in UAr was unexpected and it was not attempted to remove krypton from

the UAr, although cryogenic distillation would likely do this very effectively.

The nuclear recoil energy scale is determined from the S1 signal using the photoelectron

yield of nuclear recoils relative to 83mKr measured in the SCENE experiment [116,117] and

the zero-field photoelectron yield for 83mKr measured in DarkSide-50. An in-situ calibration

with an 241AmBe source was also performed, providing a check of the f90 medians obtained

for NRs in DarkSide-50 with those scaled from SCENE.

Cuts are typically employed in all DarkSide analyses and are moreover used in Chapter

5 and Chapter 6. The purpose of these cuts is to ensure that the detector was operating in

stable conditions during the period an event was recorded.

4.2.1 Basic Quality Cuts

The Basic Quality Cuts are :

• Channel Cut.
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Required to affirm that all 38 TPC channels are operating.

• Baseline Cut.

Required to affirm that the baseline is successfully calculated in all of the 38 channels.

• Veto present Cut.

Required to affirm that the veto data be present and a one-to-one correspondence was

successfully found between a TPC event and a Veto event.

• Livetime Cut.

Required to affirm that the start time of acquisition window was at least 1.35 ms after

the acquisition of the previous event has ended.

4.2.2 TPC Cuts

WIMPs are expected to create single scatter NR events uniformly distributed in the

active LAr. Hence, the following TPC cuts were implemented and only those events passing

all of these cuts were accepted. :

• 2-pulses Cut.

Required to affirm that the event posses two pulses, or 3 pulses if the third pulse is

consistent with an echo (S3) of the second pulse (S2). An S3 is identified as a pulse

with an S2-like f90 which occurs exactly 373 µs after the original S2 pulse. An S3 is

induced by an extremely intense S2 signal which could induce photoelectric emission

from the cathode window. The purpose of this cut is to accept WIMP-like events

which are expected to be single-scatter in the LAr.

• Trigger Time Cut.

Required to affirm that the start time of the pulse (typically S1) was in coincidence

with the expected trigger time (−6.1 µs < t < −6.0 µs )
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• 95% S1MF Cut.

Required to affirm that the S1 maximum fraction (S1MF) was below the pre-defined

threshold. S1MF is defined as the fraction of the total S1 light in the dominant channel.

This cut was designed to reject events where Compton scattering of γ-rays in the fused

silica windows produce ERs that generate Cherenkov radiation, in coincidence with

Compton scattering in the LAr. These events could potentially look like NRs since

the Cherenkov signal has an f90 ∼ 1.

• S2 f90 Cut.

Required to affirm that the second pulse was S2-like (f90 < 0.2).

• Minimum S2 Cut.

Required to affirm that the second pulse (typically S2) after applying radial corrections

was greater than 100 PE.

• Tdrift Cut.

Required to affirm that the drift time of an event was less than 334.6 µs, but more

than 40 µs.

4.2.3 Veto Cuts

• Veto Prompt Cut.

Required to reject an event if the signal in the prompt window was greater than 1 PE.

The prompt window runs from 50 ns before the TPC trigger time to 250 ns after the

trigger. This cut was designed to identify events where either a thermalization of a

neutron occurred in the LSV or a γ ray (from radioactive decay or inelastic neutron

scattering) interacted in the LSV.

• Delayed Cut.

Required to reject an event if the charge computed by the slider window in the delayed

coincidence region was greater than 6 PE (3 PE for run numbers < 12638). This cut
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was designed to identify neutrons which potentially interacted in the LAr and primarily

get captured on the 10B present in the LSV cocktail.

• Pre-prompt Cut.

Required to reject an event if the charge computed by the 500 ns slider window was

more than 3 PE. This region comprises the start of the veto acquisition window to

the prompt time. This cut was designed to reject events where neutrons scatter in the

LSV before entering the TPC and interacting in the LAr.

• Muon Cut.

Required to reject an event if the total charge within the LSV veto acquisition window

was more than 2000 PE or if the total charge acquired in the water tank was more than

400 PE, typical of a cosmic muon traversing either detector. This cut was designed

to tackle NR events in the LAr which are the result of cosmic muon interactions (see

Section 3.5 for more details).

• Cosmogenic Cut.

Required to reject an event for a 2 s duration after the previous muon event (an

event which activated the muon cut). This cut was designed to reject events where

muon interaction could potentialy activate nuclei which subsequently decay via delayed

neutron emission.

4.2.4 Results

An accurate prediction of the ER background is one of the most challenging aspects of

WIMP analysis. In the 50 day AAr analysis, a leakage curve was developed by requiring no

more than 0.05 events per 5 PE bins and subsequently fitting Hinkley’s model [118] to the

data. For this 70 day analysis which used a UAr target, the same model did not provide

reasonable agreement with data. A more involved procedure was developed [51, 57, 119]

and iterated until for all f90 profiles (corresponding to different S1 bins), obtaining a count
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of 0.01 events per 5 PE slice. The leakage curve allowed a total of less than 0.1 single-

scatter ER background events in the WIMP search box. For the NR acceptance curve, a

similar procedure was applied. The analytic model was fit to the AmBe data, with two free

parameters. The fitted values of the parameters are cross-checked with the SCENE results

for the same drift field, and a consistent match was found. The results are shown in Figure

4.3.
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Figure 4.3: (top) Distribution of events in the f90 vs S1 plane surviving all cuts in the
energy region of interest. The WIMP search region is depicted by the shaded blue outline.
The red points are derived from SCENE measurements of Nuclear Recoil acceptance. It is
worth comparing the z-scale to Figure 4.1 to illustrate the reduction in background offered
by UAr. (bottom) The distribution of events in the same S1 vs f90 plane which survive
all cuts and additional cuts on radial position and S2/S1. The colour scale represents the
number of events in both plots. Figure taken from [51].
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The total exposure for this WIMP search after all cuts was (2616± 43) kg day. The null

results from the first UAr campaign are shown in Figure 4.3. A 90% CL exclusion curve

corresponding to the observation of 2.3 events assuming a spin-independent interaction was

developed. The WIMP halo parameters are the same as the ones used for the previous

analysis. The exclusion curve is shown in Figure 4.4. If the results from the previous

analysis are combined, an upper limit on the WIMP-nucleon cross section is found to be most

sensitive for a WIMP of mass 1 TeV/c2 and excludes cross sections above 8.6× 10−44 cm2.
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Figure 4.4: Spin-independent WIMP-nucleon cross section 90% C.L. exclusion plots for the
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Figure taken from [51].

4.3 UAr 500 Day Blind Analysis

This section summarizes the results of [81] which reports the first WIMP search via a

blind analysis performed by the DarkSide collaboration.
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4.3.1 Data Set

The analyzed data consist of 532.4 live days of UAr data collected from August 2,

2015 to October 4, 2017. The data used in previous analyses is not included in this set.

Blinded data were checked on a run-by-run basis for both hardware and software issues.

After removing runs with issues such as abnormal noise or oscillations in veto channels, the

livetime was reduced to 545.6 days. After employing basic quality cuts and veto cuts to

remove cosmic ray activation, the final livetime was 532.4 live-days. The total exposure

reported was (16660± 270) kg day.

4.3.2 Blinding Scheme

Candidate selection and background rejection were designed by the analyzers without the

knowledge of the number or properties of the events in the final search region. A “blinding

module” was imposed in the analysis pipeline (SLAD - see [57] for details about the SLAD

framework). Blinded events appeared in the output files, but with all the TPC data except

the event ID, timestamps and livetime associated with these events set to -1. Apart from

the events outside the blinding box, open data from the previous two analyses was available

to the analyzers to tune background rejection. (See [81] for more details on the scheme.)

During the course of the analysis, a few sections of the blinded data, outside of the WIMP

search region, were unblinded to test background predictions.

4.3.3 Cuts

The cuts employed in this analysis were primarily the same as the ones employed in the

70 day analysis other than the following updates and/or additions.

• Livetime Cut.

This cut was updated from the previous analyses. Events were selected which had a
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livetime of greater than 400 µs. The cut was designed to tackle situations where a

scatter in the LAr occurred during the inhibit window following a prior trigger and

the associated S2 signal triggers the detector. A coincident pulse in the corresponding

acquisition window could then potentially create a fake two-pulse event. If A scattering

in the LAr occurred during the inhibit window, as associated S2 could not arrive any

later than ∼ 376 µs after the end of the inhibit window.

• Minimum corrected S2/S1.

This cut was developed for this analysis. Only those events were selected which had a

second pulse compatible with an S2 signal by requiring that the ratio of S2 to S1 was

more than a pre-defined S1 dependent quantity. This cut was designed to ensure that

the S2 pulse was compatible with the one expected from a WIMP-like event.

• Cosmogenic Cut.

This was updated from the previous analysis. The duration for which events were

discarded after a previous event failed the muon cut was decreased from 2 s to 0.6 s.

• Uncorrected S2.

This cut was an updated version of the minimum S2 cut in the previous analysis.

Events were selected if they had an uncorrected s2 of more than 200 PE. This update

was made primarily to decouple the cut from the xy position reconstruction algorithm.

• Radial Cut.

This cut was new. Events were selected which had a reconstructed radius less than a

predefined (vertical position dependent) threshold.

• S1 tail Cut.

This cut was new. Events were rejected which had S1 tails compatible with α events.

See [87] for details.

• S2 pulse shape Cut.

This cut was new. It was developed to ensure that the second pulse was indeed an
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S2 by affirming that the early shape of the pulse was compatible to a true S2 and not

one of a pileup background event. See [127] for more details.

• S1prompt max fraction Cut.

This cut was an updated version of the S1 max frac cut in the previous analysis.

Events, which had high concentration of the prompt S1 light in a single channel, were

rejected. The cut was updated to consider the light distribution of the the prompt

part of the S1 signal, rather than that of the total S1.

• Negative log-likelihood of S1 light distribution.

This cut was new. This cut selected events which had S1 light distributions with low

negative log-likelihood values, subject to their reconstructed positions. See [128] for

details.

4.3.4 Background Modeling

The purpose of the blind analysis was to design criteria which reject background to a

pre-determined level without prior inspection of events in the final WIMP search box. (The

search box must also be designed as part of the analysis procedure). An expected background

of 0.1 events in the WIMP search box was chosen as the permissible amount of background,

which would have less than 10% (Poisson) probability of generating an observation of >1

background event in the box.

Various schemes to model different types of backgrounds were employed. In particu-

lar, a class of backgrounds in which ER events had coincident Cherenkov radiation in the

PTFE, were the most challenging to model and design cuts for their removal [88]. Details

on estimating the radiogenic neutron background can be found in [129], whereas details

on cosmogenic backgrounds can be found in Chapter 3 of this dissertation. A thorough

investigation of surface background events was done in [87,127]. Neutron candidates in the

veto prompt tag sample can be seen in Figure 4.6.
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4.3.5 Unbinding and Results

Unblinding the data involved changing the access permissions of the SLAD data, and

then running the analysis code subsequently applying all cuts. Figure 4.5 shows f90 vs. S1

after applying all analysis cuts. No events were observed in the pre-defined WIMP search

region. A limit on the spin-independent WIMP-nucleon scattering (Figure 4.7) is derived

assuming the standard isothermal WIMP halo model with parameters already defined in

the previous analyses results. The background and signal-free result is consistent with up

to 2.3 WIMP induced scatters (90% CL) which sets an upper limit on the scattering cross

section at 1.14× 10−44 cm2 for 100 GeV/c2 WIMP particles.
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Figure 4.5: (top) Observed events in the f90 vs S1 plane surviving all cuts on the energy
region of interest. The solid blue outline indicated the WIMP search region. The different
f90 acceptance contours for nuclear recoils as derived from fits to 241AmBe calibration data
are depicted by dashed lines. (bottom) Distribution of events in the f90 vs S1 plane that
survive all analysis cuts and that in addition survive two more unused cuts in this analysis.
They require S2/S1 lower than the median value for nuclear recoils and also a reconstructed
radius of less than 10 cm from the centre of the TPC. An even greater separation between the
events surviving the selection and the previously defined WIMP search region is obtained.
The colour scale represents the count of events in either plot. Figure taken from [81].
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Figure 4.7: Spin-independent DM-nucleon cross section 90% C.L. exclusion limits from
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4.4 Low Mass WIMP Search

This section summarizes the results of [132] which led to the most sensitive limit on

WIMP-nucleon scattering cross section for low-mass WIMPs (5 GeV/c2 < mass > 1.8

GeV/c2).

4.4.1 S2-Ionization Signals

Unlike previous analyses which required both an S1 and an S2 pulse, this analysis is

able to operate with a much lower energy threshold by accepting events with only an S2

pulse. The efficiency of the pulse finding algorithm is virtually 100% for S2 signals greater

than 30 PE. A low-mass WIMP is expected to produce a very low energy recoil in the LAr
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which would produce an undetectable S1 signal, but an S2 signal which could be measured.

Since there is no S1 associated with many of these events analyzed, there is no possibility to

fiducialize in the z direction because of the absence of a measured drift time. The standard

xy finding algorithm also fails at such low recoil energies due low PE statistics. Hence the

xy position of each event is assigned to the centre of the PMT receiving the largest number

of S2 PEs. Further, events are only accepted if the largest S2 signal is recorded in any

one of the seven central top PMTs. This gives a means to fiducialize the volume in the

xy direction, but with larger systematic uncertainties than would be present in the S1+S2

analysis.

4.4.2 Ionization Yield

The S2 photoelectron yield per extracted ionization electron, η, is determined by study-

ing single-electron events obtained during a period of time in which the argon purification

getter was turned off. The runs during this period have enhanced single-electron event rates

due to electrons getting trapped on impurities and being released at a later time. A radial

variation in electroluminescence yield is observed and hence a correction is applied to the S2

photoelectron yield for events that occur under the six PMTs, other than the central one.

In situ calibration data from 241Am13C and 241AmBe neutron sources [133] and neutron-

bream scattering data from the SCENE [116, 117] and ARIS [134] experiments are used to

compute the ionization yield (Qy) from nuclear recoils. The final 241Am13C and 241AmBe

spectra are fit simultaneously to recoil energy distributions from G4DS using the Bezrukov

model [135] to convert nuclear recoil energy to ionization. The model has two free param-

eters that relate to a combination of the energy quenching and the ionization to excitation

ratio and the recombination rate of the ionization pairs. For the 241Am13C data, these two

parameters are sufficient and the fit goes to the analysis threshold of four electrons. In

the case of 241AmBe calibration data, events are only accepted if they were found to be in

coincidence with the detection of the 4.4 MeV γ in the veto. This requirement effectively
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singles out a pure neutron recoil sample. The fit for this 241AmBe data then, also includes

a term for the acceptance of the coincidence requirement and a strong correlation is seen

between the uncertainties on the the ionization response and the acceptance-loss model. In

order to bypass this correlation, the fit to the 241AmBe data has a threshold of 50 e− above

which the fraction of S2-only events is negligible. The ionization yield as a function of recoil

energy is shown in Figure 4.8.
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Figure 4.8: The measured ionization yield Qy for nuclear recoils in LAr as a function of
the reduced the nuclear recoil energy in liquid argon. Also shown is the Bezrukov model
fit to the 241AmBe and 241Am13C data and data from [136]. The shaded band depicts the
uncertainty on the ionization yield derived from the model. (Refer to [132] (source of Figure)
for details).

4.4.3 Results

Upper limits on the WIMP-nucleon scattering cross section are extracted from the ob-

served Ne− spectrum using a binned profile likelihood method [137]. Two signal regions

are defined. The first of which has an analysis threshold of 4 drifted electrons, which is

determined approximately by the tail of the trapped electron background spectrum [132].
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The second region has a threshold of 7 drifted electrons, where the background is described

reasonably well by G4DS. The first region has sensitivity to the entire range of WIMP

masses that were explored, however the data are contaminated by a component which is not

included in the profile likelihood model, which leads to weaker bounds on the cross section.

The second signal region has limited sensitivity to WIMP masses below 3.5 GeV/c2 but

the fit performed in this region is able to more tightly constrain the cross section at higher

masses due to better description of the background model. For a given WIMP mass and

fluctuation model, the limits on the cross section are calculated using both regions and the

more stringent one is quoted. The 90% CL exclusion curves for the binomial fluctuation

model and the model with zero quenching fluctuation are shown in Fig 4.9. For masses

above 1.8 GeV/c2 the exclusions limits are nearly insensitive to the choice of the fluctuation

model. The background and exclusion curve is shown in Figure 4.9.
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Figure 4.9: (top) The DS-50 Ne− spectra at low recoil energy from the analysis of the last
500 days of exposure compared with a G4DS simulation of the background components
from known radioactive contaminants. Also shown are the spectra expected for recoils
induced by dark matter particles of masses 2.5, 5, and 10 GeV/c2 with a cross section per
nucleon of 10−40cm2 convolved with the no energy quenching fluctuation model and detector
resolution. The y-axis scales on the right-hand side are approximate event rates normalized
at Ne− = 10e. (bottom) 90% CL upper limits on spin-independent WIMP-nucleon cross
sections from DS-50 in the range above 1.8 GeV/c2 and comparison to results from other
experiments [123,124,130,138–152]. Figure taken from [132]
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4.5 Search for Sub-GeV Dark Matter-Electron Scattering

This section summarizes the results of [153] which reported the most sensitive limit

on Dark Matter-electron scattering via a “heavy mediator” for masses in the range of 30

MeV/c2 and 50 MeV/c2.

4.5.1 Electron Recoil Scale

A direct Ne− energy calibration for very low-energy electron recoils is available from

37Ar which has a half life of ∼ 35 days and is produced in the UAr by cosmic rays during

refining and transport of the UAr from the USA to Italy [51]. This calibration curve is

shown in Figure 4.10.
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Figure 4.10: Calibration curve used to convert electron recoil spectra to ionization spectra.
Below 8 Ne− , it is assumed that there is no recombination and a straight line, that intersects
Ne− = 1 with a slope determined by the ratio of number of excitations to ionization measured
in [154], is used. Above this point, the effects of recombination are included by fitting the
Thomas-Imel model [85] to the mean Ne− measured for the 2.82 keV K-shell and 0.27 keV
L-shell lines from the electron capture of 37Ar. In order to get good agreement between the
model and data, the model is multiplied by a scaling factor. Figure taken from [153].
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4.5.2 Results

The same 500 day dataset used in the previous low-mass WIMP analysis was analyzed

for this result. The ionization spectrum used for the search can be seen in Fig 4.12. Upper

limits on the dark matter-electron scattering cross section are calculated using a binned

profile likelihood method. An analysis threshold of 3 drifted electrons is used, which is

lower than the threshold used in the previous low-mass analysis. This is able to increase the

signal acceptance at the expense of a larger background rate from coincident single electron

events (which are not included in the background model as part of the profile likelihood).

The hardware trigger efficiency is essentially 100% in the region of interest. The resulting

90% CL exclusion curves are showin in Figure 4.12 for two assumptions of dark matter form

factors i.e. FDM(q) ∝ 1/q2 and FDM(q) = 1, for weak and heavy mediators respectively.

The results for both mediators along with the background and signal models are shown in

Figure 4.12.
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Figure 4.11: The 500 day DS-50 ionization spectrum compared with predicted spectra from
the G4DS background simulation [79]. These are the same data and background spectra
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Chapter 5

Neutrino-less Double Electron

Capture on 36Ar

This chapter gives an overview of some aspects of neutrino physics and some associated

open questions. This is then followed by an attempt to answer the question of whether a

neutrino is a Majorana particle, via a search for a rare process (neutrino-less double electron

capture) which could potentially occur within the DarkSide-50 detector.

5.1 Neutrino : Majorana or Dirac Particle?

A Majorana fermion is a particle that is it’s own anti-particle. A fermion with mass

must have two states of helicity, since it is possible to flip the helicity by moving into a

sufficiently boosted frame of reference. It turns out that only left-handed neutrino states

and only right-handed states for anti-neutrinos have been observed to date.

For massless fermions (moving at the speed of light), it is known that the chiral projectors

are equivalent to the projectors on helicity components (which evaluate the component of

spin in the direction of linear momentum). Thus for a massless fermion the helicity is the
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same in any reference frame and it commutes with the Hamiltonian rendering it a useful

quantum number.

Charge Conjugation, Parity and Time Reversal conservation requires that for any left-

handed particle a right-handed antiparticle must exist with opposite charge. Moreover the

right handed particle state may or may not exist. However, Parity transforms left and

right fields into one another. Therefore the left-handedness of the weak interaction implies

that parity is broken in the Standard Model. This symmetry breaking is most obvious in

the case of the neutrino, since its parity partner does not exist. Prior to the discovery

of neutrino oscillations [156, 157], there was no evidence that neutrinos were massive and

hence no requirement to extend physics beyond the Standard Model due to helicity. But,

the mystery of the absence of a right-handed neutrino state must be resolved, and there are

typically two competing hypotheses. Here we consider an experimental search which might

rule out or confirm one of these hypotheses which proposes that the neutrino may be it’s

own antiparticle and hence would be a Majorana particle.

Neutrino-less double electron capture, though physically allowed, is predicted to be an

extremely rare process, and has not been observed. It is one of the several possible β decay

modes that could occur if, and only if, the neutrino is a Majorana particle.

Therefore neutrino-less double β decay process could be of extreme fundamental signif-

icance in particle physics. By definition it is the transition of a nucleus to another nucleus

with an increase in proton number by two along with the release of two electrons, without

neutrino emission.

(A,Z)→ (A,Z + 2) + 2e− (0νββ) (5.1)

In this equation, there are no leptons on the left hand side, but there are two on the

right side i.e., the final state. Thus observation of 0νββ would show a violation of lepton

number.
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Figure 5.1: Neutrino-less double electron capture in the one photon mode. Figure taken
from [158].

Lepton number violation can be considered similar to baryon number violation. Many

theories exist which allow for lepton number violation, with a majority of them considering

the possibility of light Majorana neutrino exchange.

It is possible that the mechanism that gives rise to 0νββ is connected to neutrino oscilla-

tion, massive Majorana neutrinos being perhaps the most well motivated hypothesis. There-

fore it is possible to categorize 0νββ in two different classes; standard and non-standard.

The former calls for the mediation of the interaction via a light, massive Majorana neu-

trino while the latter calls upon other Lepton number violating mechanisms, reducing the

contribution from Majorana neutrinos to a negligible level.

Neutrino-less double beta decay can be observed only if ordinary beta decay is energet-

ically prohibited. This is the case for some even-even nuclei (i.e. even proton and neutron

numbers), whose ground states are energetically lower than their odd-odd neighbors. If the

nucleus with an atomic number higher by one unit has a smaller binding energy (preventing

beta decay from occurring), and the nucleus with atomic number higher by two units has a

larger binding energy, the double beta decay process is allowed. In principle 35 nuclei can
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undergo 0νββ, though realistically only nine emerge as interesting candidates and these are

under investigation. They are 48Ca, 76Ge, 82Se, 96Zr, 100Mo, 116Cd, 130Te, 136Xe, 150Nd.

There is no preferred isotope, and one has to find compromises between natural abundance,

reasonably priced enrichment and the association with a well controlled experimental tech-

nique or the Q-value, because the rate for 0νββ decay is typically proportional to Q5. The

experimental signal is the sum of energy of the two emitted electrons, which should equal

the known Q-value. The neutrino-less mode has to be distinguished from 2 neutrino double

beta decay

(A,Z)→ (A,Z + 2) + 2e− + 2νe (2νββ) (5.2)

which is an irreducible background for the neutrino-less mode. The half-life of 2νββ is

typically around 1019 - 1021 years (it is important to note that this process is allowed in the

Standard Model), and has been observed for several isotopes.

Experiments searching for neutrinoless double beta decay need to be ultra-pure or heav-

ily shielded and require a thorough understanding of the background, which includes, both

radioactive and cosmogenic components. The energy released in the interaction should also

be large compared to the natural radioactivity which includes many background gamma

lines. (The most significant γ-lines in the decay chains of Uranium and Thorium are ap-

proximately 2.614 MeV)

In general, the decay rate for 0νββ can be factorized as;

Γ0ν = Gx(Q,Z) |Mx(A,Z)ηx|2 (5.3)

Here ηx is a function of the particle physics parameters responsible for the decay. The

nuclear matrix elementMx(A,Z) depends on the mechanism and the nuclear physics. The

termMx(A,Z)ηx can in fact be a sum of several terms, and therefore includes the possibility

of destructive or constructive interference. Finally, Gx(Q,Z) is a phase space factor which

depends on energies and particle physics. For most of the processes in which only two

electrons are emitted, the phase space factor can be considered almost independent of the
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mechanism. The biggest effect on G occurs in double beta decay with Majoron emission,

where the final state contains one or two additional particles.

It is known that electron capture (EC) always competes with the positron (β+) emission

process regardless of neutrino emission. Because of this, the double (β+) decay modes can

be either (β+β+), ECβ+ or ECEC. If double electron capture occurs without neutrino

emission, there will be no particle in the final state other than the daughter atom. But, in

order to conserve energy and angular momentum, there is a requirement for at least one

more emitted particle. The simplest choice is the emission of a photon. (ECECγ). In the

calculation for regular EC, the assumption is that the 1s-electrons have the highest capture

probability. But, if both of the 1s1/2 are captured, the solitary photon must somehow obtain

angular momentum. However, a real photon always has a spin of 1, but the two electrons

couple to a spin of zero, and thus this process is disallowed. If one electron from 1s shell and

another electron is captured from a different orbital (having a lower probability), it allows

a different mode, (ECECγγ). In other words, for 0+ → 0+ transitions, the capture of two

K-shell electrons along with the emission of a single photon is forbidden because it would

not conserve angular momentum. Thus the process most likely to occur, is captures from

the K and L shells.

The half life is typically described by an equation such as :

T 0ν
1/2 =

(
G0ν

)−1 ∣∣M0ν
∣∣−2 |〈m〉ee|−2 (5.4)

M0ν is the nuclear matrix element (NME), and mee is the effective neutrino mass as

defined as :

mee =
3∑
i=1

U2
eimi; (5.5)
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where mi are the light neutrino mass-eigenstates and U is the PMNS- matrix defined by

;

U =


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23s13e

iδ c23c13

 · diag
(

1, eiα, ei(β+δ)
)

(5.6)

In the above α and β are the Majorana phases and sij = sin θij and cij = cos θij

The rate can be further expanded (following from the definition of the half-life in equation

5.4) into the following equation, with details well described in [159]:

Γ1s(2s)×2p =
αG4

F g
4
A

28π5R2

∣∣M0ν
∣∣2 |mee|2 Q̃

[∣∣∣g+(Q̃)
∣∣∣2 +

∣∣∣g̃−(Q̃)
∣∣∣2] (5.7)

Here Q̃ = Q − Ẽ′a − Ẽ′b is the corrected Q value, α = e2

4π is the fine structure constant,

and g̃−(Q̃) and g+(Q̃) represent form factors.

5.2 36Ar

Argon has over 20 known isotopes but only two (40Ar,38Ar) are stable, and a third, 36Ar,

is observationally stable. The isotope 40Ar comprises over 99.5% of natural Argon on the

Earth, while 38Ar accounts for ∼ 0.06% and the abundance of 36Ar is ∼ 0.334%.

In the Sun and in primordial star-forming clouds, argon mostly consists of 36Ar (> 85%).

Moreover the ratio of the abundance of 36Ar to 40Ar in the atmosphere of the outer planets

has been determined to be 8400 : 1 [160].

The possibility that 36Ar originated from explosive nucleosynthesis in stars during core-

collapse supernova events is confirmed by its detection in the Crab Nebula [161].
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The radiative mode of 0νECECγ in 36Ar provides a signature to search for 0νββ mea-

suring the discrete value of the energy of the emitted photon. Two characteristic X-rays,

with energies of 2.47 keV and 0.23 keV arising from the K and L shell captures respectively,

are emitted in a cascade. The remainder of the energy from the reaction

36Ar + 2e− → 36S + γ + 2 X-rays (5.8)

produces the gamma ray with 431 keV energy.

5.2.1 Search in DS-50

The DS-50 TPC was filled with UAr in March 2015, with the earliest UAr data taken

at 0 drift field (also referred to as null field data).

The search for the gamma ray, associated with the radiative decay of 36Ar (see equation

5.8), involves determining its signature in the DS-50 detector via simulation while also

evaluating the backgrounds present by performing a spectral fit.

5.2.2 Backgrounds

The main backgrounds to the search are the various radioactive components. These

include components like 39Ar and 85Kr which are intrinsic to the argon in the TPC and also

external contaminants (mostly gammas) arising from various detector materials such as the

cryostat and PMTs.

5.2.2.1 Simulation Procedure

The procedure described here follows the one detailed in Chapter 4 Paolo Agnes’s disser-

tation [80]. The full TPC spectra acquired during the AAr and the 70 day UAr campaigns

are shown in Figure 5.4. At low energy, the 39Ar β-decay is the dominant component in the

AAr sample, while several gamma full absorption peaks are visible in both the datasets above
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the 39Ar endpoint. The spectra extend up to ∼ 2.6 MeV and the peaks can be uniquely

identified. In order to extract the residual 39Ar activity in the UAr, it is imperative to

understand and subtract from the UAr spectra, all the other components.

A fit procedure based on MC spectra was developed. In particular, G4DS was used

to simulate all of the β and γ radioactivity arising from the detector components as listed

below:

• TPC sensitive volume: 39Ar , 85Kr, 42Ar chain and 222Rn chain.

• PMTs: 60Co, 40K decays and 238U, 232Th and 235U full decay chains. The 238U and

232Th chains are broken to account for possible deviations from secular equilibrium.

It is believed that a majority of the activity comes from the boro-silicate glass stems

in the PMTs.

• Cryostats: 60Co, 40K decays and 238U, 232Th and 235U full decay chains. The 238U and

232Th chains are broken to account for possible deviations from secular equilibrium.

A uniform distribution of the decays within the cryostat is assumed.

• Fused silica windows: 40K decay and 238U, 232Th and 235U full decay chains. Although

the fused silica is expected to be more radiopure compared to the other detector

components, it’s proximity to the sensitive volume allows for production of signals in

the TPC

The presence of 85Kr in UAr was not expected, so there was no purification procedure

undertaken before filling the detector. The 85Kr β decay endpoint is at 687 keV and hence

it is hard to differentiate the spectral shape from that of 39Ar and a simultaneous fit did not

converge before this component was added. The 85Kr decay has a channel of β + γ decay

with a branching ratio of 0.434%. Here the β has an endpoint of 173 keV with a decay to

the excited state of 85Rb. The de-excitation of this excited state results in the emission of

a 514 keV γ ray with τ1/2 = 1.015 µs. The search for this β + γ coincidence in the UAr
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dataset (first performed with the 70 days data) facilitated the confirmation of the presence

of 85Kr in the LAr. The details for this search are documented [57].

A plausible contamination of 42Ar was also considered. This is a nuclide of anthropogenic

origin, even if its presence is not expected in the UAr. The 42Ar decay (τ1/2 = 32.9 y) leads

to unstable 42K (τ1/2 = 12.36 h). Both these decays are β decays, with endpoints of 599

keV and 3525 keV respectively. The 42K decay is accompanied by a 1524 keV gamma with

18% branching ratio.

Most of the simulated radioactivity, originating in various different materials, is actually

due to the same decays or decay chains. This shows similarities in the TPC energy spectra.

Three observable quantities were identified as candidates to break the degeneracy be-

tween the various spectra. These are as follows:

• S1

• tdrift

• S1late

S1 and tdrift were used for events with single scatters while S1late was used for events

with multiple scatters in the LAr volume. S1late is defined as (1 −f90)× S1).

The multiple scatter spectrum enables the information with full absorption peaks of the

various embedded gammas. The single scatter spectrum which is essentially a 2 dimensional

distribution (S1 v/s drift time) allows for spatial information to be encoded. One may

consider for example, that the drift time distributions for the radioactive components in

the cryostat are different from that of the components in the PMTs. It is expected that

the components from the PMTs populate the tails of the drift time distribution while the

components from the cryostat are more evenly distributed in the z direction.

While the PMTs and cryostats produce a similar energy spectrum in the TPC, the two
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components show different drift time distribution of the events. On the other hand, the

contamination in the fused silica windows is closer to the TPC active volume. These show

different features in the TPC energy spectrum when the events are concentrated at the top

and at the bottom of the active volume as in the case of PMTs.

5.2.2.2 The S1late Spectrum

The ADC boards are expected to saturate in the first tens of nanoseconds of the ordinary

scintillation pulse. This is because the fast component of the scintillation is clustered in the

first 100 ns while the slow component is emitted over several microseconds.

The f90 parameter as previously introduced, is defined as :

f90 =

∫ 90ns
0 S(t)dt∫ 7µs
0 S(t)dt

(5.9)

The saturation of the ADC is expected to be carried away by the first 90 nanoseconds of

the pulse and hence it is anticipated that the S1late variable is privy to very little saturation.

The loss of resolution from using the S1late variable is a recognizable pitfall. Therefore

a choice is made to use the data acquired with the drift field turned off. In this case, a large

fraction of the deposited energy should be translated into scintillation light i.e., S1, since

an S2 signal is absent. It is known that the S1 light yield of the TPC is higher for null-field

as opposed to a field of 200 V/cm. The values for the LY are ∼ 8 PE/keV and ∼ 7 PE/keV

respectively [35,51]

The multiple pulse spectrum suffers from the non-uniformity generated by the optics

of the internal LAr. The full absorption peaks are due to events other than single scatter

events. The gamma ray dissipates its energy by multiple Compton scattering multiple times.

Every interaction can occur at varying depths of the sensitive volume and the fact that the

light collection efficiency is position-dependent inside the sensitive volume, has to be taken

into account. Thus, a correction is applied in order to retrieve the detector resolution.
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The S1 variable is corrected for z-dependence of the light collection efficiency according

to the fit function shown in Fig 5.2
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Figure 5.2: Relative light collection (left); and top-bottom ratio in light collection (right) as
a function of the vertical position of an event. The normalization is relative to the centre of
the TPC such that z/z1/2 = 0 corresponds to the top while z/z1/2 = 2 corresponds to the
bottom. Figure taken from [80].

Without the drift field, there is of course no secondary scintillation and it is not straight-

forward to extract the depth at which the event occurred as one does usually using the drift

time variable. Use is made of the z-dependence of the Top-Bottom Asymmetry (TBA) show

in Fig 5.2, in order to recover a weighted average position of the event.

To calculate the absolute light yield, some of the 83mKr calibration runs are also included

in the dataset, in order to add data at low energy (41.5 keV). At high energy, the peaks

of 208Tl (2614 keV), 214Bi (1764 keV), 40K (1461 keV), 60Co (1332 keV and 1173 keV) are

visible. The sub-MeV energy region includes many gamma lines from the 232Th, 238U and

235U decay chains and their identification is not straightforward. For instance, the 583 keV

line of 208Tl from the 232Th chain overlaps with the 609 keV line of 214Bi from the 238U decay

chain. At lower energy the density of gamma lines is larger and only the most prominent

one is used (352 keV line from 214Pb).

A fit was performed for each of the peaks using a Gaussian curve after subtracting the

local background. The mean of the S1late value is then divided by the true energy in order
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to derive the light yield. The light yield as a function of energy is then fit (shown in Figure

5.3), with the equation describing the dependence :

LYlate =
6.52

1 + 0.065 · e−E/0.029
− 5.058× 10−5 · E (5.10)
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Figure 5.3: The light yield as a function of energy when the drift field is turned off.
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Normalization of Spectra

The normalization between the S1 vs tdrift (field on, single scatter) distributions and

S1late (field off) spectra is applied based on the different lifetime of the datasets. A few

basic cuts are applied to the data (see Section 4.2.1 for details)

There are no further cuts applied to generate the all-pulse spectrum. To generate the

(S1, tdrift) distributions, the removal of multiple scatter events accounting for the relative

normalization of the datasets is necessary.

Systematic uncertainties can arise from a series of factors. Some of these are :

• A clustering algorithm (described in Section 3.2.1 of [80]) was used to estimate the

number of reconstructed pulses in simulated data. The algorithm was tuned for a

range of (S1<1000 PE) while the clustering condition may well be energy dependent.

• There is a non negligible probability for a scintillation pulse (S1 or S2) to induce an

electron emission from the cathode (S3, or an echo). Having one or more echoes inside

the acquisition window increases the number of reconstructed pulses, but this does

not reflect the number of interactions in the sensitive volume. The echo pulses can be

identified because of the deterministic time difference with respect to the pulse which

initiated the echo.

• During the runs with the drift field turned on, the acquisition window is larger with

respect to the one used in field off data. When field on data is analyzed, the mini-

mum required time difference between two events is 1.35 ms. This implies that the

probability of pile-up is different among the datasets and must be accounted in the

calculation of the lifetime.

The aggregate of these effects is expected to have a %-level impact on the estimate of

the normalization factor between the two datasets (single scatter field-on and multiple

scatter field-off). In order to account for the difference, a “nuisance parameter“ for
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each pair of spectra was introduced in the fit minimization procedure

The fit is performed via a χ2 minimization. The χ2 is computed simultaneously on the 2

dimensional (S1 vs drift time) histogram and the S1late spectrum. The nuisance parameters

introduced above are used to weigh the ratio between single and multiple scattering for each

background component. The fitting intervals (S1, drift time and S1late) and the bin width of

each histogram are modified to determine the impact on the fit result. The free parameters

of the fit are the amplitude of each component and the central values of the “nuisance”

parameter. A Gaussian constraint, with some given weight, included in the χ2, forces this

parameter to be close to one. The user is allowed to:

• Choose which background components are included in the fit

• Set the initial value for each amplitude

• Fix the weight to be assigned to each nuisance parameter in order to have a maximum

deviation of the order of a few %.

Figure 5.5 shows one fit example. Data is in dark blue (S1 and drift time) or black (S1late),

the sum of the components according to the fit results is in red. As already mentioned,

the fitting interval for the S1 variable should not exceed 5000 PE, because the S1 variable

does not include a correction for the PMT saturation. The drift time fit interval is (40, 336)

µs and the S1late spectrum is fitted in the (1000, 22000) PE range. The results of the fit,

performed with 12 background components and 24 free parameters, reveal low sensitivity

to some components and some degree of degeneracy. Thus it was decided to include in the

fitting procedure the knowledge of the specific activity of some detector components (most

of these were γ counted). The possibility that the user could set the starting value of one

or more component activities to the expected value from screening, was also included. A

Gaussian constraint, included in the calculation of the χ2, is then applied, with a weight

calculated from the error on the screening measurement. This fit does not take into account
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uncertainties on the overall normalization as is the case for an extended maximum likeli-

hood fit. Possible sources of systematic uncertainty associated with the fit procedure were

identified as:

• Difference in statistics of the MC spectra. This difference arises due to the different

probability of interactions inside the sensitive volume for gammas coming from differ-

ent detector materials. Each simulation was required to have at least 2 × 104 events

which deposit energy in the TPC. In some cases (39Ar, 85Kr) this number is larger

than 2×106 events. Thus, statistical fluctuations for each background component can

have varying impacts

• The composition of the χ2s from the histograms is dependent on the bin widths of

each. The statistical errors on the MC spectra were included in the χ2 calculation in

order to compensate for the difference in statistics.

5.2.2.3 Best Fit Result

In this section the best fit results for the various activities are reported, specifically in

the context of identifying any 36Ar activity.

Figure 5.4 represents the fit that had been performed for field-off data collected prior to

the 70 day UAr analysis [51]. See Section 4.2 for some details on the analysis. Essentially

the procedure was repeated for a fit involving one more spectral component i.e., of 36Ar.

This fit does not account for overall normalization of the number of events.

As seen in Figure 5.5 the resultant activity of 36Ar is found to be null while the activity

levels for the other components are in reasonable agreement with screening results [51]

and other estimates [80, 89]. This implies that no evidence of neutrino-less double electron

capture on 36Ar was found, and at the very best, a limit can be placed on the half-life of

such a process.
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5.2.3 Extracting a Limit - Preliminary Results

A lower limit on the half-life of 0νECEC on 36Ar can be extracted by using a simplistic

frequentist method. Essentially one needs to evaluate a list of quantities to be described.

Suppose the number of events of the process that occur in the setup of the detector is given

by S. Here S is simply given by the product of the activity of the sample and the exposure.

The former is simply given by the inverse of the half-life multiplied by ln 2. Here the half-

life (T1/2) is the quantity we want to determine, so we must find a way to flip the problem

such that we have a handle on S. The quantity of the sample can be easily calculated if

we know the fraction of 36Ar represented by (f36) which has been measured by H. Back

[162, 163]. It is required to multiply this fraction with the total mass of the liquid argon

(MLAr) which is the sample under investigation, and also by the livetime (t). Subsequently

this quantity needs to be scaled by Avogadro’s constant (NA) divided by the molar mass of

40Ar (mAr), which in turn gives the number of scattering centers. Finally it must be scaled
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by the efficiency (ε) to find the number of such decays, which is obtained directly from MC

(G4DS).

Putting all this together we have the following equation :

S = ln 2 · εd
T1/2

· NA ·MLAr · f36 · t
mAr

(5.11)

Inverting this in terms of the half-life, one obtains :

T1/2 = ln 2 · εd
S
· NA ·MLAr · f36 · t

mAr
(5.12)

The following quantities are known along with (mAr) and (NA) :

• t ∼ 103.4 hours

• f36 ∼ 0.0075%

• MLAr ∼ 153 kg

• εd ∼ 22%

Substituting these terms in one obtains the following : T1/2 = 3.38×1020

S years. So S must

now be evaluated. This can be done if the problem is phrased in the following fashion

: “How many signal events would need to be identified as background events such that

a noticeable discrepancy can be observed between the modeled background and the new

artificially generated spectrum?” This can be answered by choosing a desirable statistical

significance level to evaluate the difference between the artificially built spectrum and the

truly modeled background spectrum obtained from the fit.

The quantity is evaluated as a change in the χ2

∆χ2(N) ≡
max−bin∑
i=min−bin

[hbackground(i)− hartificial(i,N)]2

hbackground(i)
(5.13)

Here hbackground(i) represents the contents of the ith bin of the histogram which approxi-

mates the background spectrum in S1late. hartificial(i,N) represents the contents of the ith
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bin of the histogram which approximates the spectrum built by swapping N signal events

for an equal amount of background events. Hence the quantity ∆χ2(N) is a function of N,

and can be evaluated by varying N from 0 to a desired number which returns a sufficiently

statistical deviation (predetermined to be 2.71 for one degree of freedom [26]).

From Figure 5.7 one obtains a value of S = 261 events and this gives the resultant half

life as T1/2 = 1.3× 1017 years

Currently the best limit on the 0νECEC on 36Ar has been set by the GERDA collabo-

ration [158] where a lower limit of 3.6× 1021 years with a 90% Bayesian credible interval is

claimed.

The Quasi Random Phase Approximation calculations [159] indicate that the true half-

life of this decay is ∼ 1038 years - which is consistent with the notion that 36Ar if primordial

in nature (See Section 5.2). The best limit from GERDA differs by 19 orders of magnitude

from the calculated result. The result obtained here, through DS-50 data, is ∼ 4 orders of

magnitude higher than the current best limit. This difference can primarily be attributed

to negligible presence of 36Ar (∼ 11 g) within the LAr used in DS-50 as opposed to ∼ 298

kg in the GERDA setup.

It is expected that the experimental detection of 0νECEC will be extremely challenging

even in the coming years. Furthermore, finding the mechanism that dominates decay rates

will require measurement for different isotopes and this also remains to be determined [164].

5.2.4 Uncertainties

Statistical uncertainties on the lower limit of the half-life of the decay were already

folded in to the ∆χ2 calculation. For the fitting procedure, the statistical uncertainties

arising from the MC generated spectra were added in quadrature to the uncertainties arising

from data. It is understood that the fit performed does not return a “reasonable” p-value

according to standard convention. But extreme results are still plausible since the amount
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of data is so large, and in fact the fit is in good agreement with screening results. Fits were

performed on random subsets of data
(
< 103 events , and much better p-values were found

as expected. Quoting directly from [165]; “All measures of goodness-of-fit suffer the same

serious drawback. When the sample size is small, only the most aberrant behaviors will be

identified as lack of fit. On the other hand, very large samples invariably produce statistically

significant lack of fit. Yet the departure from the specified distributions may be very small

and technically unimportant to the inferential conclusions.” Systematic uncertainties coming

from the generation of MC spectra are extremely hard to estimate, and it is known that

G4DS, or for that matter any MC, cannot capture the totality of the micro-physics of the

DS-50 detector. Some checks, as prescribed by [166] were made and fits were re-performed,

but indicated that the tuning of G4DS parameters was already optimal. Further, a variation

of the light yield by ±3% produced significantly worse fits which suggested that the empirical

function describing the light yield described the data well. Systematic uncertainties on the

half-life of the decay can arise from uncertainties in any of the quantities that appear in

equation 5.2.3. All of these quantities are measured to high precision and a ∼ 10% level

variation of these does not lead to a significant difference in the final result.
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Chapter 6

Search for Solar Axions

This chapter gives an overview of axions, which are a class of particles initially hy-

pothesized to solve the strong CP problem but at the same time, are viable dark matter

candidates. This is then followed by a search for axions coming from the Sun and potentially

interacting in the DS-50 detector.

6.1 Motivation

The Strong CP Problem

The QCD Lagrangian can be written as :

LQCD = L pert + θ
g2

32π2
GG̃ (6.1)

where the first term is the standard Lagrangian associated with QCD. The second term,

however, is a result of non-pertubative effects. In the above, G is the gluon field-strength

tensor and G̃ is its dual. The second term actually violates CP, but experimentally it is

known that the strong interaction does not, in fact, violate CP. The θ term can in principle
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violate CP and give rise to an electric dipole moment associated with the neutron [167](
dn ≈ 3.6× 10−16 θQCD e cm) with e as electron charge. The dipole moment has been

constrained at the 90% CL to be |dn| < 2.9 × 10−26 e cm which further indicates that

θ < 10−10 [168].

It was realized by Weinberg [169] and Wilczek [170] that the Peccei-Quinn mechanism

[171] introduced extremely light pesudo-scalar Nambu-Goldstone bosons. These bosons are

called axions, and they receive mass because of QCD instanton effects [172]. It was realized

that such extremely weakly interacting particles may well provide a cooling mechanism for

stars. While their experimental detection becomes very challenging, they also become well-

motivated dark matter candidates. These axions (or similar particles) could account for the

correct relic density and halo dark matter, if they are produced with zero momentum by

the so called misalignment mechanism [173].

6.2 Solar Axions

Solar axions would be produced by the Primakoff process, γ + Ze → Ze + a which is

mediated by a virtual photon. CAST [174,175] provides the best limit on the axion-photon

coupling, gaγ which is estimated to be < 0.88× 10−10 GeV at the 95% Confidence Level.

The axion luminosity given by La accounts for a negligible perturbation of the Sun if the

coupling constant is below the limit set by CAST. But, for couplings larger than this limit,

the energy loss demands a modification of the solar structure. To conserve the observed

amount of surface energy emitted, the energy produced by nuclear burning needs to be

increased. This implies that the energy producing regions need to heat up. The extra losses

should have been operating for the lifetime of the Sun
(
∼ 109

)
years, and a solar model

accounting for these mechanisms must match the present day radius and luminosity. This

can be done by adjusting the unknown pre-solar helium abundance.
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PQWW Axion The PQWW axion model introduces a complex scalar field, φ, to the

Standard Model as a second Higgs doublet. The u-type quarks obtain mass from one Higgs

field while the the other Higgs field gives mass to the d-type quarks. The representation of φ

is then fixed in SU(2)×U(1). The complete Lagrangian is invariant under a global U(1)PQ

symmetry, under chiral rotations. The PQ field couples via the Yukawa interactions giving

mass to the fermions. The invariance of these terms under the U(1) symmetry constrains

the PQ charges of the fermions. Exactly like the normal Higgs field, ϕ has a symmetry

breaking potential given by :

V (ϕ) = λ

(
|ϕ|2 − f2

a

2

)2

(6.2)

which it obtains a vev (vacuum expectation value) of 〈ϕ〉 = fa/
√

2 at the Electroweak phase

transition. Analogous to the Higgs field case, the scale of the vev is fixed at fa ≈ 250 GeV.

After the electro-weak symmetry breaking, there remain four real neutral scalar fields.

The Z-boson acquires mass from one, one is the SM Higgs, one is the heavy radial ϕ field

and the remaining is the angular ϕ field. The degree of freedom in the angular direction

can be described as (after appropriate normalization) 〈ϕ〉eiφ/fa . The field φ is the axion

field and the axion is the Goldstone boson of the spontaneously broken U(1)PQ symmetry.

All the axion couplings are subdued by the scale fa which in the PQWW axion model

is established to be the electro-weak vacuum expectation value. In this model, fa is too

small, hence the axion couplings are very large. Therefore this model has been excluded

by experiments [176]. In the KSVZ and DFSZ models the PQ field is independent of the

electro-weak scale. The decay constant hence becomes a free parameter in the model and

is permitted to be large enough such that the models are not excluded. These axions are

called invisible axions.

KSVZ Axion The KSVZ axion model [177, 178] requires the introduction of a heavy

quark doublet, QL, QR where the subscript represents the charge under a chiral rotation.
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The PQ scalar field, φ has a charge of 2 under chiral rotations, but now becomes a standard

model singlet. The PQ field and heavy quarks interact via the Yukawa term (which is

PQ-invariant). This provides the heavy quark mass :

LY = −λQϕQLQR + h.c (6.3)

Here, λQ, the Yukawa coupling is a free parameter of the model. There is a global U (1)PQ

symmetry which behaves as chiral rotation angle of α = φ/fa and hence shifts the axion

field.

DFSZ Axion The DFSZ axion [179] couples to the Standard Model via the Higgs

sector. Two Higgs doublets, Hu, Hd are present in this model. However, the complex scalar

field ϕ is introduced as a singlet. The global U(1)PQ symmetry is spontaneously broken by

the potential previously introduced in equation 6.2.

The Higgs fields and the PQ field interact via a scalar potential given by V = λHϕ
2HuHd.

When the PQ symmetry is broken and ϕ obtains a vacuum expectation value, three param-

eters need to be tuned in order to match the observed standard model Higgs field and the

eletro-weak vacuum expectation value. These tunable parameters are, the coupling constant

λH , and the two parameters in the Higgs potential.

6.2.1 Axio-Electric Effect

The axio-electric effect [180–182] is analogous to the photo-electric effect where a boson

(axion) is absorbed by a bound electron, which is subsequently emitted from the atom. See

Figure 6.1 for a general diagram of this process.

Flux and Cross Section
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Figure 6.1: Axio-electric effect depicted by a sketch. Here gAe represents the coupling
constant between electrons e and the axion A. Figure taken from [183].

The cross section for the axio-electric effect (σAe) is given by the following equation :

σAe = σpe (EA)
g2
Ae

βA

3E2
A

16παemm2
e

(
1− β

2/3
A

3

)
(6.4)

Here σpe refers to the photoelectric cross section. EA represents the energy of the in-

coming axion, gAe is the axio-electric coupling constant, βA is the velocity of the incoming

axion. me is the mass of the electron and αem is the fine structure constant. There are

many processes that could lead to the production of axions in the Sun. The solar axion

flux has been calculated previously [184, 185] and attempts to parameterize it have also

been made [186]. The coupling of axions to electrons leads to various reactions that can

contribute to the solar axion flux. Some of these critical reactions are called the ABC reac-

tions : Atomic Axio-Recombination/De-excitation, axio-Bremmsstrahlung in electron-Ion

or electron-electron collisions, and Compton Scattering. It is now clear that electron-ion

and electron-electron axio-bremsstrahlung are the largest contributors to the solar axion

flux arising from the axio-electric coupling.

The flux used is valid for axions with masses < 1 keV/c2 without the need for significant

corrections.
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Figure 6.2: ABC reactions responsible for production of solar axions in non-hadronic models
of axions. Figure taken from [184].

6.3 S1 Sensitivity Check

In this section the sensitivity of DS-50 to the axio-electric coupling constant is inspected.

No treatment of systematic uncertainties is presented and hence a robust limit cannot be

claimed. A simple statistical procedure is performed to extract a possible limit.

6.3.1 Rate in DS-50

The rate expected in a hypothetical LAr volume is calculated by computing the con-

volution of the solar axion differential flux (taken directly from [184]) as shown in Figure

6.3 and the cross section as a function of the incoming axion energy, which is described in

equation 6.2.1.

The calculated differential rate as a function of incoming axion energy, in units of Counts

kev−1 kg−1 s−1 is then shown in Figure 6.4.
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To examine the rate expected in DS-50, it is necessary to fold this theoretical rate with

the detector response. There are several ways to execute this. The one chosen here, involves

passing this rate to G4DS to produce a differential rate as a function of electron recoil energy.

The assumption made prior to this step is that all the energy of the axion is transferred

to the recoiling electron of the argon atom. This is a relatively safe assumption since the

ionization energy is typically ∼ eV while the axion energy is ∼ keV.

To state mathematically,

dR

dEA
=

dR

dEEr
(6.5)
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Figure 6.4: Theoretical rate of solar axions interacting in in DS-50 as a function of axion
energy.

6.3.2 Data Set and Cuts

The dataset used for this search was the same as the one curated for 540 day WIMP

search analysis [81]. The data were collected between April 30, 2015 and April 25, 2017. As

discussed in Chapter 5, cuts made on the field-on data were basic quality cuts (discussed in

Section 4.2.1), along with the following requirements:

• Single Scatter

• S2 > 20 PE

• f90 of S1 > 0.05

• f90 of S2 < 0.2

Very tight cuts on fiducial volume were made as shown in Figure 6.7. This is because at

these low energies < 100 PE there are some unexplained backgrounds, mainly originating
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Figure 6.5: Full axion S1 spectrum after simulating 10 million events with detector effects
through G4DS. It can be seen that a large number (∼ 96%) of the events deposit too little
energy in the sensitive volume and hence leave no detectable signal.

from the sides and the top or bottom of the detector. It is extremely arduous to model

these components which could be very low energy gamma rays and unresolved scatters.

Various attempts were made to get data and MC to agree in terms of a spectral fit below

100 PE but it is clear that G4DS does not capture all the requirements. Even minor changes

in the geometric description in G4DS could lead to the production of different S1 spectra.

In order to avoid this scenario, the idea of using tight fiducial cuts was employed. In

particular the following cuts were used :

• Radius < 11 cm

• 180 µs < tdrift < 220 µs

This produced reasonable agreement between data and MC. The main idea behind the

cuts is that, at the very core of the detector the two major components contributing to the
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Figure 6.6: (top) Full axion S1 spectrum where the events leading to no light detection have
been removed, and (bottom) spectrum used for fitting (events < 10 PE have been removed.)

background, should be the radioactivity inherent in the LAr, 39Ar and 85Kr. These have

been produced using the technique described in Section 5.2.2.1.

6.3.3 Spectral Fitting

The spectral fitting procedure is similar to the one followed for the search for neutrino-

less double electron capture on 36Ar. The difference is that here one deals with the two

dimensional spectrum of S1 and tdrift and not the S1late variable since the axion spectrum
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Figure 6.7: Fiducial cuts in tdrfit and xy direction indicated by the horizontal and vertical
lines respectively for the 500 day dataset with basic cuts applied. The area contained
between the two horizontal black lines (180 < tdrift < 220) and to the left of the vertical
black line (R < 11 cm) was chosen as the final set of fiducial cuts to search for solar axions.
The extreme upper and lower horizontal purple lines indicate the standard DS-50 tdrift
cuts. The colour scale represents the event count.

does not extend beyond 100 PE and there are no issues with saturation of the ADC. The

fit is then performed in the range of (10, 90) PE. It is assumed that the trigger efficiency

above 10 PE is 100%. The activity of 85Kr was constrained using a Gaussian distribution

centred at the value measured from data using the analysis described in [57]. The results of

the fit can be seen in Figure 6.8.

6.3.4 Preliminary Results

As done in Section 5.2.3, the sensitivity of DS-50 to identify the coupling constant is

extracted in the same way.
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Figure 6.8: Simultaneous best fit spectrum in S1 and tdrift for single scatter events in
the energy range of (10, 90) PE where the bulk of the axion spectrum above threshold can
be observed. The best fit, without taking into account systematic uncertainties or overall
normalization of event count, returns 0 axion events.

First, the following equation is formulated :

N = R×A×m× T × g4
Ae × 1044 (6.6)

Here N is number of events extracted from the “fit”; R is the calculated rate of axions

interacting in a LAr volume given the solar axion flux; A is the acceptance of axion events

in the fiducial volume; M is the fiducial mass of the detector used for the search; T is the

livetime on which the analysis is carried out; and gAe is the coupling constant between

axions and electrons. Since the calculation of the theoretical rate was done using a nominal

value of the coupling gAe = 10−11, a re-scaling is needed which is done by multiplying by

the inverse of the fourth-power of this nominal coupling value which is 1044
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We know the following quantities :

• T ≈ 432 days

• A ≈ 4%

• M ≈ 2.2 kg

• R ≈ 2.5× 10−7 kg−1s−1

Substituting these back into equation 6.3.4, the following equation is obtained which

describes the limit on the coupling constant as a function of the number of events extracted

from the procedure described above.

gAe ≤
[

N × 10−44

R×A×M × T

]0.25

(6.7)

=⇒ gAe ≤ N0.25 × 1.22× 10−11

To find the value of N, equation 5.2.3 can be invoked again :

∆χ2(N) ≡
max−bin∑
i=min−bin

[hbackground(i)− hartificial(i,N)]2

hbackground(i)
(6.8)

From the fit, as seen in Figure 6.9, the value for N turns out to be 44 events. When

substituted back into equation 6.3.4, a preliminary limit on the coupling constant is found

to be:

gAe ≤ 3.13× 10−11 (6.9)

6.3.5 Uncertainties

Statistical uncertainties on the upper limit of the axio-electric coupling constant (gAe)

were already folded in to the ∆χ2 calculation. For the fitting procedure, the statistical
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Figure 6.9: The change in χ2 as a function of the addition of solar axion events. The
horizontal red line indicates on the y-axis a change in χ2 corresponding to 2.71 while the
vertical red line indicates the number of events 44 that were required to induce this change.

uncertainties arising from the MC generated spectra were added in quadrature to the uncer-

tainties arising from data. A simultaneous two-dimensional fit returns a reasonable p-value.

Systematic uncertainties arising from the generation of MC spectra are extremely hard to

estimate, and it is known that G4DS cannot capture the entirety of the micro-physics of

the DS-50 detector. Some checks, as prescribed by [166] were made and and fits were re-

performed, but indicated that the tuning of G4DS parameters was already optimal. Further,

a variation of the light yield by ±3% produced significantly worse fits which suggested that

the empirical function describing the light yield described the data well. Systematic un-

certainties on the coupling constant can arise from uncertainties in any of the quantities

that fall in equation 6.3.4. A 10% relative and uncorrelated individual variation of any of

these quantities (fiducial mass, acceptance or livetime) has a relative effect of < 5% on the

coupling constant. Further systematic uncertainties arising from the determination of the

shape of 39Ar have not been investigated.
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6.4 S2-Based Search

While a search for axions based on S1 is possible, the resolution in energy scale is

much lower compared to the resolution available on an S2-only based search. Furthermore,

inclusion of the various systematic uncertainties on the result in the previous section would

lead to significantly less restrictive constraints. Hence, an analysis based on the S2-signal

becomes a necessity. Such a search would follow most aspects of the analysis developed in

[153] which is discussed briefly in Section 4.5.

6.4.1 Backgrounds

The backgrounds in such a search are the same as those arising in the search for sub-

GeV dark matter particles scattering off electrons in LAr (discussed in Section 4.5). These

consist of γ rays emitted from the cryostat or the PMT arrays. Moreover there is a significant

contribution from the internal components which are primarily 39Ar and 85Kr.

6.4.2 The Electron Recoil Energy Scale

The electron recoil energy scale was initially developed in [153]. Subsequent tuning

and re-modeling was performed, primarily by D.Franco [187], which heavily relies on the

Thomas-Imel model [85].

The scale is based on the Doke energy variable which has been extensively discussed

in [119] in the context of DS-50. Briefly, the energy deposited (E) in an event can be

represented as a sum of two components (scintillation and ionization) as such

E = W

(
S1

ε1
+
S2

ε2

)
(6.10)

where ε1 is the exciton gain measured in units of PE/exciton while ε2 is the charge gain
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measured in units of PE/e−. W corresponds to the average energy required to produce an

ion pair or an exciton. For LAr this has been measured to be ∼ 19.5 eV [83]. To build the

electron recoil energy scale, the data from 83mKr calibration is not used since the emission

of two electrons induces a recombination effect which is not relevant to the calibration. The

fit is made using the Doke points in the low-energy regime, with ε1 ∼ 0.157 PE/exciton and

ε2 ∼ 23 PE/e−. Such a fit also provides good agreement from the two data points available

from the emission of Auger electrons via K and L shell decay modes [188,189]. The scale is

shown in Figure 6.10.

The calculated axio-electric recoil spectrum is converted to the ionization spectrum

measured in DS-50 using this scale conversion. The resulting ionization spectrum is then

smeared assuming the ionization yield and recombination processes following a binomial

distribution convolved with the detector response, measured from single electron events

[132].

6.4.3 Profile Likelihood Fit

A binned profile likelihood fit is performed based on [137] via an implementation through

the RooFit/RooStats [190] and HistFactory [191] packages following the procedure developed

in [153]. It is worth describing the basic mechanism of the fit and corresponding test statistic

by considering a simple example. The description here, follows that of [137].

Consider a simple experiment where each selected event measures the value of certain

variables and subsequently the data can be represented by histograms. If for each event in

the signal sample, a measurement of a variable x is made and a histogram n is constructed

such that n = (n1, . . . , nN ) with the expectation value of the contents of the i-th bin given

by E [ni] = µsi + bi. Here the mean number of entries in the i-th bin from signal and
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Figure 6.10: (top) The calibration curve used to convert electron recoil spectra to ionization
spectra and (bottom) a zoomed-in version, relevant to generation of the axion spectrum.

background are :

si = stot

∫
bini

fs (x;θs) dx (6.11)

bi = btot

∫
bini

fb (x;θb) dx (6.12)

respectively. The parameter µ defines the strength of the signal process with a value of 0

corresponding to a background-only hypothesis and the nominal value of 1 corresponding

to the signal hypothesis. The probability density functions of the variable x are given by

fS (x; θs) and fb (x; θb) for signal and background respectively. θs and θb represent parame-

ters that characterize the shape of the pdfs. The terms b tot and s tot represent the mean
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number of background and signal events, while the integrals determine the probabilities for

an event to be found in the i-th bin. The nuisance parameters (parameters other than the

parameter of interest) can be written as the vector θ = (θs, θb, btot). Of course, the param-

eter of interest is the signal strength µ. Typically, additional measurements are made to

further constrain the nuisance parameters. It is possible in some cases to select a sample

of background only events and then further construct a histogram of the relevant variable

as such m = (m1, . . . ,mM ). Thus the expectation value of of the contents of the i-th bin

is given by : E [mi] = ui(θ). Here ui are the computable quantities which depend on the

parameters θ. This construction is usually done to generate information on the background

normalization parameter btot and perhaps even the signal and background shape parameters.

Then, the likelihood function is the product of Poisson probabilities for all bins:

L(µ, θ) =
N∏
j=1

(µsj + bj)
nj

nj !
e−(µsj+bj)

M∏
k=1

umkk
mk!

e−uk (6.13)

To be able to test a particular value of µ, the profile likelihood ratio defined by;

λ(µ) =
L(µ,

ˆ̂
θ)

L(µ̂, θ̂)
(6.14)

is considered. The numerator is referred to as the profile likelihood function.
ˆ̂
θ denotes

the value of θ which maximizes the likelihood for the specifies value of µ. Thus it is also

called the maximum-likelihood estimator of θ conditional on µ. The denominator, which

is the unconditional likelihood function, is maximized. This implies that θ̂ and µ̂ are the

maximum-likelihood estimators. The existence of nuisance parameters broadens the profile

likelihood function (of µ). This reflects the loss of certainty on the measurement of µ, or

the introduction of systematic uncertainties.

Using the definition of λ(µ) from 6.4.3, it is possible to interpret values of λ around 1

as reasonable agreement between data and the predicted value of µ. This can further be

represented as the following test statistic :

tµ = −2 lnλ(µ) (6.15)
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Thus, lower values of tµ correspond to agreement between data and the value of µ. It is

further possible to compute the p-value to quantify this level of compatibility as:

pµ =

∫ ∞
tµ,obs

f (tµ|µ) dtµ (6.16)

where tµ,obs represents the value of the test statistic observed from data and f (tµ|µ) repre-

sents the pdf of tµ assuming a signal strength of µ.

Specifically to search for axions, an analysis threshold of Ne− = 4, approximately equiv-

alent to 0.01 keVee, is used. The background model used in the analysis is determined by

a detailed MC simulation of the DS-50 setup. Spectral features at high energies are used

to constrain the simulated radioactivity with the detector components to predict the back-

ground spectrum in the region of interest. During the analysis the overall normalization of

the background model is constrained near its predicted value by a Gaussian nuisance term

in the likelihood function. Additional Gaussian constraints on the background component

are included based on the uncertainty of the fit and the uncertainty in the S2 to Ne− con-

version factor which is extracted from the single-electron data. An additional systematic

uncertainty on the signal rate is set to account for uncertainties in the flux and cross section

calculations. The fit is performed in the range of 4 and 100 drifted electrons. This range is

chosen based on the fact that below 4 electrons the backgrounds are yet to be understood

completely with ongoing work from DarkSide, while above 100 drifted electrons there is

almost no contribution from the axion spectrum.

6.4.4 Preliminary Results

The results obtained from the best fit is shown in Figure 6.11. Further, Figure 6.12

shows the log-likelihood ratio as a two dimensional function of the cross section and the

variance of the ionization yield. Figure 6.13 then shows the dependence log-likelihood ratio

as a function of the cross section.

It is then possible to obtain from the log-likelihood ratio, the 90% Confidence Level
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Figure 6.11: Best fit results, in linear (top) and logarithmic (bottom) scales.

limit on the cross section which can then further be translated to a limit on the coupling

constant. The 90% CL on the cross section is found to be 4.26 × 10−41 cm2. The total

axio-electric cross section, which was used to generate the input solar axion spectrum (with

a nominal value of gAe = 10−11) is = 9.66 × 10−44 cm2. Hence to find the limit on the

coupling constant (gAe), the following equation is used:

gAe ≤
[

4.26× 10−41 cm2

9.66× 10−44 cm2

]0.25

× 10−11 (6.17)

=⇒ gAe ≤ 4.6× 10−11 (6.18)
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Figure 6.12: The Log-Likelihood ratio (depicted by the colour scale) shown as a function of
the cross section and Ionization yield variance.

The result obtained here is approximately an order of magnitude higher than the con-

straint set by the LUX collaboration (gAe ≤ 3.5 × 10−12) [192] and their results, among

other experimental results are shown in Figure 6.14.

6.4.5 Possible Improvements

There is clearly some unexplained background at 4e− ≤ Ne ≤ 7e−. Some of this may

be explained by the tail of trapped electrons [132]. Moreover, there are improvements that

are being made to the background model by D. Franco, P. Agnes and A. Navrer Agasson

[193]. These include the possible addition of some new background components as well as

accounting for the correct shape of the 39Ar and 85Kr β− decay spectra, especially at low

energies incorporating sub-atomic corrections, using the calculations provided in [194,195].

Further, cryogenic distillation can be performed to reduce the 85Kr background and a

further suppression in the 39Ar background is likely to be achieved in the next generation
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propriately profiled. The three vertical lines represent from bottom to top represent the
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DarkSide detector [82]. But xenon has a higher photo-electric cross section than argon,

and hence a higher axio-electric cross section, therefore argon-based experiments must have

lower background rates than xenon-based ones to claim competitive limits.
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Figure 6.14: Various experimental constraints on the axio-electric coupling constant (gAe
on the y-axis) shown as a function of axion mass (on the x-axis). Figure taken from [192].
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Chapter 7

DarkSide : The Future

This chapter discusses the future of the DarkSide program and follows from the published

technical design report of DS-20k [82] and the two most recent progress reports submitted

to the LNGS scientific committee.

7.1 DarkSide-20k

The goal of DarkSide-20k [82] is to discover dark matter. It will build on the successful

experience in operating DS-50. It will have an active mass of ∼ 39 tonnes. DS-20k will have

ultra-low backgrounds which can be measured in-situ.

7.1.1 Detector Overview

See Figure 7.1 for a schematic of the detector. The new concept is to host both the

inner active detector vessel and the veto detector in a large LAr cryostat. The advantage

would be that the inner vessel (containing UAr) would be immersed in a bath of LAr which

would cancel hydro-static pressure and remove all thermal insulation requirements. This

minimizes the amount of material required for the inner vessel and also reduces the amount
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of radioactivity generated close to the sensitive volume. Most of the structural and possibly

radioactive material will be situated at least 2 m away from the inner vessel. The conceptual

design of the outer vessel is based on the experience obtained with the construction of similar

vessels for the DUNE long baseline neutrino experiment [196,197].

Figure 7.1: A 3D drawing of the DS-20K experiment. Figure taken from [198].

7.1.2 Backgrounds

The background sources are typically considered as internal or external. The former cat-

egory consists primarily of radioactive contamination and neutrino interactions in the argon

itself. External background refer to all other classes of backgrounds, arising from radioactive

contamination of instruments, radioactive components and cosmogenic origin. The experi-

ence gained working with DS-50 will guide the background reduction of DS-20k. Electron

recoil background are likely not to be a problem due to powerful discrimination power of
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PSD. Radiogenic neutrons cannot be removed via PSD and the main source for these neu-

trons in DS-50 were the TPC PMTs. DS-20k will deploy SiPMs to readout scintillation light

[199]. These SiPMs will be much more radio-pure than the PMTs previously used, while

simultaneously providing better geometrical coverage, a higher quantum efficiency and a

lower dark count. An irreducible background would arise from neutrino-induced coherent

nuclear scattering. Atmospheric neutrinos and diffuse supernova neutrinos have sufficient

energy to produce nuclear recoils in the WIMP search region. It is impossible to distinguish

on an event-by-event basis, a coherent neutrino-nucleus scattering (CNNS) from a WIMP

recoil. It is expected that 1.6 CNNS events would occur in a 100 tonne-year exposure for

DS-20k. Even though this class of backgrounds is irreducible, it presents an opportunity to

observe previously unseen phenomenon in LAr.

7.1.3 Underground Argon

The DarkSide collaboration has developed a strategy to increase the production of UAr

to procure the requisite amount for DS-20k. The Urania project will extract more than

50 tonnes of UAr meeting the requirement of 47 tonnes for DarkSide-20k. The goal of the

project is to construct a plant which is capable of extracting and purifying UAr at a high

rate (up to 250 kg/day). The aim of the Aria project is to perform chemical purification of

the UAr once it has been extracted by Urania. It will be done by employing a 300 m tall

cryogenic distillation column. Aria can potentially further deplete the 39Ar activity by a

second column. The ultimate goal of the Aria project is to process ∼ 150 kg/day of argon

to achieve a further depletion factor between 10 and 100.

7.1.4 Sensitivity

Since WIMP interaction are expected to be extremely rate, it is essential to keep the

instrumental background rate to less than 0.1 events for the total exposure. Figure 7.3
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shows the number of WIMP-like events that need to be observed in order to reject the null

hypothesis (background only) at the 5σ level as a function of the number of background

events. DS-20k is expected to increase the current best sensitivity to ∼ 1.2× 10−47cm2 for

a WIMP of mass 1 TeV/c2 with an exposure of 100 ton-yr [82] (See Figure 7.2). Moreover

limits on cross sections for low-mass WIMPs will also improve building on the techniques

employed for DS-50.
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Figure 7.2: DM spin-independent cross-section vs. mass limits and sensitivities from previ-
ous argon-based results (including the DarkSide-50 532-live-day limit), current best limits
produced by xenon-based experiments, and expected future sensitivities (dashed and/or
dotted lines). The“neutrino floor“ curve follows the definition of [200]. Figure taken from
[82].

7.2 Cosmogenic Background Simulation

Since single elastic neutron scatters are indistinguishable from elastic WIMP scatters,

background from all sources of neutrons must be reduced below the 0.1 events threshold.

In order to determine the background arising from cosmogenic events, a FLUKA simulation

was developed.
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Figure 7.3: Number of dark matter-like events needed to claim a WIMP observation at the
5σ level, based on the predicted background rate of the experiment, in a linear-linear scale.
Solid lines show the number of dark matter-like events needed, including backgrounds, while
dashed lines show the number of dark matter events after subtraction of the expected back-
ground. Blue, green, and purple curves were made assuming uncertainty on the background
model of 100%, 10%, and 1%, respectively. Figure taken from [82].

The geometry implemented in the simulation was based on the conceptual design of the

experiment taken from [201]. The outer cryostat geometry was obtained from the CERN

group responsible for the construction of the ProtoDUNE cryostat at CERN. The inner

vessel was approximated by a series of cylindrical volumes (with their geometrical centers

coinciding with the centre of the TPC) with approximately the right amount of material.

It consists of the following (see Figure 7.4 for a visual of the implemented geometry):

• A cylindrical plastic shell with a height of 3.8 m and a radius of 2.05 m. The thickness

of the scintillator was set at 30 cm. It was composed of acrylic.

• A cylindrical copper vessel with a height of 3.2 m and a radius of 1.75 m. The thickness

was 1 cm.

• A cylindrical copper field cage with a height of 2.47 m and a radius of 1.46 m. The
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thickness of which was 1 cm on the top and bottom and 5 mm on the sides.

• A cylindrical acrylic vessel with a height of 2.45 m and a radius of 1.455 m. The

thickness of which was 2.5 cm above and below the TPC and 5 mm on the side.

• A cylindrical TPC with a height of 2.4 m and a radius of 1.45 m which contained ∼22

tonnes of UAr.

Figure 7.4: The conceptual design of DS20k implemented in FLUKA. (Left) The cross
sectional view through Hall C. (Right) Cross sectional view through the bottom of the
ProtoDUNE cryostat containing the TPC.

7.2.1 Prompt Background

The study to determine the background to DS-20k follows from that of Section 3.5 and

again is based on [73,108]

The latest datasets of cosmogenic events were prepared (by A. Empl) in context of the

SABRE experiment [202]. These events were recorded on a cylindrical surface with 14 m

diameter and 14 m height. This represents approximately the design of the Water Cherenkov

Veto for the DS-20k baseline design [82].

The height of this virtual cylinder is sufficient to contain the entire protoDUNE [196]
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based cryostat, however, in the horizontal direction, the corners of the cuboidal cryostat

extend approximately 80 cm beyond the curved surface of the cylinder. For the current

simulation then, all recorded particles were moved back along their trajectory to start the

events from a cylindrical surface which completely encloses the cryostat.

The simulation is carried out in two technical steps. In the first step, the energy de-

positions in the outer LAr region and the plastic veto scintillator are recorded. All such

particles which reach the outside of the sensitive volume (TPC) are frozen in place with their

information written to an external file. In the second step of the FLUKA simulation, the

particles which were previously frozen at the TPC are tracked further. Energy depositions

from both steps are subsequently combined. In this fashion, it is possible to reject classes of

events which are not of interest in order to focus on potentially critical events and further

speed up the simulation. At this point, events are rejected if and only if they satisfy the

following three conditions :

• There are more than 6 particles that reach the TPC

• The summed kinetic energy of the particles reaching the TPC is > 1 GeV

• There is a direct muon tracked as entering the sensitive LAr volume.

For the initial study of potential cosmogenic backgrounds, a subset of events was selected

for which not more than two particles reached the TPC and at least one of these particles

was a neutron. Without any further energy considerations, a total of 420 ± 2.5 events per

year are predicted satisfying these constraints.

7.2.2 Results

The results are shown in Figure 7.5. The total livetime of the simulation is ≈ 194 years.

There were no potential background events found. Therefore, a 90% CL upper limit on the

cosmogenic background can be placed at < 2.3/194 = 0.01 events/year.
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Figure 7.5: Two dimensional distribution of events with their energy deposit in the plastic
scintillator on the x-axis and the energy deposit in the outer LAr volume on the y-axis.
These are results for a simulated livetime of ∼ 194 years. Red dots correspond to events
that deposited non-zero but < 1 MeV in the sensitive volume. The blue lines correspond
to the nominal cuts on the energy deposits in the outer detectors. The three highlighted
events correspond to potentially critical events that could not be vetoed solely on the basis of
energy deposits in the outer detectors. They are vetoed based on their multiple interactions
inside the sensitive volume.

167



Chapter 8

Summary and Future Outlook

Astronomical observations have made it clear that a large fraction of the matter in the

universe is dark. The nature of dark matter is yet unknown with a host of theories hoping to

provide a description for what it is. To test various hypotheses, a large number of detectors

exploiting different technologies have been developed in the last couple of decades.

One of the most well motivated candidates for particle dark matter are Weakly Interact-

ing Massive Particles (WIMPs) and liquid noble gas detectors have recently demonstrated

enormous progress in this research. Among LAr detectors, the DS-50 detector has led

the search for high-mass WIMPs by utilizing argon from underground sources. DS-50 has

successfully accumulated ≈ 1.7 years of livetime while operating in a background-free mode.

In Section 2.3, I summarized the procedure to calibrate the single photoelectron response

of the TPC PMTs, which was revisited and improved to reduce uncertainty.

The DarkSide collaboration was able to demonstrate the results of a background-free

blind analysis performed on 532 live-days of collected WIMP search data. Section 4.3

summarizes this result.
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In order to suppress backgrounds, a veto strategy (summarized in Chapter 2) was de-

veloped by the DarkSide collaboration. This veto system was used to identify cosmogenic

events among other classes of background. I evaluated the efficiency of the veto system to re-

ject cosmogenic background using a Monte-Carlo simulation developed for DS-50. Moreover,

I made a prediction for the number of cosmogenic neutrons potentially creating WIMP-like

signals for the 532-day blind analysis with this MC, which was detailed in 3.5.

DS-50 has also set the world’s most sensitive limit for low-mass WIMP-nucleon spin-

independent scattering, spanning masses in the range of 1.8 and 6.0 GeV/c2. At the same

time, it has set the most sensitive limit for WIMP-electron scattering for WIMP masses in

the range of 30 to 50 MeV/c2. This was mentioned in Chapter 4.

Chapter 7 discusses the plans of the DarkSide collaboration to build the DS-20k detector

which will have a fiducial mass 400 times that of DS-50. It will also have lower instrumental

and internal backgrounds by utilizing SiPMs (instead of PMTs) and purification of the argon

via the Urania and Aria projects.

Furthermore, a new veto concept allows the relocation of a large fraction of the radioac-

tive material to distances greater than 2 m from the sensitive volume. I evaluated, via MC,

the efficiency of the DS-20k veto system to reject cosmogenic neutrons, which may mimic

WIMP signals. I discussed this in Section 7.2.

While DarkSide has demonstrated detector technology that is sensitive to WIMPs, In

Chapters 5 and 6, I indicated that other rare event searches such as neutrino-less double

electron capture (0νECEC) and axion-electron scattering, could be performed using the

same detector. This was made possible due to its high quality, low-background and stable

operation in the last few years, and especially due the use of UAr. These searches could lead

to the discovery of yet unobserved phenomena, expanding the horizon of particle physics.

I analyzed data to look for signals of such interactions, but no evidence for the signals

was found. Hence, a lower limit was placed on the half-life of the 0νECEC on 36Ar at
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T1/2 > 1.3×1017 years (Section 5.2.2). Similarly, an upper limit was placed on the coupling

constant associated with the interaction of axions and electrons at gAe < 4.6×10−11 (Section

6.4).

With further research and developments leading to improvements in background-reduction

techniques, it may be possible to find answers to some open problems in particle physics

and cosmology.
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