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Abstract 

Our senses continuously receive a staggering amount of information from our 

environment. To operate efficiently in a natural environment, our brain needs to select in 

real-time a subset of the information impinging on our senses. Two processes play a 

crucial role in real-time stimulus selection and filtering: attentional and decisional 

processes. The broad goal of our study was to investigate how attentional and decisional 

processes select visual inputs for processing. The study was divided into three parts: The 

first and second parts studied visual attention. The last part examined decisional 

processes. In the first part, we investigated the allocation of exogenous attention when 

perceptual groups were formed or dissolved. By varying the relative timing between the 

cue onset and the formation, or dissolution of perceptual groups, we sought to understand 

the relationship between processes organizing inputs into meaningful units (perceptual 

grouping) and the processes selecting from these units (attention). The time-course of 

attentional benefits of grouping was remarkably similar in the case of group formation 

and dissolution, operating within a half-second time frame. The results revealed the 

dynamics of how attention and grouping work in synergy during the transient period 

when groups form or dissolve. 

Attentional processes can be divided into two types: a fast reflexive process, 

called exogenous attention, and a slower, voluntary process, called endogenous attention. 

In the second part, we investigated whether endogenous and exogenous attention, operate 

independently or interact. The experiment demonstrated that there is an interaction 

between the endogenous and exogenous systems when the task was discrimination. The 



x 
  

evidence for interaction was weak when subject’s task was detection. The interaction 

between the two orientation types depends on the validity of both types of orientations. 

When endogenous cue was valid, exogenous cue’s strength was weakened. The 

endogenous cue was significantly dominant than the exogenous cue. The detection tasks 

required significantly less time compared to discrimination tasks.  

In the last part, we examined information sampling by decisional processes. We 

tested the Small Sample Advantage (SSA) theory through predictions and found that for 

the low environmental contingency values, subjects preferred small sample sizes. For the 

remaining values, the prediction results were not conclusive. Under SSA, probability 

density function analysis indicates that the percentage correct can never exceed 50%. 

However, we carried out simulations to test whether the specific realization 

corresponding to our experiment could yield performance higher than 50% under SSA. 

Simulation results showed that indeed this was the case and produced an estimate of 

internal decision level used by the subjects.  
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Chapter 1. Introduction 

1.1. Specific Aims 

   Under natural viewing conditions, our eyes receive a staggering amount of 

information; therefore we need a real-time selection mechanism to be able to operate in 

real-time. Visual attention is a key stimulus selection process. The main goal of our study 

was to investigate how attentional and decisional process select visual inputs for further 

processing. One way to reduce stimulus complexity is to organize the stimulus into 

meaningful units, known as Gestalt grouping. In our previous study, we investigated how 

exogenous attention is deployed to stimuli that form distinct meaningful entities 

(perceptual groups). We showed that exogenous attention is deployed according to a 

reference frame that moves along with the stimulus. Moreover, in addition to the cued 

element of the group, exogenous attention was deployed to all elements forming a 

perceptual group. In our first experiment set, we investigated the allocation of exogenous 

attention when perceptual groups were formed and dissolved.  We varied the relative 

timing between the onset of the cue and the formation, or dissolution of the groups. In the 

second part of the study, we examined whether endogenous and exogenous attentions 

operated independently or interacted during stimulus selection.  Our last study was 

related to how humans make decisions and how decision processes sampled information 

before making a decision. To summarize our objectives, we condensed our studies in 3 

specific aims: 
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Specific Aim 1: to investigate the dynamics of how attention is allocated to 

perceptual groups. In particular, to understand how attentional allocation takes place 

during the formation and dissolution of perceptual groups. 

Specific Aim 2: to investigate whether exogenous and endogenous attention 

operate independently or through interactions. 

Specific Aim 3: to test the hypothesis that small samples lead to better decisions 

than large samples for detecting stimulus contingencies during self-guided exploration. 

 

1.2. Significance and Innovation 

The amount of information coming to our senses and especially to our eyes is 

staggering. Our nervous system is required to select a subset of the received data and 

discard the rest of information. Without filtering what is irrelevant, or without prioritizing 

the information, a real-time analysis of the environment would be impossible. 

Understanding how these selection mechanisms operate is crucial in our understanding of 

how the nervous system functions in a natural environment. Our nervous system carries 

out these functions through attentional and decisional processes. There are many studies 

concerning visual attention, its orienting types, its different coordinates, and their 

interactions.  However, most of these studies used static stimuli in investigating 

fundamental properties of attention. On the other hand, our natural environment is 

dynamic and moving objects often carry a high degree of behavioral relevance. A second 

shortcoming of existing studies is their use of relatively simple stimuli. Gestalt 

psychologists have shown that perceptual grouping, i.e., the organization of stimuli into 
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meaningful units, is a fundamental aspect of visual processing. In fact, by joining related 

parts of the stimuli into a single entity, perceptual grouping plays an essential role in 

reducing the complexity of the stimuli. Hence, it was essential to understand how 

attention and perceptual grouping reduce jointly the complexity of stimuli making real-

time perception possible. Thus, an innovation of our study was to study jointly two 

fundamental processes of stimulus complexity reduction. 

 Another important gap in our knowledge of how the brain selects information was 

the lack of understanding whether the two components of attention, exogenous and 

endogenous attention, operate independently in parallel or through interactions.  The 

current findings in the literature are limited and contradictory. We modified our stimulus 

to investigate whether endogenous and exogenous attention interact for static as well as 

moving stimuli. 

 Moreover, very little is known on how humans sample their environment to make 

decisions. Law of large numbers and common sense suggest that large samples are 

preferable over small samples but how humans choose sample size is not well 

understood. The small sample advantage theory provides a solid mathematical basis for 

the interpretation of how humans examine their surroundings, and makes their decisions. 

The innovation and the significance of the study were to provide a mathematical 

foundation for an approach where small samples are favorable over large samples.  

 The broader significance of this work can be described from three perspectives. 

First, a better understanding of human attentional and decisional processes can lead to a 

better understanding of their dysfunctions as in diseases like Alzheimer’s disease or 

Attention Deficit Hyperactivity Disorder. Alzheimer’s disease and ADHD are known to 
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cause many attentional problems during their early epochs (Corbetta & Shulman 2002; 

Danckert et al 1998; Dodd & Pratt 2005; Hopfinger & West 2006; Snyder et al 2007; 

Renner et al 2006). Second, understanding how humans make decisions can have a 

significant impact in social and economical sciences. Finally, the availability of massive 

data and computing power placed neural network learning systems among the best 

machine learning approaches. However, it is well recognized that a major shortcoming of 

these approaches is their inability to operate autonomously in natural environments and 

actually select inputs upon which they can build their knowledge. Hence, a front-end to 

interface these systems to natural environments is lacking. The research in this 

dissertation addressed the key processes of such a front-end.    

 

1.3. Dissertation Outline 

The dissertation consisted of 7 chapters. The remaining chapters are outlined as 

follows: 

-Chapter 2 gives background information about visual attention, perceptual 

grouping, and decision-making.  

-Chapter 3 describes the 1st study, which examined the exogenous attention during 

perceptual group formation and dissolution. 

-Chapter 4 presents the 2nd study, which explored the interactions between 

endogenous and exogenous attention using static and dynamic groups.  
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-Chapter 5 reports the 3rd and the last study, which examined the small-sample 

advantage during self-guided exploration. 

-Chapter 6 gave the general discussion and future works for the whole dissertation 

combining all the three studies conducted. 
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Chapter 2. Background 

2.1. Visual Attention 

In very short words, visual attention guides us decide where our eyes should move 

next. But before discussing more thoroughly, let’s give some quotes by the pioneers: 

Everyone knows what attention is. It is the taking possession by the mind, in clear 

and vivid form, of one out of what seem several simultaneously possible objects or trains 

of thought (James, 1890). 

 People talk about attention with great familiarity and confidence. They speak of it 

as something whose existence is a brute fact of their daily experience and therefore 

something about which they know a great deal, with no debt to attention researchers 

(Pashler, 1998). 

Attention is the allocation of the limited cognitive resources in order to process 

information in real-time. Due to several factors, there have been significant advances on 

our understanding of visual attention in the past 30 years. Systematical characterization 

of the distinct attentional systems and their perceptual effects by psychophysical 

researchers, single-unit primate neurophysiological studies, neuro-imaging studies 

(functional magnetic resonance imaging fMRI, event-related potentials ERP, steady-state 

visual evoked potentials SSVEP, magneto encephalography MEG), eye-tracking 

technology developments, and computational modeling can be considered as the main 

significant advances in the visual attention field. 
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2.1.1. Anatomy of the Human Visual System 

This section gives only an overview of the anatomy of the human visual system in 

order to understand why we need visual attention. The retina collects the visually 

received information and it is transferred to two distinct brain regions (the lateral 

geniculate nucleus, LGN; and the superior colliculus, SC). The transfer is made possible 

by the optic nerve. Two pathways make possible the transfers. The retino-geniculate 

pathway is responsible for about 90% of the visual information to the visual cortex and it 

covers both the spatial and temporal information. Collicular pathway, on the other hand 

carries important data for visual attention and eye movements.  

The retina is located inside the back lining of the eye and contains photosensitive 

cells. The retina cells are classified into two categories: rods and cones. Fig 2.1 shows the 

distribution of rods and cones in the retina. There are 5x106 cones inside the retina and 

they are responsible for color vision. As seen on the figures, cones are not uniformly 

distributed in the retina. On the other hand, there are only 108 rods in the retina, and they 

are responsible for night vision. Rods are highly concentrated on the central part of the 

retina called fovea.  Through both sides of eccentricity, cone concentration decreases. 

The photoreceptors are connected to the ganglion cells through bipolar cells. We can 

classify ganglion cells into three categories: M (Magno) ganglion cells, P (Parvo) 

ganglion cells, and a third category for neither M nor P ganglion cells. P ganglion cells 

are usually associated with central vision; they are connected to the cone cells located in 

the fovea. On the other hand M ganglion cells are connected to the cone cells located in 

the periphery. Beside their location differences, they are different in terms of spatial and 

temporal resolution. P ganglion cells have smaller receptive fields compared to M 
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ganglion cells, creating a higher spatial resolution. M ganglion cells have better temporal 

resolution (Boucart et al., 1998).  

 

Fig 2.1. Spatial distribution of photoreceptors (rods and cones) in the retina (from Sekuler & 
Blake) 

 
The thalamus is located in the dorsal and anterior region of the brain and contains the 

lateral geniculate nucleus (LGN), the pulvinar nucleus, and the reticulate nucleus (RN). 

The mail role for the lateral geniculate nucleus is to feed the visual information to the 

cerebral cortex. Three different type of cells form the LGN: parvocellular, magnocellular, 

and koniocellular. The parvocellular and magnocellular cells are the proceeding cell 

modules respectively for P and M ganglion cells located inside the retina. They feed two 

different visual information streams (Levine, 1985). The third and last type of the 

ganglion cells corresponds to the koniocellular cells of the lateral geniculate nucleus. The 

other part of the thalamus is the reticular nucleus and it influences the attentional 

mechanisms (Milanese 1993, Bollmann 1999). This region can be considered like an alert 

mechanism to increase the speed and effectiveness of the visual attention system.  

               There are approximately 1010 cells inside the visual cortex. The area V1, also 
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called the primary visual cortex or striate cortex can be considered as a “hub” of the 

hierarchy due to the fact that V1 represents the main gate for the visual information 

received from lateral geniculate nucleus. 50% of the information received at V1 comes 

from the fovea. The visual information is then transmitted to V2. After V2, information is 

feed to two different pathways: the parvocellular stream goes to V4 whereas the 

magnocellular goes to V3 and V5 (MT: middle temporal area). As seen in Fig 2.2, until 

V2 both pathways (where and what) have common regions. V4 is usually associated with 

color and form. Inferior temporal cortex (IT) is responsible for object recognition. That’s 

the reason this stream is also known as the “what” pathway. V5 is responsible for 

dynamic object localization, motion answering the question of “where”. Where pathway 

plays an important role for visual attention deployment (Itti & Koch 2001). We can easily 

characterize these findings not just to humans but also to primates as well. 

 

Fig 2.2. Where and What Pathways  
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2.1.2. Organization of the Human Visual Attention System 

Even though we showed the responsibilities of several brain regions in the visual 

system, their clear definition does not exist. Still, we learned much more knowledge 

about human visual attention through functional Magnetic Resonance Imaging (fMRI) 

and through several patients. There are three main hypotheses for the organization of the 

human visual attention system and they are all scattered over several brain areas. 

 

2.1.2.1. Posner’s Hypothesis 

 

Fig 2.3. Posner’s hypothesis showing the three main regions involved with visual attention (from 
Posner and Peterson 1990). 
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Posner’s hypothesis consists of three main categories (Posner, Peterson 1990): 

first, the attentional focus needs to disengage from its original location needs to shift and 

last it needs to re-engage to a new location.  As seen from Fig 2.3, the Posterior Parietal 

made the disengagement possible while the Superior Colliculus was responsible from the 

shifting process. The engagement was made possible the pulvinar area. 

 

2.1.2.2. Caltech’s Hypothesis 

 The hypothesis was first created by Koch and Ullman (Koch, Ullman 1985) and then 

developed by Niebur (Niebur & Koch 1996 & 1998). According to the hypothesis, basic 

features are drawn at V1, motion at MT, and color at V4. These features form a saliency 

map residing at LGN. After everything, Winner-Take-All network detects the most 

salient scene location. 

 

 
 
Fig 2.4. Caltech’s hypothesis based on feature extraction at V1 level integrated with a Winner-

Take-All network (from Koch, Ullman 1985). 
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2.1.2.3. Milanese Hypothesis 

 

Fig 2.5. Milanese feedback hypothesis (from Milanese 1993) 

 

Milanese extended Caltech’s hypothesis by combining it with the work of Posner 

(Posner, Peterson 1990) and of Desimone (Desimone et al., 1990). The result was more 

detailed description. Similar to Koch, it suggests several cortical areas being responsible 
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for features. The integration process was made by superior colliculus. The thalamus was 

responsible for a final map of visual attention.  

 

2.1.3. Mechanisms of Visual Attention 

There are three main mechanisms of visual attention to describe in this section: 

selectivity, capacity limitation and sense of exertion. To study selectivity, visual search 

and Feature Integration Theory need to be studied (Treisman & Gelade, 1980). Treisman 

and colleagues presented a paradigm, in which the subject was shown both target and 

distractor stimuli. They varied the display size (number of stimuli) for each trial. The task 

was to decide whether the target was present in that trial or not as fast and accurate as 

possible. The duration of the decision was graphed as a function of display size to show 

the distractor effects. The proposed work by Treisman and Gelade was two different 

modes of visual search: parallel and serial modes. According to their theory, search rate, 

which was the slope of the graph mentioned above, was an indicator for whether the 

subject used parallel or serial search. Increased slope would mean parallel processing. On 

the other hand, if the function resulted with a linear increase, the search would be 

assumed to be serial (Muller & Krummenacher, 2006). Fig 2.6 briefly describes the two-

staged flow diagram of Feature Integration Theory. 

 

Fig 2.6: Flow Diagram of Feature Integration Theory 
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Selective attention is how we filter the irrelevant and focus on “what really 

matters”. Another mechanism beside selectivity of the visual attention is the capacity 

limitation, which limits the parallel visual search ability discussed in the above 

paragraph. The capacity becomes important when dealing with visual short-term memory 

(VSTM).  VSTM have role in perceptual and cognitive functions, is supported by several 

brain regions, but it’s capacity is strictly limited. A classic paradigm to experiment 

VSTM is to display several different colored disks and after giving some time (retention 

period) to the subjects, with the help of a probe, the task is usually to decide whether the 

probed disk matches to the one of the previous disks as in location and/or in color (Todd 

& Marois, 2004). 

The last mechanism in this section is the effort (sense of exertion) due to visual 

attention. It is known that when a location or an object is allocated, the efficiency of the 

process around it increases.  Attention can be allocated voluntary (endogenous control) or 

automatically, (exogenous control). Although different mechanisms create these two 

different brain activities, the neural map for both types of attentional control is believed 

to be overlapping (Rosen et al., 1999; Gonen et al., 2016). Next section will give more 

details about the two types of attentional orienting. 

 

2.1.4.  Endogenous vs. Exogenous Attention 

Generally, attentional orienting is divided into two main categories: endogenous 

attention and exogenous attention (Posner, 1980; Jonides, 1981; Weichselgartner & 

Sperling, 1987; Müller & Rabbitt, 1989; Nakayama & Mackeben, 1989; Cheal & Lyon, 
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1991; Egeth & Yantis, 1997; Carrasco 2011; Boi et al., 2011). Endogenous (top-down) 

attention is slow, allocated by voluntary control to a stimulus (e.g. an object) or location. 

Exogenous (bottom-up) is the fast, involuntary, reflexive component of the visual 

attention. It is relatively faster compared to endogenous attention. The general paradigm 

to examine endogenous and exogenous attention is Posner’s double cueing paradigm 

(Posner, 1980; Posner & Cohen, 1984, Moore et al., 1998), in which a target is preceded 

by a peripheral or a central cue. The endogenous attention is allocated by a central cue 

(e.g., an arrow) marking the possible location of the target depending on its validity 

percentage.  A central cue is generally presented in the center of the screen, usually at the 

same location of subject’s focus of attention. It generally (but not necessarily) allocates 

endogenous attention. A peripheral cue is very brief abrupt, generally presented outside 

of the focus of attention. It mainly allocates exogenous attention.  Generally stimuli 

presented at the cued locations require less time to detect compared with the uncued 

locations, leading to a conclusion that the endogenous attention shifted to the cued 

location. In the exogenous processing, instead of a central cue, an abrupt onset cue is 

presented at one of the target locations. The cue, having an abrupt onset creates an 

automatic allocation for the attention. As in the endogenous attention, the cued locations 

require less time to detect compared with the uncued locations. From the memory point-

of-view, the memory load can disrupt endogenous attention performance, whereas 

exogenous attention is independent from the memory load (Chica et al., 2006; Chica et 

al., 2013).  Exogenous and endogenous attention differ both qualitatively and 

quantitatively. Exogenous attention's effect is more seen at early stages of processing. It 

affects the stimulus enhancement, external noise reduction, and perceptual processing in 



 
 

16 

object-based coordinates. On the other hand, endogenous type of orienting works at late 

stages of processing (Chica et al., 2007; Chen et al., 2012; Chica et al., 2013). Even 

though the two mechanisms are considered to be independent, several studies concluded 

that they interact (Busse et al., 2008; Chica et al., 2008; Chica et al., 2013; Posner et al., 

1985; Jonides et al., 1981; Chen et al., 2012; Grubb et al., 2015). Generally when the task 

includes discrimination, instead of detection: endogenous attention usually increases the 

effect of exogenous attention (Chica et al., 2013). Considering the previous studies, we 

reach the conclusion that there are two different neural substrates having common regions 

to create the noted interaction above. The two neural circuits responsible for endogenous 

and exogenous attention are only partially segregated. The literature is not in line with the 

point-of-view that both endogenous attention and exogenous attention use two different 

limited-capacity pools interacting each other. 

 

2.1.5. Attentional Selection Theories 

Several attentional selection theories use the example of a bottleneck restricting 

the rate of the flow. Narrower the bottleneck, the rate of flow would decrease. Even 

though almost all of them use the “bottleneck principle”, they differ in many aspects. Our 

study focus is not on different types of attentional selection theories, though we will 

provide only brief information on the most main ones. They all agreed that extensive 

filtering was a necessity due to limited pool of resources. The main point where they all 

disagreed was the place of the filtering. Broadbent (1958) defended an early-filter 

processing based on physical attributes such as location. According to Broadbent, 

unattended information was not even processed beyond its location. An alternative to 
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Broadbent’s theory was more of a late-processing mechanism suggested by Deutsch & 

Deutsch (1963) and by Duncan (1984), these studies defended the view that selection 

mechanism was efficient after the categorization of the inputs. A third category is the 

intermediate view by Treisman (1960). According to her, the unattended information is 

also processed but not the same degree as the prior information. 

As said, our study focus was not selection theories. For further information about 

this topic, Pashler’s (1998) extensive review of the literature is suggested.  

 
 

2.1.6. Object-based vs. Space-based Attention 

The traditional view is that visual attention has two coordinates: space-based and 

object-based attention (Abrams & Law, 2000; Duncan, 1984; Egly, Driver, & Rafal. 

1994; Egly, Driver, Rafal, & Starrveveld, 1994; Iani, Nicoletti, Rubichi, & Umilta, 2001; 

Lamy & Egeth, 2002; Reppa 2012; Soto & Blanco 2004; Theeuwes et al. 2013; Ro & 

Rafal 1999). In space-based coordinates, visual attention is allocated to locations. 

Evidence for space-based attention comes from cuing tasks, allocating visual attention to 

a region. Spotlight (Eriksen & Eriksen, 1974; Eriksen & Hoffman, 1973; Hoffman & 

Nelson, 1981; Posner, 1980; Posner, Snyder, & Davidson, 1980), or zoom lens (Eriksen 

& St James, 1986; Eriksen & Yeh, 1985) metaphors are used to describe space-based 

attention. The evidence obtained from visual cuing experiments shows that attention 

needs more time for allocation as the distance between the cue and the target increases 

(Lamy & Tsal 2000; Shulman et al., 1979; Tsal, 1983; Brown et al., 2006). In object-

based coordinates, attention is directed to an item or multiple items indicating a group of 
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items coherently linked to each other. The definition of the object concept is still 

ambiguous among attention researchers (e.g., Humphreys & Riddoch 2003; Kasai, 

Moriya, & Hirano 2011; Marr 1982; Pinna 2014; Scholl 2001; Vecera 1994; Vecera & 

Farah 1994; Prinzmetal 1981). The object concept was defined in many different ways. 

We believe that the concept of objects can be explained by the use of perceptual groups. 

 

2.1.7. Dynamic Stimuli 

One of the main challenges in object-based attention studies is the problem of 

differentiating the object cueing effects vs. the effects coming from their locations if the 

paradigm is dynamic instead of static. The solution to this problem is to cue both the 

object and the location within different trials. This method would allow the object effects 

being separated from its location-based (spatial) effects. If the visual system works only 

location-based, then the movement based effects will not be present. However, if it were 

the other way around, then the benefits would be still present. This technique was 

generally used for Inhibition of Return studies (Abrams & Dobkin, 1994; Behrmann & 

Tipper, 1999; Christ et al., 2002; Gibson & Egeth, 1994; Kahneman et al., 1992; Lamy & 

Tsal, 2000; McCrae & Abrams, 2001; Müller & von Mühlenen, 1996; Ro & Rafal, 1999; 

Soto & Blanco, 2004; Tipper & Behrmann, 1996; Tipper et al., 1991; Tipper, Jordan, & 

Weaver, 1999; Tipper et al., 1994; Umiltà et al., 1995; Vivas, Humphreys, & Fuentes, 

2008; Weaver, Lupiáñez, & Watson, 1998). This technique was also used to find the 

facilitatory effects (Lamy & Tsal, 2000; Soto & Blanco, 2004, Ro & Rafal, 1999, Gonen 

et al., 2014). Attentional effects for dynamic stimuli were present as well. In their stimuli, 

comparing the distance to understand the location-based effects of cuing; the distance 
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between the cue and the cued object was less short than the distance between the cue and 

the uncued object. In these studies, the results showed the potential additional influence 

of the spatial effects to the objects effects observed.  In Ro & Rafal’s (1999) work, spatial 

effects were compared to equidistant within-object and between-objects effects, and the 

facilitatory effects from exogenous cues were observed. 

 

2.2. Perceptual Grouping and Organization 

Perception is the received, filtered, processed information from all senses. The 

sensory inputs are crucial to perceive the environment around us. In order to create a 

complete representation, sound, touch, body balance, taste, acceleration but also visual 

perception is required. We can generally categorize visual perceptual operations into two: 

bottom-up (data-driven) and top-down processes. Bottom-up processes start from retina 

and go to visual cortex. Through the process, each region is responsible for a more 

complex process compared to the previous region. On the other hand, top-down processes 

depending on prior knowledge and past experience, the complete stimuli are used to 

understand the smaller parts.  

 

2.2.1. Gestalt Theory 

Christian von Ehrenfels first introduced Gestalt concept. The roots of it go to the 

theories of David Hume, Immanuel Kant, Johan Wolfgang von Goethe, David Hartley, 

and Ernst Mach. After the introduction of Gestalt concept, Max Wertheimer firstly 

introduced the Gestalt psychology. According to Gestalt approach, the brain is seen as a 
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whole and analog in a holistic approach. The mechanisms are considered as non-linear. 

Kurt Koffka in his famous quote: “The whole is greater than the sum of its parts” 

describes the theory. In German, the word (Gestalt) means shape or form. The main 

difference between the behaviorists and Gestaltists is that behaviorists try to understand 

the brain in a modular way. On the other hand, Gestaltists are interested in the general 

organization of the whole brain.  Koffka, Wertheimer, and Köhler, when analyzing 

perception, they put into account the whole background, and environment for a better 

holistic picture. This holistic approach created the global principles of perception. Even 

though Gestalt is a globally accepted theory, there are critics suggesting that the theory is 

only descriptive. Prägnanz, which is the indispensable principle of the Gestalt laws of 

grouping, is the concept of categorizing our experience in a regular, simple, symmetrical 

manner. There are several Gestalt examples; some of them are very famous like the 

waterfall illusion or the rabbit-duck illusion. Another one is the Kanizsa triangle, which 

seems to be a triangle, no existence in reality. The brain tends to complete these images 

to give a meaning.   

We can organize the principles of grouping or “Gestalt laws of grouping” into 7 

main categories: proximity, similarity, closure, symmetry, good continuation (continuity), 

common fate, and good form (good Gestalt). Over the time several categories were 

introduced as additional categories. 

Proximity: This principle states that, if all the remaining features are equal, the 

perception tend to group the stimuli being closer than the rest.  

• Similarity: In this principle, if the seen stimuli resemble each other; the perception 

tends to group that part as same objects (groups), and vice versa holds as well.  
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• Closure: In this principle, the mind tries to complete the objects that it processes, 

even though it’s incomplete, obscured, partially hidden. With this ability to complete 

things by filling in, we have less missing information. The closure principle has also 

survival role in hunting and escaping in the nature. 

• Symmetry: This organization principle states that the mind always tries to categorize 

the visible stimuli into symmetrical even groups. 

• Continuity: This principle, also called “good continuation” creates a differentiation 

when there is a visual overlap on the allocated object or space. Lines or curves that 

follow abrupt changes are organized and grouped in a way that would make 

meanings.  

• Common Fate: this principle suggests that if the visual stimuli move in the same 

direction, they are all considered as a single group. A flock of birds is the perfect 

example for the common fate condition. Hundreds of birds are perceived as a unified 

whole group. 

• Good Form: This phenomena making the environment’s perception more simple, 

eliminates the complexity and the irregular patterns. This principle is also called “the 

law of Prägnanz”. 

  (Gonen, Master of Science thesis, 2013). 
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Fig. 2.7: Wertheimer’s classical principles of grouping (from Palmer 1999). 

 

2.3. Decision Making 

In psychology, decision-making is considered as a cognitive process. It usually 

results with a selection of action or no action among the present possibilities. Each 

decision-making creates a final product but it doesn’t have to cause action. Decision-

making is a two-step process, in which first, the identification and then second the choice 
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between the alternatives based on the parameters and preferences. Over the years, 

decision-making topic became interesting and challenging for neuroscientists and 

cognitive scientists. fMRI studies showed that several brain regions including the anterior 

cingulate cortex (ACC), orbitofrontal cortex and ventromedial prefrontal cortex are 

involved in process (Walton et al., 2004).  Damasio and Antonio (1994) found that 

patients having damage to the ventromedial prefrontal cortex have challenges when 

making decisions. When designing a paradigm to study decision-making, usually 2AFC  

(two-alternative forced choice task) is used within a certain time period. A 2AFC 

decision-making study on rhesus monkeys concluded that parietal cortex is not just 

responsible to make a decision but also the degree of certitude (confidence) for that 

decision (Gold et al., 2007; Kiani et al., 2009). Kennerley et al. (2006) found that lesions 

at anterior cingulate cortex in the macaque monkey caused an impaired decision-making. 

 

2.3.1. Small Sample Advantage (SSA) Theory 

In cognitive research, the information gathered, the amount of it, if taken as a 

function, cannot take any negative values. Similar to economist approach, as in money or 

power, the value of the information increases monotonically with its amount (Fiedler & 

Kareev, 2006). The typical form of a monotonically increasing, negatively accelerated 

learning curve shows that gain from a high number of trials (or practices) may become 

zero at the asymptote but it never loses of its value (for a no-loss system). This theory 

asks this challenging question of whether smaller samples can lead to better decisions 

when compared to large decisions. A study revealed that retail customers are more 

satisfied with their purchases when their decisions are based on quick “gut” decisions 
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(Wilson & Schooler, 1991). Several studies confirmed that increasing the amount of 

information could lead to performance drops even though measured performance was 

independent from fatigue or overload (Borges, Goldstein, Ortmann, & Gigerenzer, 1999; 

Elman, 1993; Gigerenzer & Goldstein, 1996; Hertwig & Todd, 2003; Krauss & Wang, 

2003; Martignon & Hoffrage, 1999; Newport, 1988, 1990). Bernoulli’s law of large 

numbers is usually taken granted when it comes to decisions based on contingent event. 

Kareev (Kareev, 1995, 2000; Lieberman & Lev, 1997) found that contingencies could be 

decided better with small samples under some conditions (boundary conditions).  

Fiedler and Kareev (2006) observed small sample advantage over large samples 

using a satisficing-choice framework under clear, specific boundary conditions. They 

analyzed accuracy and confidence of the decisions as a function of sample size. In a 

nutshell, their vital assumption was that subject could only decide and produce a choice 

only if the sample exceeded a clear-cut decision threshold. Otherwise no choice would be 

possible, and additional information was not received.  

In Fiedler and Kareev’s study,  (2006) a proof of the small samples outperforming 

large samples was provided investigating the quality of decisions based on a contingent 

binary choice. The paradigm was composed of 2 X 2 contingencies between two options 

focusing on the sample size and the quality of the choice (More information about their 

framework and theoretical base is available in the 5th chapter of the dissertation). According 

to the authors, the subjects implement a threshold-based decision mechanism regarding 

their output. A decision can be made only if the contingency of the sampled environment 

passes the pre-determined threshold meaning that the subjects decide with the help of a 

“clear-cut picture of evidence before they make a choice”.  
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Fiedler and Kareev (2006) conducted two empirical experiments to search for the 

small sample advantage. In the first experiment, they asked the subjects to decide 

between two potential job-candidates relying on sampled evidence (positive or negative) 

until subjects were satisfied enough to stop. They discovered negative correlations 

between sample size and performance. They also found negative correlations between 

sample contingency and sample size. In their second experiment, subjects were given 

fixed sample size and they scored better for small samples in specific trials. The chosen 

trials were the ones with specific decision thresholds.  

One of the many critics regarding their research is that the sample contingency is 

usually on the extreme for small than large samples because of the fact that small samples 

doesn’t represent the rare events (Evans & Buehner, 2011; Hertwig & Pleskac, 2008). 

Several studies criticized small sample advantage theory claiming that it is against human 

behavior due to the fact that the theory-model is independent of several factors such as 

fatigue, overload, or noise. Griffin and Tversky (1992) suggested that humans seem to 

adapt dynamic (lowering) thresholds. Cahan (2006) in his commentary argues that small 

sample advantage is not intuitive and its focus can only be for binary choice scenarios. 

Cahan argues that small sample advantage does not contradict law of large numbers. He 

describes the small sample advantage as an application to estimate, while concluding 

Fiedler and Kareev’s work as “false alarm”. 
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Chapter 3. Exogenous Attention during Perceptual Group 

Formation and Dissolution 

3.1. Introduction 

Under natural viewing conditions, a large amount of information reaches our 

senses and the brain uses visual processes to reduce the complexity of the stimuli in order 

to operate in real-time. One of the complexity reduction processes is attention, which can 

prioritize and/or filter select parts of the stimuli for further processing. Another process of 

complexity reduction is perceptual grouping, which consists of clustering together stimuli 

according to certain regularities that generally indicate a common origin (Wagemans et 

al., 2012; Wertheimer, 1923). Instead of processing every pixel in an image as an 

independent input, perceptual grouping allows the processing of millions of pixels united 

into wholes (e.g., a face). Given that both attention and perceptual grouping play a major 

role in stimulus complexity reduction, it is important to understand how they work 

together to make real-time perception possible. 

Visual attention has two modes of orienting (e.g., Cheal & Lyon, 1991; Egeth & 

Yantis, 1997; Jonides, 1981; Müller & Rabbitt, 1989; Nakayama & Mackeben, 1989; 

Posner, 1980; Posner & Cohen, 1984; Weichselgartner & Sperling, 1987; Nakayama & 

Mackeben, 1989; Gonen et al., 2014; Carrasco 2011; Boi et al., 2011): Endogenous 

attention is under voluntary control and can be allocated flexibly to stimuli based on task 

demands. Hence, stimulus complexity reduction by endogenous attention takes place on a 

voluntary and task-dependent fashion. For example, when searching for a red object, 

endogenous attention can be deployed to enhance the processing of red stimuli while 
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suppressing the rest of the stimuli. On the other hand, exogenous attention is involuntary 

and constitutes a reflexive response to the stimulus itself. Because it lacks the flexibility 

inherent to the endogenous attention, a question arises as to which aspects of a stimulus 

does the exogenous attention become allocated.  

Several studies reported that, similar to endogenous attention, exogenous attention 

too can be allocated to retinotopic and spatiotopic locations as well as to “objects” (e.g., 

Boi, Vergeer, Ogmen, & Herzog, 2011; Brown, Breitmeyer, Leighty, & Denney, 2006; 

Egly, Driver, & Rafal, 1994; Egly, Rafal, Driver, & Starrveveld, 1994; Iani, Nicoletti, 

Rubichi, & Umiltà, 2001; Lamy & Egeth, 2002; Lamy & Tsal, 2000; Moore, Yantis, & 

Vaughan, 1998; Reppa, Schmidt, & Leek, 2012; Theeuwes, Mathôt, & Grainger, 2013; 

Vecera, 1994). However, what defines an “object” remains an ill-posed problem (e.g., 

Humphreys & Riddoch, 2007; Kasai, Moriya, & Hirano, 2011; Marr, 1982; Pinna, 2014; 

Scholl, 2001). Contour closure is often used as an important property of objects and 

explanations of how attention spreads from the location of the cue to the entire object 

may be based on a process that is limited by the closed contours of the object (e.g., Carey 

& Xu, 2001; Scholl & Leslie, 1999). However, “object”-based attentional benefits have 

been reported for stimuli with open contours (e.g., Avrahami, 1999; Marino & Scholl, 

2005; Marrara & Moore, 2003), for gestalt groups without contours (Marrara & Moore, 

2003) as well as for spatio-temporal gestalt grouping relations (Boi et al., 2011; Gonen et 

al., 2014).  

These findings suggest an important role for perceptual grouping in the allocation 

of exogenous attention; it directs exogenous attention to simpler and behaviorally 

meaningful wholes rather than an indiscriminate spread over the complex stimulus.  



 
 

28 

Recent studies also showed a more nuanced concept of “object” from perceptual 

object to semantic object (Li & Logan, 2009;Yuan & Fu, 2014) or to a higher-level of 

object (Zhao et al., 2014). Li and Logan showed that forming a compound word is much 

more efficient in terms of attentional shift when compared to a non-word (Li & Logan, 

2009). Yuan and Fu demonstrated that relation-based knowledge could also link objects 

to form perceptual-based groups similar to Gestalt principles (Yuan & Fu, 2014). Zhao 

and colleagues studied the object representation strength by comparing the top-down 

objects to bottom-up objects, they found that the attention would be allocated to the 

higher strength object  (Zhao et al., 2014).    

In our previous study, in which we investigated the joint operation of exogenous 

attention and perceptual grouping (Gonen et al., 2014), we used the grouping principle of 

“common fate” to form distinct groups of moving disks and showed that when a cue was 

presented in one of the disks, it facilitated responses not only for the cued moving disk 

but also for other disks that shared the same direction of motion as the cued disk (Gonen 

et al. 2014). In other words, exogenous attention was allocated to the entire perceptual 

group formed by the principle of common fate. The common fate principle is known to 

affect perceptual organization and hence attentional allocation using perceptual objects 

(Kahneman & Henik, 1981; Tipper et al., 1990; Watson & Kramer, 1999). Kahneman 

and Henik argued that pre-attentive processes are responsible for early perceptual units or 

perceptual objects. After the pre-attentive processes, by the allocation of attention, the 

process of analyzing all the properties of the perceptual object is done (Kahneman & 

Henik, 1981). Tipper, Brehaut, and Driver found that distractors moving with the same 

speed as the targets create more inhibitory performance compared to static distractors 
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because of the common fate principle (Tipper et al., 1990). Watson and Kramer, in their 

“wrench-shaped object” study, demonstrated that the perceptual groups or objects don’t 

have to be single-regioned as long as all the regions inside the perceptual group (or 

object) are task relevant (Watson & Kramer, 1999). 

In Gonen et al. (2014), a stable perceptual group was already established at the 

time the cue appeared. In a natural environment, groups can be dynamically formed and 

dissolved. For example, a herd of animals may initiate a coordinated movement pattern; 

as an animal in camouflage starts to move, movements of different body parts can 

dynamically form a perceptual group; similarly when the herd disperses or the animal 

stops the dynamic perceptual group dissolves.  

In many survival situations, it is important to detect and allocate attention to such 

dynamic groups as soon as possible. Similarly, as a dynamic group dissolves, it is 

important to be able to maintain the identity of the group as long as possible. The goal of 

the current study was to investigate how exogenous attention is allocated during the 

formation and during the dissolution of perceptual groups. To achieve this goal, we 

conducted two experiments: one with the formation and the second with the dissolution 

of perceptual groups. 

 

3.2. Experiment 3.1: Exogenous Attention during Group Formation 

The goal of the first experiment was to investigate the allocation of exogenous 

attention during the formation of perceptual groups. 
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3.2.1.  Methods 

In this section, the respected protocol, the apparatus used and the procedure in 

designing the experiment are discussed. 

 

3.2.1.1. Protocol and Subjects 

All experiments reported in this study were conducted in accordance with the 

federal regulations, 45 CFR 46, the ethical principles established by the Belmont Report, 

and the principles expressed in the Declaration of Helsinki, according to a protocol 

approved by the University of Houston Committee for the Protection of Human Subjects. 

Twelve University of Houston students participated in each experiment. All subjects had 

either normal or corrected-to-normal vision. With the exception of the first author who 

served as subject, all subjects were naïve to the purpose of the experiments. Subjects’ 

participation was voluntary and they gave their written informed consent according to a 

protocol approved by the University of Houston Committee for the Protection of Human 

Subjects. 

 

3.2.1.2. Apparatus 

The stimuli were presented on a 20-inch NANAO FlexScan color monitor in a 

dark room. The resolution of the display was 656 X 492 pixels with a 100 Hz frame rate. 

A video card (Visual Stimulus Generator; VSG 2/3) manufactured by Cambridge 

Research Systems was used for stimulus generation. A head-and-chin-rest was fixed at a 

distance of 1 meter from the display monitor. The screen size was approximately 23 ̊ X 
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17.5 ̊ and one pixel corresponded to 1.7 arcmin. A joystick interfaced to the VSG board 

was used to measure reaction times.  

 

3.2.1.3. Stimulus and Procedure 

Fig. 3.1 shows a schematic depiction of the stimulus. The stimulus consisted of 

six disks. Each disk had a diameter of 0.8° visual angle. The fixation point was a white 

plus sign (+) placed in the center of the monitor. Each disk moved along a linear 

trajectory with a speed of 5 deg/s. When the paths of different disks crossed, they 

continued their independent linear trajectories by passing across each other. The initial 

positions of the disks were selected inside a virtual circle centered on the fixation point 

and of diameter 5° so that the disks would never reach the edge of the screen. The CIE 

1931 XYZ space was used. The colors for all the disks were blue with a luminance of 4 

cd/m2 (CIE XYZ coordinates: 0.3044, 0.6541, 4). The background was black. The cue 

and the target appeared on top of one disk, and had smaller diameters (0.6° visual angle) 

than the disks. Their CIE color coordinates were 0.2044, 0.48085 corresponding to white 

color with a luminance value of 20 cd/m2. The task of the subject, while fixing his/her 

eyes to the fixation cross, was to press a joystick button as soon as the target appeared. 

At the beginning of each trial, six disks, with randomly chosen six starting positions 

(inside the aforementioned virtual circle), started to move along linear trajectories, with 

each direction of motion selected randomly. Prior to grouping, each disk moved with a 

randomly selected direction of motion with the constraint that they were 20 degrees apart 

from each other in order for them not to form a prior perceptual group.. At the start of the 

grouping, half of the disks moved with a common randomly selected direction, whereas 
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the other half moved with a common randomly selected direction. The two directions of 

motion were selected randomly with the constraint that they were at least 30 degrees 

apart from each other in order to have a salient difference between the two groups.  After 

the initial preview period of 500 ms, the cue appeared in one of the randomly selected 

disk and traveled along with this disk for 100 ms and disappeared at the end of the 

100ms. A target was presented in one of the disks 100 ms after the disappearance of the 

cue. The target also traveled with the disk. Catch trials were included, in which no target 

appeared and the subjects had to abstain from pressing the joystick button. Any incorrect 

responses on catch trials were indicated to the subject by audio feedback. The maximum 

duration of the target was set to 1000 ms, during which the subject had to press the 

joystick button.  

The experiment had a total of 16 different values of the independent variable, 

which was the start of grouping with respect to the onset of the exogenous cue (Cue 

Onset Asynchrony with respect to Grouping, COAG). Fig 2 shows the relationship 

between the Cue Onset Asynchrony with respect to the Target (COAT), which was fixed 

at 200 ms to obtain a strong exogenous attention effect (Klein, 2000), and COAG for each 

of the 16 values of COAG. Each red box in this figure represents a different case in terms 

of COAG. In the 1st case, COAG was set to -500 ms (the earliest moment possible),  thus 

grouping started from the very beginning, so COAG was -500ms. 
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Fig 3.1. The sequence of events when grouping starts 100 ms after the cue onset (i.e., Cue Onset 
Asynchrony with respect to Grouping, COAG = 100 ms) (a), and when grouping starts 
500 ms before the onset of the cue COAG = -500 ms (b). Each trial started with a 
preview of 500 ms. Following the preview, the exogenous cue was presented for 100 ms. 
The cue onset asynchrony with respect to the target (COAT) was set to 200 ms; i.e., the 
target was presented 200 ms after the onset of the cue. The target stayed on for 1000 ms 
or until the subject’s response. Vertical red arrows indicate the initiation of grouping. 
As shown in the last frame, there were four different target options: the target could 
appear (i) in the cued disk (Valid), or (ii) in a non-cued disk that moves in the same 
direction as the cued disk (Invalid Within), or (iii) in a non-cued disk that moves in a 
different direction than the cued disk (Invalid Between), or (iv) at the spatial location 
where the cue appeared initially (Invalid Space).   
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Fig 3.2. A simplified overview of the relationship between the Cue Onset Asynchrony with respect 
to Grouping (COAG) and the Cue Onset Asynchrony with respect to the Target (COAT) 
for the 16 values of COAG. Each box depicts the onsets of the cue and the target. COAT 
was fixed at 200 ms to obtain a strong exogenous attention effect (Klein, 2000). The 16 
COAG values are represented in the timeline. When COAG = 0, the onset of grouping 
occurs at the same time as the onset of the cue. 

 

This case was identical to the experiments in Gonen et al. (2014). Motion 

trajectories during the entire trial consisted of two linear randomly chosen trajectories. 

The case where the COAG was 0 refers to the case in which grouping and the onset of the 

cue happened at the same time. In the case where the COAG was 1200, there was no 

grouping, since 1200 ms corresponded to the end of the target presentation. As shown in 

Fig. 2, the values for COAG were -500, -400, -300, -200, -150, -100, -50, 0, 50, 100, 150, 

200, 250, 350, 450, and 1200. The “Valid” target appeared in the same disk as the cue. 
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The “Invalid Within” target appeared in a disk that belonged to the same perceptual 

group as the cued disk  (i.e., a disk that moved along the same motion direction as the 

cued disk). “Invalid Between” target appeared in a disk that did not belong to the same 

group as the cued disk (i.e., a disk that moved along a different direction of motion than 

the cued disk). Another target option was “Invalid Space”, in which, the target did not 

appear in any disk, but its appearance was in the original retinotopic/spatiotopic location 

of the cue. This target option was valid from a space-based point of view. In order to 

remove any distance-based effect between invalid-within and invalid-between conditions, 

the average distance (calculated over all trials) between the cue and the invalid-within 

condition was set equal to the average distance between the cue and the invalid-between 

condition. The cue’s average eccentricity was kept balanced by making the average 

eccentricity of the cue equal across blocks. The average eccentricity was 3.5°. To keep 

the eccentricity of the target the same between invalid-between and invalid-within 

conditions, the average distance between the invalid-within and the fixation point was set 

equal with the average distance between the invalid-between and the fixation. The 

presentation of all target options was randomized within each block. Each block had 48 

trials for each target option (catch trials were also considered as one of the five target 

options) yielding 240 trials per block. Four sessions per subject yielded 960 trials with an 

additional 300 training trials. 

 

3.2.1.4. Results and Discussion  

Reaction times (RTs) less than 150 ms and greater than 1000 ms were excluded 

from all analyses. These exclusions constituted 1.8% of all data. Accuracy in catch trials 
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was higher than 95% for all subjects. RT data were analyzed by one-way repeated 

measures ANOVA. Fig. 3 shows the raw data for each target type. In general RTs ranged 

from 240 ms to 290 ms, in accordance with RTs found in simple detection tasks (Gonen 

et al., 2014; Abrams & Law, 2000; List & Robertson, 2007; Jordan & Tipper, 1999; 

Marino & Scholl, 2005; Posner, 1980; Ro & Rafal, 1999). The effect of COAG was 

significant [F(1, 15) = 8.611, p < .001, ηp
2 = .365] and in general large COAG values 

yielded faster RTs.  One exception was the Invalid Space case at COAG = 0 ms, which 

yielded a relatively high RT. When COAG = 0 ms, the cue appears at the same time when 

the disks change their direction of motion to initiate the two groups. Since, changes in the 

direction of motion is a very salient event itself, the occurrence of this salient event at the 

time of the appearance of the cue may reduce the effectiveness of the cue, hence leading 

to an increased RT. However, it is not clear why this would happen only in the Invalid 

Space case and not in the others.  A possible explanation is that the change of motion 

direction may guide attention towards the disks and away from the original spatial 

location of the cue. If this speculation were true, one would then expect all three target 

options, with the exception of Invalid Space, to still benefit from attentional resources. 

For many COAG values, Invalid Space generated fastest RTs, indicating the presence of 

space-based attention; however, space-based attention did not produce fastest RTs 

consistently for all COAGs. 

In order to examine object-based attentional facilitation, we show in Fig 4 the 

mean RT difference between Invalid-Within and Invalid-Between conditions. As seen 

from Fig. 4, when grouping happens early enough (when COAG values are negative 

enough, e.g. -500, -400 and -300) the RT difference is negative indicating a clear 
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attentional facilitation. The overall effect of COAG on RT difference is significant [F(1, 

15) = 3.675, p < .01, ηp
2 = .962]. In order to determine which RT differences (Invalid 

within – Invalid between) were significantly different from zero, we ran a t-test for all 

data points in Fig. 4. The Bonferroni-corrected confidence interval was adjusted from 

0.05 to 0.003125. All RT differences for negative COAG values from -500 ms to -50 ms 

were significantly different from zero (for COAG = -500, t(11)=3.956, p=0.002, d=0.605, 

for COAG = -400, t(11)=3.314, p=0.003, d=0.216, for COAG = -300, t(11)=2.114, 

p=0.0029, d=0.197, for COAG = -200, t(11)=2.427, p=0.002, d=0.321, for COAG = -150, 

t(11)=4.432, p=0.0013, d=0.754, for COAG = -50, t(11)=3.221, p=0.0031, d=0.124). The 

most negative value of COAG corresponds to the case where grouping starts from the 

beginning, as in our previous study (Gonen et al., 2014). In both studies, we found a 

strong attentional facilitation for the entire group. We also observe here that the 

attentional facilitation becomes weaker when the timing of the initiation of the group 

becomes closer to the timing of the cue.   

Hence, in terms of formation of groups, the results indicate that the effect of 

grouping is gradual and builds up within the interval of 500 ms examined in this 

experiment. In addition to grouping-based comparisons of attentional effects, we also 

compared the RT of the Valid target option to the Invalid Within option in order to assess 

space-based attentional effects. We found a significant space-based attentional effect 

(F(1, 15) = 14.972, p = .002, ηp
2 = .5). 
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Fig 3.3. Mean Reaction Times for all target options in Experiment 1 (formation of groups) as a 
function of Cue Onset Asynchrony with respect to Grouping (COAG).  

 

Fig 3.4. Mean Reaction-Time Difference (± standard errors) for Invalid Within – Invalid Between 
Experiment 3.1 (formation of groups). The negative difference indicates attentional 
facilitation of grouping. For the group formation, the largest effect is present when COAG 
is -500 ms. As the grouping time approaches (as the COAG increases) to the cue 
presentation, the effect decreases. 
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In the data of Fig. 3.4, there is no apparent saturation in the benefits of attentional 

effects since the RT differences seem to follow a linear decrease as COAG becomes more 

and more negative. In order to investigate whether there is a critical duration of group 

formation after which the attentional effect becomes saturated, we collected additional 

data, in which we had COAG values of -600 and -700 with 12 subjects (all University of 

Houston graduate students, age average: 28, min age 26, max age 31, only four of the 

subjects were new subjects). The trials consisted of only the Invalid Within and the 

Invalid Between trials presented in random order. Each block had 120 trials for each 

target option including 24 catch trials (20%). Four sessions per subject yielded 1440 trials 

with an additional 300 training trials. The results are plotted in Fig. 5. For comparison, 

the COAG=-500ms data point from fig. 4 is also included (circle). Paired t-test between 

RT differences at COAG = -700 ms and -600ms resulted with a non significant effect 

(t(11)=2.1745, p=0.1934, d=1.71). Considering the data point from Fig. 4 also, one can 

see that the effect saturated beyond COAG=-500ms.  

 Taken together, the results of these experiments show that the effectiveness by 

which exogenous attention allocates resources to perceptual groups depend on the 

temporal history of group formation. It is a relatively slow process building up within few 

hundred milliseconds and leveling to a steady state in half a second. 
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Fig 3.5. Mean Reaction Time Difference (± standard errors) for Invalid Within – Invalid Between 
when COAG is -600 ms, and -700 ms. For comparison, the data from Fig. 4 with COAG 
= -500 ms is shown with the red circle. 

 

3.3. Experiment 3.2: Exogenous Attention during Group Dissolution 

The goal of the second experiment was to determine the allocation of exogenous 

attention during the dissolution of perceptual groups. As in Experiment 1, we used the 

common fate principle and varied the relative timing between the appearance of the cue 

and the dissolution of perceptual groups. Similar to Experiment 1, we separated objects 

into two distinct groups by their direction of motion. Each COAG value represented a 

different delay compared to the onset of the exogenous cue but this time representing the 

dissolution of the already established perceptual group.  
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3.3.1. Methods 

The methods  were same as in Experiment 1 with the following exception. The 16 

different COAG values represent the onset time of the cue with respect to the onset of the 

dissolution of the group. E.g.: If the COAG is -300, with the start of the preview (see Fig. 

3.1), the disks start their motion already grouped into two, and after 200 ms (300 ms prior 

to the exogenous cue), the two groups dissolve resulting with six disks having 6 different 

random (linear) trajectories.  

 

3.3.2. Results and Discussion 

Reaction times less than 150 ms and greater than 1000 ms were excluded from all 

analysis constituting 1.4% of all data. Accuracy in catch trials was higher than % 96. RT 

data were analyzed by one-way repeated measures ANOVA. Fig. 3.6 shows the raw data 

for each target type. The effect of COAG was significant [F(1, 15) = 34.079, p < .001, ηp
2 

= .694]. RTs start at 280 ms to 300 ms range, close to the ones observed in Experiment 1, 

but become gradually larger as COAG increases. Invalid Space condition tends to produce 

fastest RTs especially for negative values of COAG, indicating the presence of space-

based exogenous attention.  
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Fig 3.6. Mean Reaction Times for all the target options in Experiment 2 (dissolution of groups) 
as a function of Cue Onset Asynchrony with respect to Grouping (COAG). 

 

Fig 3.7 shows the mean RT difference between Invalid Within and Invalid 

Between conditions. The effect of COAG on RT difference is significant [F(1, 15) = 

18.642, p < .005, ηp
2 = .209], and negative RT difference values indicate a clear 

attentional facilitation. In order to determine which RT differences (Invalid within – 

Invalid between) were significantly different from zero, we ran a t-test for all data points 

in Fig. 7. The Bonferroni-corrected confidence-interval was adjusted from 0.05 to 

0.003125. For COAG values equal to 1200, 450, 350, 250, 150, 100, 50, 0, -50, -100, the 

the RT differences were significantly different than zero (for COAG = 1200, t(11)=3.475, 

p=0.001, d=0.051, for COAG = 450, t(11)=3.124, p=0.001, d=0.017, for COAG = 350, 

t(11)=2.994, p=0.0021, d=0.265, for COAG = 250, t(11)=4.616, p=0.003, d=0.62, for 

COAG = 150, t(11)=3.921, p=0.0021, d=0.654, for COAG = 100, t(11)=4.541, p=0.003, 
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d=1.23, for COAG = 50, t(11)=2.113, p=0.001, d=0.852, for COAG = 0, t(11)=0.741, 

p=0.003, d=0.795, for COAG = -50, t(11)=4.328, p<0.001, d=0.991, for COAG = -100, 

t(11)=2.634, p=0.001, d=1.14). Note that here COAG represents the time at which 

grouping dissolves with respect to the onset of the cue. Negative and positive COAG 

values indicate that grouping dissolved before and after, respectively, the presentation of 

the cue. As expected, attentional benefits of grouping occurs strongly for positive values 

of COAG and decays as COAG becomes negative. Attentional benefits for negative values 

of COAG show that the attentional benefits of grouping persist for some time after the 

dissolution of the groups. As in the Exp 1, in order to see the effect of space-based 

attention, we compared the RT of the Valid target option to the Invalid Within option. 

Overall, the COAG effect on space-based attention was significant (F(1, 15) = 12.944, p = 

.003, ηp
2 = .463). 

 

3.4. General Discussion 

Stimuli impinging on the retina are very complex and the real-time vision 

necessitates the reduction of this complexity. Attention and perceptual grouping are two 

processes involved in complexity reduction. There have been extensive investigations on 

how each of these processes in isolation can reduce stimulus complexity. Starting with 

the rejection of the atomistic view, Gestalt theory introduced a variety of perceptual 

grouping principles that lead to a more wholistic, simplified, and behaviorally relevant 

representations of the environment (rev., Koffka, 1935; Wagemans et al., 2012). 

Research on attention identified “space-based” as well as “object-based” processes (Egly 

et al., 1994a; Egeth & Yantis, 1997).  
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Fig 3.7.  Mean Reaction-Time Difference (± standard errors) for Invalid Within – Invalid 
Between in Experiment 2 (dissolution of groups) as a function of COAG. The negative 
difference indicates attentional facilitation of grouping. 

 

However, as discussed in the introduction, the concept of “object” remains ill 

defined. One possible perspective is to consider “objects” as outcomes of the perceptual 

grouping process, a view that provides a natural connection between the two processes of 

complexity reduction, viz., attention and perceptual grouping. In fact, in a previous study, 

it has been shown that attentional resources are allocated to entire groups, highlighting 

the synergy between these two processes (Gonen et al. 2014). Gonen et al. (2014) 

examined the case in which perceptual groups were already established and hence were 

in steady state. In a natural environment, perceptual groups spontaneously form and 

dissolve, as it is in the case of an animal in camouflage starting to move or stopping on a 

camouflaging background. When the animal moves, the grouping of its parts based on 
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common motion reveals the animal as a whole. When the animal stops, the common 

motion information vanishes and the animal vanishes in camouflage. In this study, our 

goal was to bring the investigation into a more ecological setting by addressing how 

exogenous attention is allocated during the formation and the dissolution of perceptual 

groups.  

 

Fig 3.8. Data from Figs 4 and 7 are plotted together to compare the time-course of attentional 
facilitation by grouping during the formation and the dissolution of groups. The 
dissolution data are flipped around the y-axis to take into account the fact that COAG 
represents asynchrony with respect to the beginning and the end of the groups in 
Experiments 3.1 and 3.2, respectively. To reduce clutter, group formation and 
dissolution data are presented only with –SEM and +SEM, respectively.  

 

We observed attentional benefits of perceptual grouping during both the 

formation and the dissolution of groups. Fig 3.8 shows the mean RT difference for both 

experiments. Because COAG is with respect to the beginning and the end of the group in 

Experiments 3.1 and 3.2, respectively, we flipped the results of Experiment 3.2 with 
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respect to the y-axis in order to compare directly with the results of Experiment 3.1. 

Since we do not know the relative latency between the time the cue is processed in the 

brain and the dynamics of grouping processes (Purushothaman et al. 1998; Ogmen et al. 

2004), we cannot reach conclusions about the brain timing of attention and grouping. We 

can, nevertheless, compare directly group formation and dissolution data since they used 

identical stimulus parameters. As seen in Fig. 3.8, the time-course of attentional benefits 

of grouping is remarkably similar in the case of group formation and dissolution, 

operating within a half-second time frame. We can also observe an important difference 

for the COAG values between 0 and +500 ms. Whereas, during group formation RT 

difference reaches zero at COAG = 0 and after, a persisting effect is observed during 

group dissolution within this interval. This effect is akin to other persistence effects, such 

as visible persistence. In terms of raw RTs (Figs. 3.3 and 3.6), we observed an increase in 

RTs when grouping is present compared when it is not. Hence, overall, grouped stimuli 

tend to slow down absolute reaction times while giving an attentional advantage to all 

elements of the group.  

 Taken together, our results reveal the dynamics of how attention and grouping 

work in synergy during the transient period when groups form or dissolve.  
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Chapter 4. Interactions between Endogenous and Exogenous 

Attention using Static and Dynamic Groups 

4.1. Introduction 

When we operate in a natural environment, our behavior consists of both 

volutional and reactive acts. For example, while walking in a city street, we may be under 

volutional control looking for a specific store and at the same time we may be reacting to 

the motion of objects around us so as to avoid collusion with cars or other pedestrians. 

Attentional processes control how we allocate our processing resources and attentional 

orienting is divided into two main categories, endogenous attention and exogenous 

attention, that are specialized for volutional and reactive control, respectively (Posner, 

1980; Jonides, 1981; Weichselgartner & Sperling, 1987; Müller & Rabbitt, 1989; 

Nakayama & Mackeben, 1989; Cheal & Lyon, 1991; Egeth & Yantis, 1997; Carrasco 

2011; Boi et al., 2011). Endogenous (top-down) attention is slow, allocated by volitional 

control to a stimulus (e.g. an object) or location. Exogenous (bottom-up) attention is the 

fast, involuntary, reflexive component of the visual attention. It is relatively faster 

compared to endogenous attention. The general consensus between the two orienting 

mechanisms is that they are in a continuous rivalry with each other (Godijn & Theeuwes, 

2002; Yantis, 1998, 2000, 1990).  

A commonly used paradigm to examine endogenous and exogenous attention is 

Posner’s double cueing paradigm (Posner, 1980; Posner & Cohen, 1984, Moore et al., 

1988), in which a target is preceded by a peripheral or a central cue. Endogenous 

attention is typically summoned by a central cue, such as an arrow placed at the center of 
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the screen (within the focus of attention of the observer) and pointing to the potential 

location of the target.  The observer is given a task that s/he is executing under volition 

according to the interpretation of the information carried out by the central cue (e.g., 

which direction is the arrow is pointing to?). Based on this interpretive process, 

endogenous attention allocates resources to improve the behavioral outcome. A 

peripheral cue is very brief abrupt, and is generally presented outside of the focus of 

attention. It generates a reactive process whereby exogenous attention allocates resources 

to the location of the peripheral cue.  Generally stimuli presented at the cued locations 

require less time to detect and identify compared with the uncued locations, leading to a 

conclusion that attentional resources are allocated to the cued location. Exogenous and 

endogenous attention differ both qualitatively and quantitatively. Exogenous attention's 

effect is more seen at early stages of processing. It affects the stimulus enhancement, 

external noise reduction, and perceptual processing in object-based coordinates. On the 

other hand, endogenous type of orienting works at late stages of processing (Chica et al., 

2007; Chen et al., 2012; Chica et al., 2013). Memory load can disrupt endogenous 

attention performance, whereas exogenous attention is independent from the memory 

load (Chica et al., 2006; Chica et al., 2013). Müller and Rabbit (1989) discovered that 

peripheral and central cues result differently over target detection. The spatial orientation 

is much faster when it is cued with a peripheral (exogenous) cue compared to a central 

(endogenous) cue. Another difference between the two-orientation mechanisms is that the 

deployment of exogenous attention is not affected by additional memory tasks (Jonides 

1981). Jonides demonstrated that while exogenous allocation is spread on objects, 

endogenous allocation doesn’t have to spread on the cued object. Depending on the 
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stimulus-onset-asynchrony (SOA), exogenous attention can create inhibition of return 

instead of a facilitatory effect over target detection/discrimination (Klein, 2004, 2009; 

Klein and Shore, 2000; Posner, 1984).  

Although a large body of evidence supports the fact that endogenous and 

exogenous attention are two distinct processes tuned to the different demands of 

volutional and reactive resource-allocation problems, in a natural setting, they are likely 

to operate often concurrently. For example, while focusing on a reading task via 

endogenous attention, a movement or noise in the room can simultaneously engage 

exogenous attention. Hence, it is important to determine how these two processes operate 

concurrently: Do they exhibit independent additive/subtractive effects or do they interact? 

Even though the two processes are considered to be distinct, several studies concluded 

that they interact (Busse et al., 2008; Chica et al., 2008; Chica et al., 2013; Posner et al., 

1985; Jonides et al., 1981; Chen et al., 2012; Grubb et al., 2015). Neurophysiological 

studies suggested that endogenous and exogenous attention have distinct but overlapping 

neural substrates (Busse et al., 2008, Khayat et al., 2006). These studies hypothesize the 

role of the dorsal fronto parietal region as the region for a common processing center for 

both type of orienting, and the ventral fronto parietal region for task relevant incidents 

(Corbetta et al., 2008).  It is possible that the overlap in neural substrates can induce 

strong interactions between these two processes. 

Findings reported in the literature are mixed (review: Chica et al., 2013) and part 

of the problem arises from the fact that the deployment of attention depends on several 

factors, including the predictive value and the timing of the cues, as well as the task. For 

example, Müller and Rabbitt (1989) reported that the effect of an exogenous cue was 
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contingent on the validity of the endogenous cue. For a valid central cue, a compatible 

(i.e., valid) peripheral cue enhanced performance whereas an incompatible (invalid) 

peripheral cue reduced performance. For an invalid central cue, the peripheral cue 

enhanced performance when it was valid but reduced performance when it was invalid. It 

may be argued that a central cue that is not 100% valid may cause the observer to adopt a 

strategy in which some of attentional resources are allocated to the non-cued parts of the 

stimulus and hence allowing capture of other cues, such as peripheral cues. In fact, Yantis 

& Jonides (1990) showed that as the validity of the central cue increased, its effect 

became more resistant to modulations by peripheral cues and it was immune to 

modulation when the central cue was 100% valid.   

Previous studies reported different outcomes for detection and discrimination 

tasks (Chica et al., 2013).  Our main aim was to examine whether endogenous and 

exogenous attention operate independently or interact using the same paradigm with 

minimum changes for both type of tasks (discrimination and detection). Another 

important aspect of ecological environment is that it contains both static and moving 

objects.  The bulk of research used static stimuli and very few studies examined whether 

and how the findings from static stimuli would extend to dynamic stimuli (Gonen et al., 

2014; Gonen & Ogmen 2016). Hence, a second aim of our study was to use a single type 

of paradigm for both static and dynamic stimuli in investigating potential interactions 

between the two attentional processes.  
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4.2. Experiment 4.1 

The goal of the experiment was to investigate the possible interactions between 

endogenous and exogenous attention while using both static and moving objects. We 

used Posner’s double-cuing paradigm (Posner, 1980). Our stimuli consisted of squares 

that formed two groups based on color similarity (red and blue; Fig 4.1). In order to 

investigate static vs. moving stimuli, the squares were either static on the screen or 

rotated around the center of the screen.  The task was either detection or discrimination. 

The validities of the exogenous and endogenous orienting cues were systematically 

controlled. Hence, our experiment was designed to investigate the interactions between 

exogenous and endogenous orienting mechanisms by taking into account task 

dependency, cue validity, and stimulus mobility. Details of experimental design are given 

below. 

 

4.2.1. Methods 

4.2.1.1. Protocol and Subjects 

The experiment reported in this study was conducted in accordance with the 

federal regulations, 45 CFR 46, the ethical principles established by the Belmont Report, 

and the principles expressed in the Declaration of Helsinki, according to a protocol 

approved by the University of Houston Committee for the Protection of Human Subjects. 

Twelve University of Houston students participated in the experiment. All subjects had 

either normal or corrected-to-normal vision. Except the first author being one of the 

subjects, all other subjects were naïve to the purpose of the experiments. Each subject’s 
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participation was voluntary and each gave his/hers written informed consent according to 

a protocol approved by the University of Houston Committee for the Protection of 

Human Subjects. 

 

4.2.1.2. Apparatus 

We presented the stimuli on a 20-inch NANAO FlexScan color monitor in a dark 

room. The resolution of the display was set to 656 X 492 pixels with 100 Hz frame rate. 

We used a video card (Visual Stimulus Generator; VSG 2/3) manufactured by Cambridge 

Research Systems for stimulus generation. A head-and-chin-rest was fixed at a distance 

of 1 meter from the display monitor mentioned above. The screen size was 23 ̊ X 17.5 ̊ 

and one pixel corresponded approximately to 1.7 arcmin. We used joystick interfaced to 

the VSG board to measure reaction times.  

 

4.2.1.3. Stimulus and Procedure 

Fig. 4.1 shows the stimulus configuration for the experiment. The stimuli 

consisted of 6 squares, each square with 1.6° X 1.6° visual angle dimensions and a 

luminance of 4 cd/m2. The stimuli were either stationary or rotating around a fixation 

point, which was a white plus sign (+) placed in the center of the monitor. Half of the 

squares were blue (CIE coordinates: 0.3044, 0.6541, 4), the other half was red (CIE 

coordinates: 0.3776, 0.3808, 4) making a randomly chosen two different Gestalt groups 

on a black background (0 cd/m2). The center of the squares were placed on an invisible 

circle with a diameter of 3° visual angle with an angle difference of 60° in order to keep 
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the eccentricity constant. For the dynamic case scenario, the direction of rotation, 

clockwise or counter-clockwise, was randomized from trial to trial. There were two 

different cues: endogenous cue which was a thin gray line indicating a single square and 

an exogenous cue which was one of the squares changing its orientation abruptly and 

returning to its initial orientation. Each trial started with a preview: six squares with a 

randomly chosen six starting positions (along the invisible circle with 60 degrees 

separation). If it’s a dynamic trial, the squares started their motion with the onset of the 

preview. After the preview period of 500 ms, the endogenous cue was shown for 500 ms. 

In the static case, the cue was stationary, in the dynamic case, the endogenous cue also 

kept turning along its invisible circle. ISI 1 was either 300 or 500 ms right after the 

endogenous cue. After ISI 1, exogenous cue was introduced for 100 ms. The exogenous 

cue altered the orientation of one square and returned back to its original orientation. The 

complete exogenous cue duration was 100 ms. After the exogenous cue; there was 

another ISI (ISI 2, Fig 10). ISI 2 was followed after the offset of the exogenous cue and 

the target was presented for a maximum period of 1000 ms (see Fig 4.2-4.3-4.4). The task 

was to either detect the target which was an X inside a square, or to discriminate (whether 

the target arrow looked to left or right) it and press the joystick button as soon as 

possible. Including the catch trials, the stimuli had 10 target options with different 

percentages (see table 4.1). 



 
 

54 

 

Fig 4.1. Stimulus configuration for Experiment 4.1 

Table 4.1. All target options are listed below with their percentage occurrences. 

 Endogenous Validity Exogenous Validity Percentage 

1 Valid Valid 6% 

2 Valid Invalid Within 27% 

3 Valid Invalid Between 27% 

4 Invalid Within Valid 5% 

5 Invalid Within Invalid Within 5% 

6 Invalid Within Invalid Between 5% 

7 Invalid Between Valid 5% 

8 Invalid Between Invalid Within 5% 

9 Invalid Between Invalid Between 5% 

10 Catch Catch 10% 

 

In order to keep the percentage balance between different groups, the invalid 

within percentages and the invalid between percentages had to be equal among the same 

categories. For example in endogenously valid trials, exogenously invalid within trials 

had to have the same percentage as exogenously invalid between trials. Second and 3rd 
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target options, 5th and 6th, 8th and 9th had to be equal. Also on the contrary 4th + 5th + 6th 

had to be equal to 7th + 8th +9th. In order to have an effective endogenous cue, the validity 

had to be kept above chance and possibly with a high percentage. However exogenous 

validity had to be kept at chance level (We had 6 squares, the chance level was 16.6%). 

We set the levels 60 % and 16 % respectively. “Invalid Within” signified that the cued 

element and the target had the same color, whereas “Invalid Between” signified that the 

cued element and the target had different colors. All the target options were presented in 

randomly ordered trials. As said earlier, the endogenous cue was predictive at 60 % of the 

trials.  

However the exogenous cue was not predictive of the target location (16% 

validity). In order to protect the balance between within object trials and between object 

trials, invalid within and invalid between percentages were kept equal for each type of 

cue. Each session had 48 trials for each target option, and each subject had to complete 4 

sessions. As a total, for each condition (static vs. dynamic, and detection vs. 

discrimination), 10 target options (including catch trials) x 48 x 4 made 3840 trials. 7680 

trials were recorded from each subject. Before recording the data for every subject, 60 

trials for each target option were performed for training purposes. 
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Fig 4.2.  First Schematic Representation of the Exp ’s stimuli (static case). When the endogenous 
cue is valid, exogenous cue can either be valid, invalid within (same color as the target 
but different one), or invalid between (other color with respect to the one, which cue is 
indicating). The trials start with a preview period of 500 ms. The preview is followed by 
the endogenous cue, which a central line showing one out of six squares. After the offset 
of the endogenous cue, ISI 1 comes (its duration is either 300 ms or 500 ms). ISI 1 is 
followed by the exogenous cue for 100 ms. The exogenous cue is an orientation change 
of one square. After ISI 2 of 100 ms, the subjects are required to make either detection 
or discrimination task while they see the target. For detection, the target is an X letter 
inside a square. For discrimination, the target is an arrow pointing to either right or 
left. The target stays on the screen for a maximum duration of 1000 ms. 
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Fig 4.3. Second Schematic Representation of the Exp ’s stimuli (static case). When the 
endogenous cue is invalid within (the endogenous cue points to a red square, the target 
will be inside another red square), exogenous cue can either be valid, invalid within, or 
invalid between. 
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Fig 4.4 Third Schematic Representation of the Exp ’s stimuli (static case). Endogenous Cue is 
invalid between (endogenous cue is pointing the “other color” and not correct in terms 
of location). 

 

4.2.1.4. Results and Discussion 

Mean reaction times and standard errors were compared. Reaction times less than 

150 ms and greater than 1000 ms were excluded from all analysis corresponding to 1.3 % 

of the whole. Reaction time data were analyzed by three-factor (validity, task, mobility) 

repeated measures ANOVA revealing main effects for all three factors. (F(8,88)=61.716, 

p<0.001, ηp
2 = 0.411 for validity, F(1,11)=22.286, p<0.003, ηp

2 = 0.593 for mobility, 

F(1,11)=72.692, p<0.001, ηp
2 = 0.831 for task) Accuracy in catch trials was higher than 
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98.1%. Fig 4.5 shows the whole data for all 9-target types. In all four conditions, the 

fastest target option was the valid/valid condition and the slowest was the invalid 

between / invalid between condition. The detection conditions were faster compared to 

discrimination.  

 

Fig 4.5. Mean Reaction Times (± standard errors) as a function of endogenous and exogenous 
cue validity. Detection conditions are significantly faster than discrimination conditions. 
In all conditions, valid/valid is the fastest compared to the rest. 

 

There was no interaction between mobility and task (F(1,11)=0.371, p=0.497, ηp
2 

=0.241), again, no interaction between mobility and validity (F(8,88)=0.463, p=0.744, ηp
2 

=0.061), but we observed a significant interaction between task and validity 

(F(8,88)=4.568, p=0.011, ηp
2 =0.142). Three-way interaction was not significant 
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(F(8,88)=0.549, p=0.814, ηp
2 =0.117). Inspection of the data, and the lack of interactions 

between mobility and the other factors indicated that similar mechanism operate for static 

and moving stimuli; however reaction times tend to be slower in the case of moving 

stimuli; We replotted in Fig 4.6 the data in Fig 4.5 organized according to task and 

stimulus-type (mobility) leading to 4 conditions {task (detection, discrimination), 

mobility (static, dynamic)}. In each of these conditions, we ran a 2 factor (validity; cue-

type) ANOVA repeated measures (static detection, static discrimination, dynamic 

detection, and dynamic discrimination). In both discrimination conditions, we have found 

interaction between validity and cue-type (for static discrimination F(1,11)=11.251, 

p=0.038, ηp
2 =0.597 , and for dynamic discrimination F(1,11)=7.115, p=0.013, ηp

2 

=0.451).  

On the other hand in detection conditions, this significant interaction was absent 

(for static detection F(1,11)=3.103, p=0.141, ηp
2 =0.301, and for dynamic detection 

F(1,11)=12.913, p=0.061, ηp
2 =0.612). However, inspection of the left panels in Fig. 4.6 

show that there is a non-significant but similar tendency in the detection task compared to 

discrimination task: The effect of exogenous validity becomes weaker when the 

endogenous cue is valid, as observed in the discrimination task; this interaction tendency, 

however, does not reach significance. Previous research showed that the facilitatory 

effects of exogenous cues are larger for discrimination tasks compared to detection tasks 

(Lupiáñez et al., 2001). Hence the failure to observe interactions in the detection tasks 

may be due to the smaller effect size observed for this task. To clarify on the possible 

interaction of the detection tasks, we conducted a Bayesian Anova, which is independent 

of effect size. The Bayesian Repeated Measures Anova revealed a Bayesian Factor of 
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1.56 (full interaction model: [Cue type + Validity + {Cue type * Validity}] vs. main 

effect model: [Cue type + Validity]) for the interaction involving both factors (validity 

and cue type). The result can be taken as anecdotal (weak) evidence for the interactions. 

 

 

Fig 4.6. Mean Reaction Times (± standard errors) as a function of endogenous and exogenous 
cue validity for different trial types. 

 

To further analyze the differences in the discrimination conditions, we divided 

each of the 2 discrimination conditions into 2 and conducted 4 paired sample t-tests to 

understand the effects of attentional orientation on each other. The Bonferroni corrected 
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confidence interval (α) was adjusted from 0.05 to 0.0125. Paired sample t-tests results 

showed that when the endogenous cue was invalid, there was a significant difference 

between a valid exogenous cue and invalid exogenous cue (see Table 4.2). However 

when the endogenous cue became valid, the exogenous cue’s effect was lost. 

 

Table 4.2. Paired sample t-test results showing significant test results when the endogenous cue 
is invalid for both static and dynamic stimuli. 

Condition Endo Val./ Exo Val. Endo Val./Exo Val. Results 

Static Disc. Invalid / Invalid Invalid / Valid t(11)=4.913, p=0.001, d=1.78 

Static Disc. Valid / Invalid Valid / Valid t(11)=0.551, p=0.512, d=0.11 

Dynamic Disc. Invalid / Invalid Invalid / Valid t(11)=5.428, p=0.001, d=1.25 

Dynamic Disc. Valid / Invalid Valid / Valid t(11)=0.844, p=0.217, d=0.29 

 

4.3. General Discussion 

The main aim of this experiment was to investigate interactions between the 

endogenous and exogenous attention. We used peripheral cues for exogenous attention 

and central cues for endogenous attention. Previous research showed that tasks demands 

and cue validity could affect the operation of exogenous and endogenous attention. 

Moreover, the ecological environment contains not only static but also moving objects. 

Very little is known on how attentional processes are allocated to moving stimuli. Hence, 

our goal was to examine systematically interactions between the endogenous and 

exogenous attention with an experimental design that takes into account task demands, 

cue validity, and stimulus mobility.  
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In terms of task demands, as expected, the detection task required significantly 

less time compared to discrimination task. We found significant interactions between 

endogenous and exogenous orienting systems when the task was discrimination. The 

interaction did not reach significance when the task was detection, but a tendency similar 

to that found in the discrimination task is observed though Bayesian statistics returned 

only weak evidence for the interactions.  

The interaction between the two orientating types depends on the validity of the 

cues. When the endogenous cue was valid, the strength of the exogenous cue was 

weakened. The endogenous cue was significantly more dominant than the exogenous cue. 

Also we found main effect of mobility indicating that static and dynamic stimuli reaction 

times were significantly different. 

Four different models have been proposed regarding the relationship between 

exogenous and endogenous attention (Berger & Rafal, 2005): The first and the oldest 

view posits that there is only one mechanism and both orienting types can access it 

(Posner, 1980; Jonides, 1981). The second one sees the matter as two different modes 

sharing the same resource pool. The effect of endogenous attention on exogenous 

attention is possible but the inverse is seen as impossible (Warner et al., 1990; Yantis & 

Jonides, 1990; Theeuwes, 1991). The third one is the complete opposite of the second 

model: whereas the effect of exogenous attention on endogenous attention is possible but 

the inverse is not possible (Müller & Rabbit, 1989). The last model sees the system as 

two completely separate mechanisms where both exogenous and endogenous attention 

can have interactions on each other (Müller & Humphreys, 1991). Part of the problem in 
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distinguishing between these models is that the outcome depends strongly on the task, 

validity of the cues, and even temporal parameters (Lupiáñez et al., 2001).  

As it is the case with the behavioral studies and models, neuroimaging studies are 

not in line with each other either. The temporal resolution of the fMRI technique makes it 

hard to capture the brief abrupt effects of the exogenous orienting. Research studying 

brain-damaged patients showed that patients having left visuospatial neglect, also lack the 

ability to process consciously stimuli presented on the contralateral side, affecting 

exogenous orienting but preserving the endogenous orienting abilities (Bartolomeo & 

Chokron 2002).  On the other hand, Hopfinger and West (2006) recorded event-related 

potentials (ERPs) and reported, “two partially separate but interacting attention 

systems”. Several studies reported that these two types of orienting depend mostly on 

common brain regions (Corbetta et al., 1993; Kim et al., 1999; Nobre et al., 1997; Rosen 

et al., 1999; Peelen et al., 2004).  

We conclude that interactions between endogenous and exogenous orienting 

mechanisms are similar for static and dynamic stimuli and these interactions depend on 

task demands and the reliability of cues. From an ecological point of view, since these 

orienting mechanisms are often deployed concurrently, it makes sense that they interact 

and that their interactions depend strongly on the context.  
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Chapter 5. Small Sample Advantage during Self-Guided 

Exploration 

5.1. Introduction 

The stimulus contingency detection in the environment is one of the crucial 

functions of the human brain. The detection property that we possess facilitates active 

exploratory behaviors; making contingency detection is an essential part of human 

intelligence and behavior. How to sample the environment, make decisions using the 

sampled environment are foundational issues in perception and cognition. Several models 

explain human perception and decision-making as means to optimize a given criterion. 

Yet, several studies studying perception, cognition, and decision-making concluded that 

human behavior differs greatly from decision-making models. The reason for this “sub-

optimal” behavior is still unknown. For example, according to statistical theory, humans 

are expected to maximize their sampling in order to make a decision. However, 

frequently humans choose small samples over large samples (Fiedler and Kareev 2006; 

Goldstein and Gigerenzer 2002, Hertwig and Todd 2003, Newport 1990) and present 

higher confidence in their decisions (Vickers et al., 1985). A general understanding of 

perceptual and cognitive processes is not possible until we understand why we prefer 

small samples compared to large ones. It might be “quick gut decisions”, fatigue, 

opportunity costs, and limited short-term memory (Kareev, 2000). Rakow et al. (2008) 

discovered that there is a relation between the sample size used to make a decision and 

working memory capacity. Studies favoring small samples over large samples (Goldstein 

and Gigerenzer 2002, Hertwig and Todd 2003, Newport 1990) remained questionable 
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since they did not posses a firm background (Evans and Buehner 2011, Fiedler and 

Kareev 2006, Kareev and Fiedler 2006, Kareev and Fiedler 2011).  

 More recently a statistical decision framework has been proposed in which small 

samples surpass large samples (Small Sample Advantage, SSA) in decision-making in 

detecting stimulus contingencies (Fiedler and Kareev, 2006).  In other words, according 

to Fiedler and Kareev’s approach, humans do not seek to maximize the number of 

samples but instead purposefully keep it small. 

Our goal was to understand how perceptual and cognitive processes operate in 

real time in a natural dynamic scene. From an evolutionary perspective, humans are 

active explorers, and it is crucial to understand how they collect their information from 

the environment, and how it is used to make decisions and guide earning processes. In 

two experiments, we tested the small sample advantage theory under self-guided 

exploration.  

 

5.2. Approach 

In our study, we investigated the hypothesis that small samples lead to better 

decisions than large samples for detecting stimulus contingencies during self-guided 

exploration.  We used Fiedler and Kareev’s (2006) SSA theory in which they proposed a 

satisficing-choice model for contingency detection where small samples are 

advantageous compared to large samples. In contingency calculations, a problem is 

considered in which the subject needs to make a contingency-based decision between two 
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options according to his/her observations of the stimulus. Usually, this problem is 

represented by a 2x2 contingency table. The contingency can be computed by 

∆=a/(a+b)-c/(c+d).                                          (Eq. 5.1) 

Table 5.1. 2X2 Contingency table 

 Feature 1 Feature 2 

Option 1 a b 

Option 2 c d 

 

Each cell (a, b, c, and d) contains the frequencies of option-feature combinations. 

There are three different levels to measure the contingency. If one needs to measure the 

true state of the nature (∆e), a, b, c, and d must be taken as the natural frequencies found 

in the environment. Secondly, if the environment needs to be sampled, a, b, c, and d 

inside the sample pool must be used to compute the contingency (∆s). The final one is ∆c, 

which is the cognitive contingency based on the representations of the samples in the 

brain.  

 In their stimuli, Fiedler & Kareev used smileys and frownies, representing 

positive and negative ratings, respectively. To briefly describe their paradigm, the stimuli 

were divided into two spatial halves. The left and the right halves represented options 1 

and 2. The subjects were asked to assess which half (option) contained more smileys. 

After each trial, subjects were asked to choose “Option 1”, “Option 2” or “No Choice” 

along with their level of confidence for their decision. As being said, not every trial 

results with a choice even though samples are being observed. The choice is produced 

only if the sample has enough superiority of one option over the other. Thus, in order for 
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a trial to produce a decision, ∆! needs to be larger than the threshold (t). If it’s the other 

way around, then no choice is produced, the subject declines to make a choice and picks 

“No choice” option. By a threshold-based model, Fiedler & Kareev (2006) defined the hit 

and false alarm scenarios. According to the model, a correct choice happens when ∆! > 

+t, and an incorrect choice happens when ∆! <-t. The sample with –t ≤ ∆!≤ +t produce a 

“no choice”.  

Fig 5.1, taken from Fiedler and Kareev (2006), provides the necessary 

understanding. It shows the more broad distribution of the small samples compared to the 

large samples, producing more samples above the threshold (t).  

 

Fig 5.1. Sampling distributions comparing large and small samples for a positive ∆!. Reproduced 
from Fiedler and Kareev (2006). 

 

One of the problems with their design was that subjects were not allowed to 

choose their sample-size but instead they were forced on either to 16 or 32 samples (Exp 

2). This approach led the subjects to actively reject information, which is not same as not 
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having information (Vickers et al., 1985). Their results showed less than 10% “no 

choice” indicating that subjects used a low t value. SSA does not hold for low t values. 

Fiedler & Kareev (2006) showed that SSA is present only when the observed 

contingency (∆s) is larger than a given threshold t.  

 

5.3. Experiment 5.1 & 5.2: Homogeneous and Heterogeneous Displays 

Our study consisted of two parts: homogeneous displays and heterogeneous 

displays. The goal of the study was to test the hypothesis that small samples lead to better 

decisions than large samples for detecting stimulus contingencies during self-guided 

exploration. 

 

5.3.1.1. Protocol and Subjects 

All experiments were conducted according to a protocol approved by the 

University of Houston Committee for the Protection of Human Subjects, in accordance 

with the federal regulations, 45 CFR 46, the ethical principles established by the Belmont 

Report, and the principles expressed in the Declaration of Helsinki. Fifteen University of 

Houston students participated in each experiment. All subjects had either normal or 

corrected-to-normal vision. With the exception of the first author who served as subject, 

all subjects were naïve to the purpose of the experiments. Subjects’ participation was 

voluntary and they gave their written informed consent according to a protocol approved 

by the University of Houston Committee for the Protection of Human Subjects. 
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5.3.1.2. Apparatus 

Stimuli were presented on a 22-inch Sony color monitor, with a white 

background. The resolution of the display was set to 800 X 600 pixels with a 100 Hz 

frame rate. Generation of the stimuli was made possible by a video card (Visual Stimulus 

Generator; VSG 2/5) manufactured by Cambridge Research Systems. The screen size 

was approximately 25.3 ̊ X 19.25 ̊ and each pixel corresponded to 1.14 arcmin. We 

controlled and recorded eye movements through SR Research Eye Tracker Eyelink II.   

 

5.3.1.3. Predictions 

We tested 7 predictions that are in contrast with large-sample seeking strategies. 

These predictions are explained below. In both experiments, the subject explored the 

stimulus by self-guided eye movements. The subjects terminated the trials when they 

want. We tested Predictions 1-5 for homogeneous displays and Prediction 1-7 for the 

heterogeneous display part. 

 We assumed the sampling stage and for definiteness, let ∆e be positive. Fig 5.2 

shows the ∆s distributions for both small and large samples. Statistical theory suggests 

that the two distributions will be both centered on ∆e and small sample will be more 

widely distributed. When ∆e>0, it means that option 1 corresponds to correct choice, and 

option 2 corresponds to incorrect choice. So hit rates correspond to the area under ∆s> t, 

and false alarm rates correspond to the area under ∆s<- t. “No Choice” corresponds to 

area under – t <∆s < t.  As seen from Fig 5.2, small sample distribution increases hits as 

well as false alarms compared to large sample distribution. Though, since ∆e>0, there will 
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be a bigger increase in hits compared to false alarms. According to this principle, we 

extract these key predictions of SSA: 

 

Prediction 1: Assume that the observer chooses N samples to make the decision. 

Then, there will be a negative correlation between ∆s (computed over those N samples) 

and N. This is because, according to the satisficing choice criterion, N depends on ∆s: if 

the first few samples provide large ∆s that exceeds the decision threshold t, the observer 

stops, thereby generating large ∆! values for small N values. In contrast, according to 

traditional statistical decision making approaches, N should be as large as possible, set 

according to power considerations and should not depend on the sample received (e.g., 

one does not stop an experiment if the first few data points support a hypothesis; but 

collects the entire data according to a preset sample-size).  

Prediction 2: As ∆! gets larger, more of its distribution falls under the ∆s > t 

region, thus the observer is more likely to obtain satisficing evidence in few samples. 

Accordingly, there should be a negative correlation between N and ∆e. 

Prediction 3: The average ∆! will be larger than ∆!. This is because, according to 

SSA, the observer is seeking small samples to produce clear evidence, which leads to 

∆!> ∆!.. In contrast, according to the standard statistical approach, the observer should 

seek large samples so as to obtain ∆!≈ ∆!. 

Prediction 4: There will be a negative correlation between confidence-ratings 

reported by the observer and N. This is because, on the average, smaller samples are 

expected to produce clearer evidence according to the decision criterion used by the 
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observer. This is the opposite of the prediction of the traditional statistical theory, in 

which larger samples should lead to higher confidence-levels in decisions.  

Prediction 5: Performance (calculated as the difference between correct and 

incorrect choices) will be negatively correlated with N. In contrast, if the observer were 

to use standard statistical decision rules, larger samples would yield better performance.  

 Fiedler & Kareev (2006), in their 2nd experiment discovered negative correlation 

between sample size (N) and performance but their evidence was unclear due to their 

post-hoc analysis. This result was produced using only the trials that had high decision 

thresholds. Still, if we take a look in their confidence ratings, there was a small sample 

advantage compared to large ones (See Prediction 4 above). Their second experiment was 

a more direct test of SSA because it allowed the subjects to directly control the desired 

set-size, and then letting the subjects to make decisions. Their results (Exp 2) are in line 

with Predictions 1, 2, and 3. Confidence ratings as a function of N were not reported 

(Prediction 4).  In order to test Prediction 5, Fiedler & Kareev used two different 

methods. The first method assigned +1 for each correct, and -1 for each incorrect. The 

second method weighted these by their assigned confidence level. The first method’s 

results were equivocal, while results obtained by the second method showed small 

sample advantage. 

 

5.4. Experiment 5.1: Homogeneous Displays 

The first experiment had a homogenous distribution of sample size across the 

stimulus and was designed to analyze additionally the counter-intuitive prediction of 
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SSA. For example: if the contingency is low, the more items there are in the fixation 

window, the more, subject is expected to make fixations. More information would cause 

the subject to sample more. Homogenous displays had three different set size values (3, 

5, or 7), and four different contingency values (0.2, 0.4, 0.6, or 0.8). We equally mixed 

the four different contingency values in each block for every set size, making a total of 3 

different blocks. 

 

5.4.1. Procedure 

The stimulus consisted of oriented (vertical vs. horizontal) bars (see Fig 5.3 a) 

with two colors (red or green). The contingency options were the orientation of the bars 

(vertical, horizontal) and their color {red (CIE XYZ: 0.3776, 0.3808, 4 cd/m2), green 

(CIE XYZ: 0.0312, 0.5805, 4 cd/m2)}. The background was white (CIE XYZ: 0.3044, 

0.6541 with luminance of 2 cd/m2). We set the contingency in the environment ∆e to 0.2, 

0.4, 0.6, and 0.8 and we generated the four entries of the contingency table to match the 

contingency values. ∆e values were chosen to span both low and high values so that we 

can observe both cases when SSA holds and where it does not (see Fig 5.2 A and C). In 

order to assess spatial attention, eye movements were measured. In contrast with Fiedler 

& Kareev study, items from the two color categories were equally distributed over the 

screen (instead of being separated into two halves of the screen). We presented all the 

items on the screen and the subject was able to sample the stimuli as long as he/she 

wanted.  In terms of sample size, 18 Gaussian windows made 54 items for set-size 3, 90 

items for set-size 5, and 126 items for set-size 7. We limited all the stimuli to be inside an 

invisible circle having a diameter of 5 degrees. 
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Fig 5.2. Probability density functions for ∆s for different combinations of ∆e and t. Assuming ∆e is 
positive, Fig 5.1 A shows how the distributions of ∆s would look like for large and small 
sizes. Both of them are centered at ∆e and the small sample distribution is wider 
compared to large sample distribution. Hit and False Alarms correspond to the areas 
under ∆s >t & ∆s<-t respectively. Since ∆e>0, and with more dispersion than large 
samples, small sample based decisions increased more hits than false alarms. In Fig 5.2 
B, if ∆s >t, a decrease in hits is observed for small samples with a possible small increase 
in false alarms as well. Small sample advantage would only work if the threshold were 
higher than environment contingency meaning clear-cut evidence. The area under the 
curve from -1 to –t is larger for small samples leading to more incorrect answers 
compared to large samples. Fig 5.2 C shows the case scenario, in which a high ∆e is 
shown. Choosing a high relatively high t would slightly decrease the small sample 
advantage over large sample. Similar to Fig 5.2B, the area under the curve from -1 to –t 
is larger for small samples leading to more incorrect answers compared to large 
samples. The Small sample advantage does not hold for high ∆e values. Because ∆e can’t 
be more than 1, a narrower distribution would result in more advantage. 
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All the fixation windows were generated inside this invisible circle. Gray 

Gaussian envelopes hided all the items if they were out of fixation. So subjects were only 

able to see the information about color/orientation on the fixated Gaussian envelope only.   

The subject had to fixate his/her eyes to see the information for each Gaussian 

envelope. Switching from one Gaussian envelope to another would cause the closing of 

the former envelope and opening of the latter envelope. The subjects were able to control 

both the number and the duration of fixations in order to make as natural as possible. By 

pressing a button in the joystick, the subject was able to terminate each trial. They were 

asked if the relative frequency of vertical items were higher in (i) red or (ii) green items 

or (iii) no choice. After answering the question, subjects reported their confidence in their 

response with a number from 1 to 5. Number 1 being not confident at all, and number 5 

being very confident.  

  

 

Fig 5.3. Experiment 5.1 & 5.2 stimuli configuration. Gaussian envelopes hide items outside of the 
fixation region. In part a) Homogenous displays. In the figure set size is equal to 5. In 
part b) Heterogeneous displays. Because of the heterogeneous display Gaussian 
envelopes have different diameters. 
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During training, we gave a feedback after each trial. However, during the 

experiment, the only feedback the subjects received was at the end of the session. Each 

correct answer resulted with +1, incorrect answer with -2. There were no penalty for the 

“no choice” option. The reason to penalize incorrect answers more heavily was to have 

subjects adopt a high criterion level for choice. All four ∆e cases were equally mixed in 

each block. Each set size (3,5 and 7) was blocked. Each subject did 240 trials for each set 

size, making a total of 720 trials per subject, and 10800 trials for all the subjects. 

 

5.4.2. Results and Discussion 

Each trial produced N, Correct/ Incorrect/ No Choice answer, number of fixations, 

their order and duration, confidence rating and ∆!. Table 5.2 shows the whole averaged 

data over 15 subjects. For every set-size, 18 Gaussian windows were created. In terms of 

sample size, 18 Gaussian windows make 54 items for set-size 3, 90 items for set-size 5, 

and 126 items for set-size 7. 

We analyzed the data with respect to the predictions cited above. In Prediction 1, 

a negative correlation between N and ∆s was expected. For each subject, we separated the 

trial-by-trial data with respect to ∆e values to obtain the N vs. ∆s values. We calculated 2- 

tailed Pearson-Correlation tests giving 15 correlations values for each ∆e values. We then 

compared the correlation values with 0 by performing one-sample t-tests for each ∆e 

values. All correlations between N and ∆s were significantly negative except when ∆e was 

equal to 0.8, indicating a significant small-sample advantage for the remaining 

contingency values (See Table 5.3). For ∆e = 0.8, this case was discussed in Fig 5.2 C. If 
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the environment contingency were close to the positive extremity, a narrower distribution 

would be more advantageous. In the case of ∆!= 0.8, ∆! = 0.81, ∆!≈ ∆!. ∆! and N was 

positively correlated for ∆! = 0.8 case.  

Table 5.2. From left to right: correct percentage, correct confidence level, incorrect percentage, 
incorrect confidence level, no choice percentage, sample size (N), ∆!, and 
performance percentage (correct percentage – incorrect percentage) are reported for 
the homogeneous display. 

 Correct Conf. Incorrect Conf. No Choice N ∆𝒔 Perf. 

SS=3, ∆e=0.2 0.35 4.58 0.06 3.5 0.58 33.6 0.25 0.28 

SS=3, ∆e=0.4 0.51 4.69 0.02 3.25 0.48 20.8 0.51 0.49 

SS=3, ∆e=0.6 0.55 4.53 0.01 4.22 0.43 12.6 0.64 0.54 

SS=3, ∆e=0.8 0.92 4.74 0.004 4.5 0.06 36.8 0.81 0.92 

SS=5, ∆e=0.2 0.35 4.57 0.04 4.06 0.608 65 0.252 0.31 

SS=5, ∆e=0.4 0.51 4.69 0.02 3.25 0.48 47 0.51 0.49 

SS=5, ∆e=0.6 0.56 4.53 0.002 4.3 0.42 35.6 0.65 0.56 

SS=5, ∆e=0.8 0.93 4.75 0.01 3.66 0.05 69.3 0.811 0.91 

SS=7, ∆e=0.2 0.35 4.51 0.058 3.70 0.58 103.1 0.28 0.29 

SS=7, ∆e=0.4 0.52 4.63 0.02 3.16 0.46 77 0.518 0.50 

SS=7, ∆e=0.6 0.57 4.77 0.008 3.86 0.419 49.46 0.658 0.56 

SS=7, ∆e=0.8 0.9 4.74 0.002 2.5 0.09 97.33 0.824 0.89 

 

Prediction 2 stated that ∆e and N should also have a negative correlation. Fig 5.4 

shows N values getting smaller as ∆e values get larger except when ∆!= 0.8 for every set 

size. A 2-tailed Pearson Correlation test did not reveal any significant negative 
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correlation (r=-0.689, p=0.311). The previous analysis (Table 5.3, ∆!=0.8 row) didn’t 

reveal any negative correlation between ∆!and N, in fact the correlation even though not 

significant enough, had positive tendency.  We conducted the correlation test again 

without the data belonging to ∆!= 0.8, this time the correlation was significantly negative 

(r=-0.989,p=0.027). 

 

Table 5.3. One-sample t-test results for each ∆e values showing correlations between N and ∆s as 
stated in Prediction 1. M (r(∆s, N)) signifies the mean of the 15 Pearson Correlation 
values obtained from each subject’s trial-by-trial data. M (∆s) signifies the sampled 
contingency mean for all the subjects; M(N) signifies the mean of sample size for all 
the subjects. The last two rows in the table refer to statistic t and p (significance) in 
the t-test. All t-tests are based on df=14. 

 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(r(∆s, N)) -0.23 -0.31 -0.19 0.07 

M (∆s) 0.26 0.503 0.65 0.81 

M (N) 67.2 48.2 32.5 67 

t -8.41 -14.29 -15.141 5.892 

p 0.01 0.02 0.01 0.061 

 

In Prediction 3, we expected that the subjects would produce larger ∆s than ∆e. 

Combining Prediction 1,2,and 3 both ∆s and ∆e should have a negative correlation with N. 

Fig 5.5 shows that average ∆s values are slightly larger then ∆e values for each set size. A 

paired sample t-test showed that ∆! values are significantly larger than ∆! for all the ∆! 

values (t(11)=-5.461, p<0.001, d=1.57).Table 5.4 shows the t-test results for each ∆! 

value showing ∆! values significantly larger than ∆! values except when ∆! is 0.8. 

According to SSA, the observer, seeking small samples produces clear evidence, which 

leads to ∆!> ∆!. In contrast, according to the standard statistical approach, the observer 

should seek large samples so as to obtain ∆!≈∆! as in the case of ∆! = 0.8. 
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Table 5.4. Paired-sample t-test results comparing ∆! and ∆! values for Prediction 3. All t-tests 
are based on df=2. 

 

 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(∆!) 0.26 0.503 0.65 0.81 

t -6.265 -42.25 -9.475 -3.326 

p 0.025 0.001 0.011 0.08 

 

 

Fig 5.4. N values for different ∆e values for each set sizes. For SSA cases, larger ∆e values give 
smaller N values as stated in Prediction 2. Error bars signify ± standard errors. 

 

In Prediction 4, a negative correlation between Confidence Ratings and N was 

expected. For each subject, we separated the trial-by-trial data with respect to ∆e values to 

obtain the N vs. Confidence Ratings values. We calculated 2- tailed Pearson-Correlation 

tests giving 15 correlations values for each ∆e values. We then compared the correlation 

values with 0 by performing one-sample t-tests for each ∆e values. All correlations 
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between N and Confidence Ratings were significantly negative except when ∆e was 0.8, 

indicating a significant small-sample advantage (See Table 5.5). Confidence Ratings vs. 

N for ∆e=0.8 case results were similar for ∆s vs. N, or ∆s not being greater to ∆e case. ∆e = 

0.8 case revealed a positive non-significant correlation between confidence ratings and 

sample size.   

 
Fig 5.5. ∆s vs. ∆e values for different set sizes. ∆s increases as ∆e increases. The average ∆s is 

larger then ∆e. ∆s values don’t differ for different set sizes, it is independent of set-size. 
Error bars signify ± standard errors. Black dashed line shows the hypothetical scenario 
when ∆s is equal to ∆e. 

 

In Prediction 5, a negative correlation was expected between Performance 

(Correct % - Incorrect %) and N. For each subject, we ran 2-tailed Pearson Correlation 

tests separating data corresponding to different ∆e values. We compared the correlation 

coefficients with 0 using one sample t-test. Except the highest ∆e, all correlations between 

N and Performance were significantly negative, indicating a significant small-sample 
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advantage (See Table 5.6). In Fig 5.6, Performance averaged across subjects for different 

∆e values is plotted for each set size. From low ∆e values to the highest one, performance 

jumps from 29% to 90%. Performance rise with respect to an increase in the 

environmental contingency was expected whether the subject used small or large samples 

over his/her choices. The results for ∆e = 0.8 case show less than 10% No Choice 

decision, this indicates that subjects used a low threshold for their decision compared to 

∆e = 0.8. Small sample advantage does not hold for low threshold values. A higher 

threshold value compared to ∆e is required for small sample advantage observation.  

 

Fig 5.6. Performance values for different ∆e values for each set size, it is independent of set-size. 
Error bars signify ± standard errors. 
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Table 5.5. 2-tailed t-test results for ∆e values (0.2, 0.4, 0.6) showing correlations between N and 
Confidence Ratings as stated in Prediction 4. M (r(CR, N)) signifies the mean of the 15 
Pearson Correlation values obtained from each subject’s trial-by-trial data. All t-tests 
are based on df=14. 

 
 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(r(CR, N)) -0.21 -0.34 -0.17 0.12 

M (CR) 3.81 4.02 4.21 4.6121 

M (N) 67.2 48.2 32.5 67 

t -3.121 -5.902 -8.44 2.63 

p 0.022 0.003 0.048 0.072 

 

Table 5.6. 2-tailed t-test results for ∆e values showing correlations between N and Performance 
as stated in Prediction 5. M (r(P, N)) signifies the mean of the 15 Pearson 
Correlation values obtained from each subject’s trial-by-trial data. All t-tests are 
based on df=14. 

 

 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(r(P, N)) -0.16 -0.25 -0.21 0.04 

M (P) 0.296 0.504 0.552 0.906 

M (N) 67.2 48.2 32.5 67 

t -4.57 -8.062 -5.21 1.32 

p 0.024 0.005 0.039 0.135 

 

5.5. Experiment 5.2: Heterogeneous Displays 

We created heterogeneous displays in order to study the relation between sample 

size and fixation behavior. The main difference between the homogeneous and 

heterogeneous displays is that the number of items in fixation windows (set size) can be 

different (see Fig 5.3 b). The size of each Gaussian window would give a hint about its 

items inside it. Because the natural environment doesn’t have a fixed uniform 

information distribution, the heterogeneous display condition is closer to natural settings 
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compared to homogeneous display part. In this experiment, subjects were able to decide 

whether to add a larger or smaller sample size to their ongoing sampling processes. The 

preference of the subjects was determined directly during the sampling process in the 

heterogeneous display experiment. We tested the 5 predictions mentioned above in the 

homogeneous display experiment. In addition to the homogeneous display results, in the 

heterogeneous display experiment we tested SSA theory both spatially (by the number of 

items in the fixation window) and temporally (by the number of fixations) by the 5 

previous predictions and 2 additional predictions mentioned below.  

Prediction 6: When ∆! is low, the more items there are in the fixation window, 

the more fixations the observer will make. In other words, providing more information at 

each fixation will cause the observer to sample more by an increased number of fixations. 

Prediction 7: states that observers will scan the stimulus so as to select fixation 

windows with smaller samples. 

 

5.5.1. Procedure 

The procedure was identical to the Exp. 5.1 with only one difference: instead of 

homogeneous display, we had the heterogeneous display (see Fig 5.3 b). The circles 

contouring the gray Gaussian envelops did not have the same diameters; hence there 

wasn’t a fixed set size like in the 1st part of the experiment but had four different 

contingency values (0.2, 0.4, 0.6, or 0.8). The four different contingency values were 

mixed equally in each block. Not having a fixed set-size made the environment more 

natural. Each subject had 720 trials making 10800 trials for all the subjects. 
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5.5.2. Results and Discussion 

Similar to the homogeneous display part, each trial produced N, Correct/ 

Incorrect/ No Choice answer, number of fixations, their order and duration, confidence 

rating, ∆!, and percentage of choices for different set sizes. Table 5.7 shows the whole 

averaged data over 15 subjects. For every trial, 6 Gaussian windows were created for 

each set size making a total of 18 Gaussian windows. In terms of sample size, 6 Gaussian 

windows made 18 items for set-size 3, 30 items for set-size 5, and 42 items for set-size 7 

making a total of 75 items for each trial. 

As conducted in the homogeneous display experiment, we analyzed the data with 

respect to the 7 predictions cited in the previous sections. In Prediction 1, a negative 

correlation between N and ∆s was expected. For each subject, we separated the trial-by-

trial data with respect to ∆e values to obtain the N vs. ∆s values. We calculated 2- tailed 

Pearson-Correlation tests giving 15 correlations values for each ∆e values. We then 

compared the correlation values with 0 by performing one-sample t-tests for each ∆e 

values. All correlations between N and ∆s were significantly negative except when ∆e was 

equal to 0.8, indicating a significant small-sample advantage for the remaining 

contingency values (See Table 5.8). The case of ∆e = 0.8 was discussed in the 

homogeneous display results. Due to its positive extremity, the broad distribution of 

small sample is not advantageous. In this case ∆!=∆!.  

Prediction 2 stated that ∆e and N should also have a negative correlation. Tables 

5.7 & 5.8 show N values getting smaller as ∆e values get larger except when ∆!= 0.8 for 

every set size. A 2-tailed Pearson Correlation test didn’t’ reveal any significant negative 

correlation (r=-0.524, p=0.081). The previous analysis (Table 5.8, ∆!=0.8 row) didn’t 
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reveal any negative correlation between ∆!and N, in fact the correlation even though not 

significant enough, had positive tendency.  We conducted the correlation test again 

without the data belonging to ∆!= 0.8, this time the correlation was significantly negative 

(r=-0.772,p=0.034). 

Table 5.7. For each ∆! value from left to right: correct percentage, correct confidence level, 
incorrect percentage, incorrect confidence level, no choice percentage, sample size 
(N), ∆!, performance percentage (correct percentage – incorrect percentage), and 
subjects’ choices for each set size in percentages are reported for the heterogeneous 
display. 

∆e Crrct Conf. Incrrct Conf. N.C. N ∆𝒔 Perf. SS=3 SS=5 SS=7 

0.2 0.32 4.41 0.05 3.1 0.63 51.1 0.26 0.27 44	 32	 24	

0.4 0.54 4.52 0.04 3.2 0.41 44.7 0.53 0.5 48	 30	 22	

0.6 0.58 4.55 0.01 4.1 0.40 34.2 0.71 0.57 45	 34	 21	

0.8 0.91 4.82 0.001 4.11 0.08 66.8 0.8 0.91 33	 33	 34	

 

Table 5.8. One-sample t-test results for each ∆e values showing correlations between N and ∆s as 
stated in Prediction 1. M (r(∆s, N) ) signifies the mean of the 15 Pearson Correlation 
values obtained from each subject’s trial-by-trial data. M (∆s) signifies the sampled 
contingency mean for all the subjects; M(N) signifies the mean of sample size for all 
the subjects. The last two rows in the table refer to statistic t and p (significance) in 
the t-test. All t-tests are based on df=14. 

 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(r(∆s, N)) -0.19 -0.22 -0.21 0.11 

M (∆s) 0.26 0.53 0.71 0.8 

M (N) 51.1 44.7 34.2 66.8 

t -6.13 -5.97 -9.22 2.49 

p 0.02 0.01 0.01 0.068 
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Prediction 3 predicted that ∆! would be larger than ∆!. When combined, 

Predictions 1,2,and 3 state that both ∆! and ∆! are supposed to have negative correlation 

with the sample size N. Tables 5.7 & 5.8 show that ∆s values are slightly larger then ∆! 

values for each ∆!  value except 0.8. A paired sample t-test revealed that the difference 

between ∆! values and ∆! for all the ∆! values are not significant (t(3)=-2.585, p=0.081, 

d=17.24). Considering the results obtained from homogeneous displays and Predictions 1 

& 2, we conducted t-test again without ∆!= 0.8 values, this time the difference was 

significantly larger (t(3)=-4.804, p=0.04, d=2.77). According to SSA, the observers 

seeking small samples produces clear evidence, which leads to ∆!> ∆!. In contrast, 

according to the standard statistical approach, the observer should seek large samples so 

as to obtain ∆!≈∆! as in the case of ∆! = 0.8. Additionally we conducted paired sample t-

tests comparing the environmental contingency to the sampled contingency on subject 

level. Table 5.9 shows the results for the t-tests showing the significant difference for all 

the ∆! values except 0.8. 

Table 5.9. Paired-sample t-test results comparing ∆! and ∆! values for Prediction 3. All t-tests 
are based on df=14. 

 

 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(∆!) 0.26 0.53 0.71 0.8 

t -4.675 -17.341 -7.32 -1.61 

p 0.01 0.01 0.017 0.094 

 

In Prediction 4, a negative correlation between Confidence Ratings and N was 

expected. For each subject, we separated the trial-by-trial data with respect to ∆e values to 

obtain the N vs. Confidence Ratings values. We conducted 2-tailed Pearson-Correlation 
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tests for each subject’s each ∆e values, following the tests, we performed one sample t-

tests for each ∆e value. The correlations revealed significant negative correlations 

between N and Confidence Ratings except when ∆e was 0.8 (see Table 5.10). 

Table 5.10. One-sample t-test results for ∆e values showing correlations between N and 
Confidence Ratings as stated in Prediction 4 for the heterogeneous display. M 
(r(CR, N)) signifies the mean of the 15 Pearson Correlation values obtained from 
each subject’s trial-by-trial data. All t-tests are based on df=14. 

 
 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(r(CR, N)) -0.27 -0.31 -0.21 0.2 

M (CR) 4.41 4.52 4.55 4.82 

M (N) 51.1 44.7 34.2 66.8 

t -5.24 -4.97 -6.31 -0.17 

p 0.019 0.023 0.039 0.069 

 

Prediction 5 stated that a negative correlation was expected between Performance 

(Correct % - Incorrect %) and N. For each subject, we ran 2-tailed Pearson Correlation 

tests separating data corresponding to different ∆e values. We compared the correlation 

coefficients with 0 using one sample t-test. Except the highest ∆e, all correlations between 

N and Performance were significantly negative, indicating a significant small-sample 

advantage (See Table 5.11).  

The performance jumped from 0.27 to 0.91 from ∆e=0.2 to ∆e=0.8. For the highest 

environment contingency the “No Choice” percentage is only 8% indicating that subjects 

used a low threshold for their decision, and this is the reason we don’t see any small 

sample advantage in this condition.  
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Table 5.11. One-sample t-test results for ∆e values showing correlations between N and 
Performance as stated in Prediction 5. M (r(P, N)) signifies the mean of the 15 
Pearson Correlation values obtained from each subject’s trial-by-trial data. All t-
tests are based on df=14. 

 

 ∆e = 0.2 ∆e = 0.4 ∆e = 0.6 ∆e = 0.8 

M(r(P, N)) -0.11 -0.19 -0.14 0.12 

M (P) 0.27 0.5 0.57 0.91 

M (N) 51.1 44.7 34.2 66.8 

t -6.41 -5.029 -11.48 3.43 

p 0.041 0.037 0.046 0.072 

 

Prediction 6 stated that for low ∆! values, the more items there are in the fixation 

window, the more fixations the observer will make. In other words, providing more 

information at each fixation will cause the observer to sample more by an increased 

number of fixations. For each subject, we have divided the sampled fixations into first 

part (first 3 fixations) and second part (the remaining fixations). If the first sampled part’s 

average number of set size is between 3-5, in other words if the subject preferred smaller 

set sizes in his/her first part, then we called that as small set size preference (SSSP). The 

opposite case was called large set size preference (LSSP) for an average number between 

5-7. We predicted that if the subjects started their sampling with smaller set sizes, they 

would stop sampling with less fixations compared to the subjects starting with bigger set 

sizes. We expected that subjects starting with SSSP would make fewer fixations 

compared to subjects starting with LSSP. For ∆!=0.2, 9 out of 15 subjects preferred SSSP 

with an average of 6 fixations windows used compared to 6 subjects preferring LSSP 

with an average of 16 fixations windows. For ∆!=0.4, 8 out of 15 subjects preferred SSSP 

with an average of 5 fixations windows used compared to 7 subjects preferring LSSP 
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with an average of 13 fixations windows. For ∆!=0.6, 8 out of 15 subjects preferred SSSP 

with an average of 5 fixations windows used compared to 7 subjects preferring LSSP 

with an average of 9 fixations windows. For ∆!=0.8, 5 out of 15 subjects preferred SSSP 

with an average of 11 fixations windows used compared to 10 subjects preferring LSSP 

with an average of 15 fixations windows. All the fixation window values are for the 

whole block (1st part + 2nd part). 

Prediction 7 stated that observers would scan the stimulus so as to select fixation 

windows with smaller samples. Fixation window radius was in positive correlation with 

the inside sample size. In other words, a fixation window containing 7 samples has a 

larger radius compared to a fixation window with 5 or 3 samples. The subjects were 

expected to understand this concept after few trials in the beginning of the training. On 

average, subjects’ choices were 74.75% on smaller sampled fixation windows containing 

3 or 5 samples whereas all 3 set size fixation windows were distributed equally in terms 

of quantity (33.3% for each of them). Table 5.7 shows the choice distribution for 

different set sizes for each ∆e values. Set size 7 was the least preferred over the subjects 

except for the largest environment contingency. When ∆e = 0.8, the choice was balanced 

over the 3 set sizes.  

The results obtained from the predictions were not fully conclusive. Although we 

were expecting SSA not holding for large ∆! values and that we found it in the case of ∆! 

= 0.8, since we did not know t used by the subjects, we could not establish directly which 

of the scenarios depicted in Fig 5.2 was in play. Fig 5.2 depicts the model for the small 

sample advantage theory, but even though several ∆! values seems to provide small 

sample advantage, the percentage values in Table 5.2 contradicts them. Additionally, in 
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order for a small sample advantage, the decision threshold t needs to be higher than the 

sampled contingency ∆!, and sampled contingency ∆! needs to be higher than the 

environment contingency ∆!. Considering that the distribution is centered at ∆!, this 

would imply that, under SSA, the percentage correct could never exceed 50%, if one 

considers the probability density functions. However, in the experiment, we have a 

realization of the random variable and it is possible to exceed 50%, based on the number 

of trials actually received by the subjects. To address these questions, we applied the 

proposed decision rule to actual trials in the experiments and obtained estimates of t from 

the simulations. For all the subjects, we combined all the set sizes as well as all the ∆! 

values. The rule to classify a trial was based on the model explained in Fig 5.2. Correct 

and Incorrect corresponded to the areas under ∆! > t & ∆!< -t respectively for positive ∆! 

values. It was the other way around for trials with negative ∆! values. The region –t < ∆! 

< t corresponded to no Choice. We ran the simulation from t = 0.1 to t = 0.9 with a step 

size of 0.01. To obtain an estimate, we implemented an error formula, and we picked the 

threshold minimizing the error. The formula was given in this equation:  

Error (t) = (Ct-C)2+(It-I)2+(NCt-NC)2,                                 (Eq. 5.2) 

where C, I, NC were number of correct, incorrect, and no choice trials respectively 

obtained empirically, and Ct, It, and NCt were correct, incorrect, and no choice values 

according to the simulation with respect to the threshold value ranging from 0.1 to 0.9 

with a step size of 0.01.  When all the set sizes were combined along with 4 different ∆! 

values, subjects produced 6377 correct trials, 4026 no choice trials and 397 incorrect 

trials. A threshold value of 0.39 gave the minimum error value of 536 (0.049 %) with 

6373 correct, 4012 no choice and 415 incorrect trials (See Table 5.12 & Appendix A).  
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We ran a second simulation to “fine-tune” the threshold used by the subjects. The step 

size was decreased from 0.01 to 0.001. The threshold range was from 0.3 to 0.5. The 

error value decreased from 536 to 494 (from 0.049 % to 0.045 %) with a threshold value 

of 0.391 (See Table 5.13 & Appendix-B). A threshold value of 0.391 corresponded to 

6360 correct, 4029 no choice and 411 incorrect trials. The simulation results revealed that 

subjects used a threshold value of 0.391. Because all the ∆! values were intermixed 

within blocks throughout the experiments, it is likely that subjects used the same 

threshold for all ∆! values. 

Table 5.12. Simulation results for threshold values between 0.1 and 0.9 with a step size of 0.01. 
The complete table is given in Appendix A. The row with the yellow highlight shows t 
for which the error is minimum.  

Threshold Correct No choice Incorrect Error Error % 
0.3 7071 2952 777 1779512 164.7696296 

0.31 7024 3044 732 1495158 138.4405556 
0.32 6968 3150 682 1197882 110.915 
0.33 6921 3250 629 951936 88.14222222 
0.34 6866 3353 581 725906 67.21351852 
0.35 6816 3457 527 533382 49.38722222 
0.36 6711 3591 498 310982 28.79462963 
0.37 6613 3713 474 159594 14.77722222 
0.38 6496 3854 450 46554 4.310555556 
0.39 6373 4012 415 536 0.04962963 
0.4 6270 4149 381 26834 2.48462963 

0.41 6135 4302 363 135896 12.58296296 
0.42 6014 4447 339 312374 28.92351852 
0.43 5875 4605 320 593174 54.92351852 
0.44 5756 4752 292 923742 85.53166667 
0.45 5643 4883 274 1288334 119.2901852 
0.46 5537 5009 254 1692338 156.697963 
0.47 5456 5122 222 2080082 192.6001852 
0.48 5369 5219 212 2473538 229.0312963 
0.49 5313 5296 191 2787432 258.0955556 
0.5 5226 5408 166 3288086 304.4524074 
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Table 5.13. Simulation results for threshold values between 0.3 and 0.5 with a step size of 0.001. 
The complete table is given in Appendix B. The row with the yellow highlight shows t 
for which the error is minimum.  

Threshold	 Correct	 No choice	 Incorrect	 Error	 Error % 
0.38 6496 3854 450 46554 4.310555556 

0.381 6487 3866 447 40200 3.722222222 
0.382 6471 3885 444 30926 2.863518519 
0.383 6449 3911 440 20258 1.875740741 
0.384 6435 3928 437 14568 1.348888889 
0.385 6424 3942 434 10634 0.98462963 
0.386 6411 3961 428 6342 0.587222222 
0.387 6401 3972 427 4392 0.406666667 
0.388 6392 3986 422 2450 0.226851852 
0.389 6383 3997 420 1406 0.130185185 
0.39 6373 4012 415 536 0.04962963 

0.391 6360 4029 411 494 0.045740741 
0.392 6352 4042 406 962 0.089074074 
0.393 6341 4054 405 2144 0.198518519 
0.394 6334 4064 402 3318 0.307222222 
0.395 6327 4074 399 4808 0.445185185 
0.396 6307 4097 396 9942 0.920555556 
0.397 6296 4113 391 14166 1.311666667 
0.398 6288 4127 385 18266 1.691296296 
0.399 6280 4137 383 21926 2.030185185 

0.4 6270 4149 381 26834 2.48462963 
  

5.6. General Discussion 

In this study, our goal was to investigate how decisional processes sample 

information before making a decision. From an evolutionary perspective, humans are 

active explorers and it is crucial to understand how we collect information from the 

environment and how we use this information to make decisions or to learn about our 

environment. Small sample advantage theory described a challenging theory that 

contingencies might be more detectable from small than large samples of observations. 

Specifically, we tested our predictions of the Small Sample Advantage theory, according 
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to which decision processes keep sample size small to increase the probability of 

detecting stimulus contingencies. Obtained contingency was always higher than the 

environment contingency. Because small samples made clearer indications, subjects’ 

confidence ratings were higher in smaller number of samples. In contrast with traditional 

statistical theory, small samples gave higher performance levels compared to large 

samples. As we said earlier, only under clear boundary conditions, subjects tend to prefer 

smaller samples with higher confidence ratings. Based on SSA theory, the percentage 

correct could never reach 50%, however in practice, observers received limited samples 

and theoretical distributions are valid only asymptotically when the number of trials goes 

to infinity.  

Our results are obtained in a way that we overcome two challenging limitations in 

testing SSA. First, we introduced self-guided exploration resulting our sample size (N) to 

correspond to the actually used sample size. Second, we established a natural scanning 

behavior by controlling eye movements and by allowing the subjects “actively” inspect. 

Our study provided further support for the SSA theory. It is in direct conflict with the 

present state of sample size decision understanding. The theory behind small sample 

advantage challenges the current status quo and offers an alternative way of 

understanding information sampling.  

In terms of an evolutionary perspective, using small samples over large samples 

has benefits in survival. It might be considered as an augmented ability to detect several 

environmental contingencies. In nature, a more limited short-term memory might be an 

advantage instead of a liability (Heinrich, 1979; McNamara & Houston, 1985, 1987; 

Shafir & Roughgarden, 1998). 
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Chapter 6. Summary 

The purpose of this study was to investigate how attentional and decisional 

processes select visual inputs for further processing. Our long-term goal was to 

understand the functional mechanisms creating the perceptual and cognitive operations 

under dynamic ecological conditions. The study was divided into three specific aims. The 

first and second specific aims were about visual attention and the last part was focused on 

decisional processes. Specific aim 1 was to investigate the dynamics of how attention was 

allocated to perceptual groups, in particular to understand how attentional allocation took 

place during formation and dissolution of perceptual groups. Specific aim 2 was to 

investigate whether exogenous and endogenous attention operated independently or 

through interactions. Specific aim 3 was to test the hypothesis that small samples lead to 

better decisions than large samples for detecting stimulus contingencies during self 

guided exploration.  

For the first specific aim, we examined object-based attentional facilitation while 

varying the relative timing between the appearance of the cue and the formation (or 

dissolution) of perceptual groups over two experiments. Using direction of motion, we 

separated objects into two distinct groups. Even though our previous study investigated 

the relationship between attention and perceptual grouping, this was done only for steady 

state, and in nature perceptual groups spontaneously form and dissolve. In this part of our 

study, we addressed the issue into a more ecological setting. Results showed that 

attentional advantage was observed during both formation and dissolution of perceptual 

groups. We are not able to clarify the timing of the brain for cue processing and attention 
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but even though we do not know the exact time when the cue is processed in the brain, it 

is still possible to compare the data of the group formation and group dissolution 

experiments.  

For the second aim, we investigated the relationship between exogenous and 

endogenous attention, in particular the interactions between them by using both 

peripheral and central cues. We examined the topic with an experimental design 

considering task types (detection, discrimination), cue validity (valid, invalid within, 

invalid between, catch), and stimulus mobility (static, dynamic). The results show that 

detection tasks require significantly less time compared to dynamic tasks. We observed 

significant interactions between endogenous and exogenous orienting of attention when 

the task was discrimination. Although not significant, there was a similar interaction 

tendency when the task was detection.  The interaction between endogenous and 

exogenous attention depended on the validity of both cues. A valid endogenous cue 

weakened the strength of the exogenous cue making the endogenous cue more dominant 

than the exogenous cue. We concluded that interactions between endogenous and 

exogenous orienting mechanisms are similar for static and dynamic stimuli and these 

interactions depend on task demands and the reliability of cues. 

For the third aim, we investigated how decisional processes sample information 

before making a decision. Our goal was to understand how perceptual and cognitive 

processes operate in real-time in a natural dynamic scene. We conducted two experiments 

to test the small sample advantage theory for detecting stimulus contingencies under self-

guided exploration. Our results show that sampled contingency was higher than the 

environmental contingency. As expected in a small sampled environment, subjects’ 
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confidence ratings were high. The high percentages of no choice were observed which 

are indispensable for small sample usage. We concluded our findings that small samples 

led to better decisions than large samples for detecting stimulus contingencies for low ∆! 

values. Based on the empirical sampling contingency and model decision rules, we 

conducted simulations to determine the threshold value used by the subjects. The 

measured threshold value can be misleading due to the fact that any theoretical 

distribution is valid only at its asymptote when the number of trials goes to infinity. We 

calculated the threshold value based on subjects’ sampling contingency.  

 

6.1. Future Work 

In the first specific aim, we conducted the experiment using motion grouping for 

both perceptual group formation and dissolution. The study’s results are based on one 

type of Gestalt principle. Different principles’ effects were not compared in a study. Our 

study can be replicated using color grouping instead of motion grouping. Instead of all 

the disks having blue color, they can change colors up to a certain point and than can be 

grouped by color for a brief moment. The color grouping effect on attention and the 

interaction between attention and perceptual grouping can be studied. Another idea can 

be picked from our own results, the reasons behind different time courses for group 

formation and dissolution can be studied in a much more detail focusing more in the 

COAG=0 region perhaps with more than one cue duration.  

In the second aim, we implemented the experiment to study interactions between 

exogenous and endogenous attention using double cuing paradigm. To our knowledge, 
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this was the only study using the same paradigm for both detection and discrimination 

tasks as well as for static and dynamic stimuli. This study can be combined with an 

imaging study to further analyze the matter. The main problem with this approach might 

be the lack of temporal resolution for the exogenous attention. The fMRI technique is not 

fast enough to capture the changes caused by the exogenous attention. The imaging 

techniques such as EEG (for temporal resolution) and fMRI (for spatial resolution) need 

to be combined to study both types of attention. Both temporal and spatial resolution 

becomes equally important studying their interactions. Several other imaging techniques 

such as ERP are used in attention studies but due to the fact that every paradigm’s result 

is very different than each other. A more complete paradigm such as ours can be used on 

all of these techniques mentioned. Even though we proved that there is indeed interaction 

between exogenous attention and endogenous attention, a more broad study is required to 

identify the details of this interaction including the responsible brain regions.  

In our last aim, we tested the hypothesis that small samples lead to better 

decisions than large samples for detecting stimulus contingencies during self-guided 

exploration. The experiments that we conducted might be used to build a computational 

model for small sample advantage theory, and to test it against the empirical data.  The 

model can have several stages for important cognitive processes such as attention and 

working memory. Parameters required for this model can be obtained through empirical 

methods as we measured the threshold used by the subjects. In the experiment we started 

with the environmental contingency and through that we obtained sampled contingency, 

by developing this model, we can obtain a good estimate of contingency in cognitive 

representation. Another empirical idea is that instead of a more “discrete” approach, a 
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new study can focus on low environmental contingency values to determine a function of 

small sample advantage vs. environmental contingency. Also to test SSA, we used two 

different colored rectangles; the paradigm can be even more simplified to reduce fatigue. 

The main challenge in data collection was to maintain the comfort level of the subjects 

due to eye tracking. The focus can be to decrease the time by maintaining the number of 

trials perhaps by offering even less items. This can be done either by reducing the set size 

values (to 2-3-4) or reducing the total number of fixation windows for each set size. 

Another method to make the experiment “less tiring” can perhaps to use different shapes 

instead of presenting the same shapes vertically and horizontally.  
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Appendix-A 

Appendix-A shows the simulation carried for a threshold value between 0.1 and 

0.9. To obtain an estimate, we implemented an error formula, and we picked the 

threshold minimizing the error. 

 

Table A.A-1. Simulation results for threshold values between 0.1 and 0.9 with a step size of 0.01.   
The row with the yellow highlight shows t for which the error is minimum.  

Threshold	 Correct	 No choice	 Incorrect	 Error	 Error % 
0.1	 8069	 999	 1732	 13807818	 1278.501667	
0.11	 8018	 1091	 1691	 12981542	 1201.99463	
0.12	 7961	 1196	 1643	 12070472	 1117.636296	
0.13	 7926	 1293	 1581	 11270546	 1043.569074	
0.14	 7881	 1380	 1539	 10567496	 978.4718519	
0.15	 7833	 1480	 1487	 9790152	 906.4955556	
0.16	 7764	 1601	 1435	 8881838	 822.3924074	
0.17	 7711	 1693	 1396	 8220446	 761.1524074	
0.18	 7662	 1794	 1344	 7529858	 697.2090741	
0.19	 7614	 1895	 1291	 6870566	 636.1635185	
0.2	 7550	 2005	 1245	 6179474	 572.1735185	
0.21	 7490	 2103	 1207	 5592798	 517.8516667	
0.22	 7451	 2180	 1169	 5157176	 477.5162963	
0.23	 7404	 2275	 1121	 4644906	 430.0838889	
0.24	 7355	 2372	 1073	 4149176	 384.182963	
0.25	 7305	 2476	 1019	 3650568	 338.0155556	
0.26	 7269	 2567	 964	 3245834	 300.5401852	
0.27	 7229	 2653	 918	 2882474	 266.8957407	
0.28	 7171	 2756	 873	 2469912	 228.6955556	
0.29	 7127	 2851	 822	 2123750	 196.6435185	
0.3	 7071	 2952	 777	 1779512	 164.7696296	
0.31	 7024	 3044	 732	 1495158	 138.4405556	
0.32	 6968	 3150	 682	 1197882	 110.915	
0.33	 6921	 3250	 629	 951936	 88.14222222	
0.34	 6866	 3353	 581	 725906	 67.21351852	
0.35	 6816	 3457	 527	 533382	 49.38722222	
0.36	 6711	 3591	 498	 310982	 28.79462963	
0.37	 6613	 3713	 474	 159594	 14.77722222	
0.38	 6496	 3854	 450	 46554	 4.310555556	
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0.39	 6373	 4012	 415	 536	 0.04962963	
0.4	 6270	 4149	 381	 26834	 2.48462963	
0.41	 6135	 4302	 363	 135896	 12.58296296	
0.42	 6014	 4447	 339	 312374	 28.92351852	
0.43	 5875	 4605	 320	 593174	 54.92351852	
0.44	 5756	 4752	 292	 923742	 85.53166667	
0.45	 5643	 4883	 274	 1288334	 119.2901852	
0.46	 5537	 5009	 254	 1692338	 156.697963	
0.47	 5456	 5122	 222	 2080082	 192.6001852	
0.48	 5369	 5219	 212	 2473538	 229.0312963	
0.49	 5313	 5296	 191	 2787432	 258.0955556	
0.5	 5226	 5408	 166	 3288086	 304.4524074	
0.51	 5190	 5456	 154	 3512918	 325.2701852	
0.52	 5156	 5507	 137	 3751802	 347.3890741	
0.53	 5128	 5549	 123	 3954606	 366.1672222	
0.54	 5089	 5601	 110	 4221938	 390.9201852	
0.55	 5048	 5653	 99	 4502174	 416.867963	
0.56	 4989	 5717	 94	 4877834	 451.6512963	
0.57	 4932	 5776	 92	 5243550	 485.5138889	
0.58	 4863	 5847	 90	 5702486	 528.007963	
0.59	 4801	 5912	 87	 6136872	 568.2288889	
0.6	 4742	 5974	 84	 6565898	 607.9535185	
0.61	 4689	 6031	 80	 6969858	 645.3572222	
0.62	 4639	 6087	 74	 7372694	 682.6568519	
0.63	 4594	 6136	 70	 7738118	 716.4924074	
0.64	 4558	 6177	 65	 8045786	 744.9801852	
0.65	 4517	 6220	 63	 8384792	 776.3696296	
0.66	 4417	 6324	 59	 9236648	 855.2451852	
0.67	 4326	 6417	 57	 10039082	 929.5446296	
0.68	 4227	 6519	 54	 10955198	 1014.370185	
0.69	 4145	 6606	 49	 11759328	 1088.826667	
0.7	 4045	 6709	 46	 12759914	 1181.473519	
0.71	 3898	 6857	 45	 14283906	 1322.583889	
0.72	 3744	 7013	 43	 15980174	 1479.645741	
0.73	 3593	 7169	 38	 17757986	 1644.257963	
0.74	 3440	 7325	 35	 19640414	 1818.556852	
0.75	 3308	 7458	 34	 21329154	 1974.921667	
0.76	 3223	 7544	 33	 22456536	 2079.308889	
0.77	 3148	 7622	 30	 23492346	 2175.217222	
0.78	 3076	 7696	 28	 24501662	 2268.672407	
0.79	 3015	 7757	 28	 25359566	 2348.107963	
0.8	 2930	 7845	 25	 26604954	 2463.421667	
0.81	 2772	 8007	 21	 28985762	 2683.866852	
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0.82	 2630	 8149	 21	 31180514	 2887.08463	
0.83	 2506	 8277	 17	 33200042	 3074.077963	
0.84	 2355	 8430	 15	 35717624	 3307.187407	
0.85	 2221	 8566	 13	 38031392	 3521.425185	
0.86	 2073	 8717	 10	 40679666	 3766.635741	
0.87	 1936	 8854	 10	 43181834	 3998.317963	
0.88	 1772	 9018	 10	 46275858	 4284.801667	
0.89	 1604	 9186	 10	 49556898	 4588.601667	
0.9	 1462	 9329	 9	 52429578	 4854.590556	
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Appendix-B 

Appendix-B shows the second simulation to “fine-tune” the threshold used by the 

subjects. The step size was decreased from 0.01 to 0.001. The threshold range was from 

0.3 to 0.5. The error value decreased from 536 to 494 with a threshold value of 0.391 

corresponding to 6360 correct, 4029 no choice and 411 incorrect trials. 

 

Table A.B-1. Simulation results for threshold values between 0.3 and 0.5 with a step size of 
0.001.   The row with the yellow highlight shows t for which the error is minimum.  

Threshold	 Correct	 No choice	 Incorrect	 Error	 Error % 
0.3	 7071	 2952	 777	 1779512	 164.7696296	

0.301	 7067	 2959	 774	 1756718	 162.6590741	
0.302	 7064	 2964	 772	 1740438	 161.1516667	
0.303	 7059	 2973	 768	 1711574	 158.4790741	
0.304	 7055	 2979	 766	 1692054	 156.6716667	
0.305	 7047	 2990	 763	 1656152	 153.3474074	
0.306	 7039	 3003	 758	 1615094	 149.5457407	
0.307	 7035	 3013	 752	 1585158	 146.7738889	
0.308	 7034	 3018	 748	 1570914	 145.455	
0.309	 7032	 3029	 739	 1539998	 142.5924074	
0.31	 7024	 3044	 732	 1495158	 138.4405556	
0.311	 7019	 3055	 726	 1463246	 135.4857407	
0.312	 7013	 3066	 721	 1431072	 132.5066667	
0.313	 7011	 3075	 714	 1406846	 130.2635185	
0.314	 7003	 3087	 710	 1371566	 126.9968519	
0.315	 6999	 3094	 707	 1351608	 125.1488889	
0.316	 6994	 3103	 703	 1326254	 122.8012963	
0.317	 6991	 3109	 700	 1309694	 121.267963	
0.318	 6984	 3124	 692	 1269078	 117.5072222	
0.319	 6976	 3138	 686	 1230866	 113.9690741	
0.32	 6968	 3150	 682	 1197882	 110.915	
0.321	 6963	 3159	 678	 1174046	 108.707963	
0.322	 6958	 3168	 674	 1150454	 106.5235185	
0.323	 6954	 3181	 665	 1118778	 103.5905556	
0.324	 6951	 3191	 658	 1094822	 101.3724074	
0.325	 6949	 3197	 654	 1080474	 100.0438889	
0.326	 6946	 3207	 647	 1057022	 97.87240741	
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0.327	 6940	 3217	 643	 1031966	 95.55240741	
0.328	 6934	 3228	 638	 1005134	 93.06796296	
0.329	 6930	 3236	 634	 986078	 91.30351852	
0.33	 6921	 3250	 629	 951936	 88.14222222	
0.331	 6911	 3268	 621	 909896	 84.24962963	
0.332	 6907	 3277	 616	 889862	 82.39462963	
0.333	 6901	 3287	 612	 866922	 80.27055556	
0.334	 6896	 3294	 610	 850554	 78.755	
0.335	 6891	 3306	 603	 825032	 76.39185185	
0.336	 6887	 3316	 597	 804200	 74.46296296	
0.337	 6885	 3320	 595	 795704	 73.6762963	
0.338	 6879	 3331	 590	 772278	 71.50722222	
0.339	 6873	 3342	 585	 749216	 69.37185185	
0.34	 6866	 3353	 581	 725906	 67.21351852	
0.341	 6860	 3365	 575	 701894	 64.99018519	
0.342	 6856	 3376	 568	 681182	 63.07240741	
0.343	 6854	 3387	 559	 662094	 61.305	
0.344	 6848	 3399	 553	 639306	 59.195	
0.345	 6840	 3410	 550	 617234	 57.1512963	
0.346	 6838	 3415	 547	 608342	 56.32796296	
0.347	 6833	 3426	 541	 588672	 54.50666667	
0.348	 6826	 3439	 535	 565214	 52.33462963	
0.349	 6821	 3447	 532	 550602	 50.98166667	
0.35	 6816	 3457	 527	 533382	 49.38722222	
0.351	 6809	 3468	 523	 513864	 47.58	
0.352	 6801	 3477	 522	 496802	 46.00018519	
0.353	 6789	 3494	 517	 467168	 43.2562963	
0.354	 6776	 3512	 512	 436622	 40.42796296	
0.355	 6763	 3526	 511	 411992	 38.14740741	
0.356	 6748	 3544	 508	 382286	 35.39685185	
0.357	 6739	 3554	 507	 365928	 33.88222222	
0.358	 6727	 3571	 502	 340550	 31.53240741	
0.359	 6717	 3582	 501	 323552	 29.95851852	
0.36	 6711	 3591	 498	 310982	 28.79462963	
0.361	 6696	 3608	 496	 286286	 26.50796296	
0.362	 6687	 3621	 492	 269150	 24.9212963	
0.363	 6675	 3634	 491	 251304	 23.26888889	
0.364	 6662	 3647	 491	 233702	 21.63907407	
0.365	 6651	 3660	 489	 217496	 20.13851852	
0.366	 6642	 3673	 485	 202578	 18.75722222	
0.367	 6635	 3683	 482	 191438	 17.72574074	
0.368	 6626	 3695	 479	 178286	 16.50796296	
0.369	 6620	 3703	 477	 169778	 15.72018519	
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0.37	 6613	 3713	 474	 159594	 14.77722222	
0.371	 6598	 3729	 473	 142826	 13.22462963	
0.372	 6584	 3745	 471	 127286	 11.78574074	
0.373	 6576	 3757	 467	 116862	 10.82055556	
0.374	 6556	 3777	 467	 98942	 9.161296296	
0.375	 6547	 3788	 465	 90168	 8.348888889	
0.376	 6539	 3801	 460	 80838	 7.485	
0.377	 6529	 3814	 457	 71648	 6.634074074	
0.378	 6518	 3827	 455	 62846	 5.819074074	
0.379	 6504	 3842	 454	 53234	 4.929074074	
0.38	 6496	 3854	 450	 46554	 4.310555556	
0.381	 6487	 3866	 447	 40200	 3.722222222	
0.382	 6471	 3885	 444	 30926	 2.863518519	
0.383	 6449	 3911	 440	 20258	 1.875740741	
0.384	 6435	 3928	 437	 14568	 1.348888889	
0.385	 6424	 3942	 434	 10634	 0.98462963	
0.386	 6411	 3961	 428	 6342	 0.587222222	
0.387	 6401	 3972	 427	 4392	 0.406666667	
0.388	 6392	 3986	 422	 2450	 0.226851852	
0.389	 6383	 3997	 420	 1406	 0.130185185	
0.39	 6373	 4012	 415	 536	 0.04962963	
0.391	 6360	 4029	 411	 494	 0.045740741	
0.392	 6352	 4042	 406	 962	 0.089074074	
0.393	 6341	 4054	 405	 2144	 0.198518519	
0.394	 6334	 4064	 402	 3318	 0.307222222	
0.395	 6327	 4074	 399	 4808	 0.445185185	
0.396	 6307	 4097	 396	 9942	 0.920555556	
0.397	 6296	 4113	 391	 14166	 1.311666667	
0.398	 6288	 4127	 385	 18266	 1.691296296	
0.399	 6280	 4137	 383	 21926	 2.030185185	

0.4	 6270	 4149	 381	 26834	 2.48462963	
0.401	 6256	 4166	 378	 34602	 3.203888889	
0.402	 6239	 4185	 376	 44766	 4.145	
0.403	 6226	 4199	 375	 53214	 4.927222222	
0.404	 6208	 4219	 373	 66386	 6.146851852	
0.405	 6195	 4234	 371	 77064	 7.135555556	
0.406	 6184	 4246	 370	 86378	 7.997962963	
0.407	 6171	 4261	 368	 98502	 9.120555556	
0.408	 6157	 4277	 366	 112362	 10.40388889	
0.409	 6146	 4288	 366	 122966	 11.38574074	
0.41	 6135	 4302	 363	 135896	 12.58296296	
0.411	 6126	 4315	 359	 147966	 13.70055556	
0.412	 6113	 4333	 354	 165794	 15.3512963	
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0.413	 6107	 4339	 354	 172718	 15.99240741	
0.414	 6097	 4351	 352	 186050	 17.22685185	
0.415	 6081	 4369	 350	 207474	 19.21055556	
0.416	 6067	 4388	 345	 229848	 21.28222222	
0.417	 6053	 4404	 343	 250776	 23.22	
0.418	 6043	 4416	 341	 266792	 24.70296296	
0.419	 6024	 4437	 339	 296894	 27.49018519	
0.42	 6014	 4447	 339	 312374	 28.92351852	
0.421	 5999	 4463	 338	 337334	 31.23462963	
0.422	 5986	 4479	 335	 361934	 33.51240741	
0.423	 5972	 4494	 334	 387018	 35.835	
0.424	 5962	 4510	 328	 411242	 38.07796296	
0.425	 5947	 4525	 328	 438662	 40.61685185	
0.426	 5940	 4533	 327	 452918	 41.93685185	
0.427	 5924	 4550	 326	 484826	 44.8912963	
0.428	 5910	 4567	 323	 516246	 47.80055556	
0.429	 5888	 4591	 321	 564122	 52.23351852	
0.43	 5875	 4605	 320	 593174	 54.92351852	
0.431	 5861	 4620	 319	 625176	 57.88666667	
0.432	 5852	 4631	 317	 648050	 60.00462963	
0.433	 5838	 4649	 313	 685706	 63.4912963	
0.434	 5823	 4666	 311	 723912	 67.02888889	
0.435	 5812	 4677	 311	 750422	 69.48351852	
0.436	 5798	 4695	 307	 790902	 73.23166667	
0.437	 5783	 4714	 303	 835016	 77.3162963	
0.438	 5775	 4727	 298	 863606	 79.96351852	
0.439	 5765	 4739	 296	 893114	 82.69574074	
0.44	 5756	 4752	 292	 923742	 85.53166667	
0.441	 5744	 4766	 290	 959738	 88.86462963	
0.442	 5729	 4782	 289	 1003104	 92.88	
0.443	 5718	 4796	 286	 1039502	 96.25018519	
0.444	 5709	 4808	 283	 1070744	 99.14296296	
0.445	 5696	 4822	 282	 1110602	 102.8335185	
0.446	 5688	 4831	 281	 1136202	 105.2038889	
0.447	 5679	 4841	 280	 1165118	 107.8812963	
0.448	 5660	 4860	 280	 1223334	 113.2716667	
0.449	 5649	 4874	 277	 1263488	 116.9896296	
0.45	 5643	 4883	 274	 1288334	 119.2901852	
0.451	 5631	 4896	 273	 1328792	 123.0362963	
0.452	 5625	 4905	 270	 1354274	 125.3957407	
0.453	 5615	 4916	 269	 1389128	 128.622963	
0.454	 5606	 4930	 264	 1429346	 132.3468519	
0.455	 5590	 4949	 261	 1489794	 137.9438889	
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0.456	 5578	 4961	 261	 1531122	 141.7705556	
0.457	 5568	 4971	 261	 1566002	 145.0001852	
0.458	 5562	 4980	 258	 1593662	 147.5612963	
0.459	 5552	 4993	 255	 1635878	 151.4701852	
0.46	 5537	 5009	 254	 1692338	 156.697963	
0.461	 5529	 5022	 249	 1733024	 160.4651852	
0.462	 5522	 5032	 246	 1765862	 163.5057407	
0.463	 5507	 5050	 243	 1829192	 169.3696296	
0.464	 5499	 5058	 243	 1859624	 172.1874074	
0.465	 5492	 5067	 241	 1891242	 175.115	
0.466	 5486	 5075	 239	 1919246	 177.707963	
0.467	 5480	 5084	 236	 1949894	 180.5457407	
0.468	 5471	 5095	 234	 1990166	 184.2746296	
0.469	 5467	 5104	 229	 2018408	 186.8896296	
0.47	 5456	 5122	 222	 2080082	 192.6001852	
0.471	 5441	 5137	 222	 2141042	 198.2446296	
0.472	 5430	 5150	 220	 2191514	 202.917963	
0.473	 5421	 5160	 219	 2231576	 206.6274074	
0.474	 5415	 5166	 219	 2256728	 208.9562963	
0.475	 5409	 5172	 219	 2282024	 211.2985185	
0.476	 5402	 5180	 218	 2314382	 214.2946296	
0.477	 5393	 5190	 217	 2355552	 218.1066667	
0.478	 5387	 5197	 216	 2384102	 220.7501852	
0.479	 5380	 5207	 213	 2422626	 224.3172222	
0.48	 5369	 5219	 212	 2473538	 229.0312963	
0.481	 5364	 5228	 208	 2506694	 232.1012963	
0.482	 5360	 5234	 206	 2530034	 234.2624074	
0.483	 5355	 5243	 202	 2563598	 237.3701852	
0.484	 5350	 5248	 202	 2586038	 239.447963	
0.485	 5344	 5256	 200	 2618798	 242.4812963	
0.486	 5337	 5264	 199	 2653448	 245.6896296	
0.487	 5333	 5273	 194	 2686154	 248.717963	
0.488	 5325	 5282	 193	 2725856	 252.3940741	
0.489	 5317	 5291	 192	 2765850	 256.0972222	
0.49	 5313	 5296	 191	 2787432	 258.0955556	
0.491	 5304	 5307	 189	 2835554	 262.5512963	
0.492	 5298	 5316	 186	 2872862	 266.0057407	
0.493	 5293	 5325	 182	 2908682	 269.3224074	
0.494	 5282	 5337	 181	 2964402	 274.4816667	
0.495	 5272	 5350	 178	 3021962	 279.8112963	
0.496	 5261	 5362	 177	 3078752	 285.0696296	
0.497	 5252	 5374	 174	 3132458	 290.0424074	
0.498	 5242	 5387	 171	 3191622	 295.5205556	
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0.499	 5228	 5404	 168	 3271526	 302.9190741	
0.5	 5226	 5408	 166	 3288086	 304.4524074	

 

 

 



 

 

 

  

 

 

 

 

 

 

 

 

 

 

 


