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Abstract

There is so much knowledge available on the Internet now, which represents a great

opportunity for automatic, intelligent text processing and understanding, but there

are major problems in finding legitimate sources of information and overcoming rate

limitations on search engine APIs. The work in this thesis describes methods that

combine the knowledge of World Wide Web (WWW) and the power of Internet search

with the knowledge extracted from dictionaries. This thesis presents Textractor, an

un-supervised, domain independent general-purpose n-gram, collocation and multi-

word expression (MWE) extraction software written in Python. It is modular and

allows the user to choose from and compare different methods for identifying n-

grams, collocations and MWEs including statistical, dictionary and Internet-based.

This thesis shows that it is very hard to identify collocations based on statistical

information from the given text document alone (although this might seem obvious

some systems do use it), and that dictionary and Internet-based techniques, when

combined properly, can be very effective sources of collocations and MWEs without

their respective drawbacks. This method can overcome the limitations of current

Natural Language Processing techniques. For example, Textractor can recognize

collocations and MWEs even when the complete sentence is not present, and when

the domain knowledge of the data is not known. It is currently designed to work

with text in English but can easily be extended to other languages.

vi



Contents

1 Introduction 1

1.1 Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 N-gram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Collocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.3 Multi-word expression . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Need for extraction and motivation . . . . . . . . . . . . . . . . . . . 4

1.3 Contribution of this thesis . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Organization of this thesis . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Existing Phrase Extraction Techniques 8

2.1 N-gram extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Collocation extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 MWE extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Models 14

3.1 N-gram extraction model . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1.1 Stopwords removal . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1.2 Non-ASCII character removal . . . . . . . . . . . . . . . . . . 17

3.1.3 N-grams without POS tags . . . . . . . . . . . . . . . . . . . . 17

3.1.4 N-grams with POS and word position . . . . . . . . . . . . . . 17

vii



3.2 Collocation extraction model . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Dictionary search . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.2 Internet search . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.3 Internet search and statistical value . . . . . . . . . . . . . . . 22

3.2.4 Internet search and probability . . . . . . . . . . . . . . . . . 24

3.2.5 Internet search and mean, standard deviation . . . . . . . . . 28

3.3 MWE extraction model . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.1 Definition extraction . . . . . . . . . . . . . . . . . . . . . . . 31

3.3.2 Recreating definitions . . . . . . . . . . . . . . . . . . . . . . . 31

3.3.3 Subtraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3.4 MWE Result . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4 Datasets 35

4.1 Collocation dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 Idiom example sentences dataset . . . . . . . . . . . . . . . . . . . . . 36

4.3 Oxford Dictionary of Idioms dataset . . . . . . . . . . . . . . . . . . 37

5 Results 38

5.1 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.2 Result comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2.1 N-gram extraction . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2.2 Collocation extraction . . . . . . . . . . . . . . . . . . . . . . 41

5.2.3 MWE extraction . . . . . . . . . . . . . . . . . . . . . . . . . 50

6 Conclusion 53

6.1 Challenges and future work . . . . . . . . . . . . . . . . . . . . . . . 53

6.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

viii



Bibliography 55

ix



List of Figures

3.1 Bell-curve representing 8 ranges based on calculated mean and stan-
dard deviation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

x



List of Tables

3.1 F-score comparison of frequency-based and association measures-based
methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

5.1 N-gram extraction: Textractor vs. Text-NSP - on Dataset-1 . . . . . 41

5.2 N-gram extraction: Textractor vs. Text-NSP - on Dataset-3 . . . . . 42

5.3 Textractor: Extracting collocations from idioms. Each column repre-
sents Recall(R), Precision(P) and F-score(F) values. Total = Cumu-
lative R, P and F of all n-grams - on Dataset-3 using Technique-1 . . 44

5.4 Textractor: Extracting collocations from idioms. Each column repre-
sents Recall(R), Precision(P) and F-score(F) values. Total = Cumu-
lative R, P and F of all n-grams - on Dataset-3 using Technique-2 . . 45

5.5 Textractor: Extracting collocations from Dataset-2 using both Technique-
1 and Technique-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.6 Collocation extraction using NLTK on Dataset-1; where, f = frequency
of n-gram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.7 Collocation extraction using NLTK on Dataset-2; where, f = frequency
of n-gram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.8 Collocation extraction using NLTK on Dataset-3; where, f = frequency
of n-gram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.9 Collocation extraction: Textractor Vs. MWEToolkit - on Dataset-1,
Each value in the table is F-score calculated as the harmonic mean
of Recall and Precision. T2-M1 = Technique-2 Method-1, T2-M2 =
Technique-2 Method-2 . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.10 MWE extraction: Textractor vs. AMALGr - on Dataset-3 . . . . . . 52

xi



5.11 MWE extraction: Textractor vs. AMALGr - on Dataset-2 . . . . . . 52

xii



Chapter 1

Introduction

Automatically extracting phrases from the documents, be they structured, un-structured,

or semi-structured, is always an important yet challenging task; and often involves

processing of human language texts with the help of Natural Language Processing

(NLP).

The overall goal is to create a more easily machine-readable text to process the

sentences and extract certain kinds of phrases from them. Subtasks of phrase ex-

traction include N-gram, collocation, and multi-word expression (MWE) extraction,

these three subtasks are the goals of this thesis. These are fundamental tasks in

NLP with a long history of research in this area, some of which are mentioned in

Chapter 2. But, collocation and MWE extraction are very hard tasks - even humans

have to memorize them, since there is no algorithm one can use to tell if “yellow

journalism” is an idiom. One either knows this from being taught or one does not.
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Moreover, the frequency information on how many times a phrase occurs in a doc-

ument cannot help in deciding that this is an idiom. So, just as a human must use

his memory as a base for this task, this thesis uses the WWW as a knowledge base

to identify them. The software in this thesis is named ‘Textractor’.

1.1 Terminology

1.1.1 N-gram

An n-gram is a contiguous sequence of n items in a given text. With respect to this

thesis, items are words in a given sequence of text. An n-gram of size 1 is referred

to as a ‘unigram’, an n-gram of size 2 is referred to as a ‘bigram’, an n-gram of

size 3 is referred to as a ‘trigram’. Larger sizes are referred to by the value of n,

e.g., “four-gram”, “five-gram”, and so on. Some examples of n-grams are: {hello,

computer science, he is at, go up the hill, once in a blue moon, etc}. N-grams are

essentially n words in a sequence, and sometimes those sequences may not have a

definite meaning.

1.1.2 Collocation

A collocation is a sequence of words or terms that co-occur more often than would be

expected by chance. Although not always, they usually have some special meaning

associated with them. Collocations are expressions that become established through

repeated context-dependent use. ‘hello world’, ‘ethernet cable’, ‘stumble upon’ are
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some examples of bigram collocations. There are seven main types of collocations1:

adjective+noun, noun+noun (such as collective nouns), noun+verb, verb+noun, ad-

verb+adjective, verbs+prepositional phrase (phrasal verbs), and verb+adverb.

The traditional method of performing collocation extraction is to find a formula

based on the statistical quantities of those words to calculate a score associated to ev-

ery word pair. Proposed formulas are mutual information, t-test, z test, chi-squared

test, and likelihood ratio, as in [4] and [26] for example.

1.1.3 Multi-word expression

A multi-word expression (MWE) is a phrase made up of a sequence of two or more

words that has properties that are not predictable from the properties of the indi-

vidual words or their normal mode of combination. Multi-word expressions are a

key problem for the development of large-scale, linguistically sound natural language

processing technology. There are various kinds of multi-word expressions (for exam-

ple, idioms are MWEs), as discussed in [31], and each of them should be analyzed

in distinct ways. Some examples of MWEs are ‘study guide’, ‘yellow journalism’,

‘quick fix’.

1https://www.englishclub.com/vocabulary/collocations-samples.htm (05/19/2014)
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1.2 Need for extraction and motivation

N-grams are widely used, in NLP techniques, especially for automatic extraction

of words and phrases, and for text categorization based on n-gram statistics. N-

grams are also used in the detection of malicious code [1]. Automatic extraction

of key phrases from abstracts with the help of term frequency and n-grams was

experimented with in [13]. [6] describes an n-gram-based text categorization approach

that is tolerant of textual errors. N-grams are also widely used in speech recognition

software and are effective in modeling language data. N-grams are also used for

evaluation of summaries as explained in [20], and can also be used in designing Word-

Sense Disambiguation software. An efficient n-gram extraction technique plays an

important role in several of the model NLP tasks. Although there are several n-gram

extraction techniques available, there are certain flaws that need to be addressed in

order for them to be near perfect. The n-gram extraction technique presented in

Textractor addresses those issues without compromising on the quality of the n-

grams.

Collocations are important in a number of applications. They help language

learners in learning the natural language, for example, “with the help of colloca-

tions mistakes like ‘powerful tea’ instead of ‘strong tea’ can be avoided” as explained

in [2]. Collocations also help in understanding the social phenomenon through lan-

guage. Collocations can also be used in summarizers. Most of the existing collocation

extraction rely on frequency values of n-grams and domain knowledge. Textractor

satisfies the need for a domain independent collocation extraction technique that
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does not depend on the frequency of the collocation with respect to the document it

is present in.

Multi-word expressions play an important role in NLP. MWEs exist in almost

all languages and are hard to extract, as there is no algorithm that can precisely

outline the structure of an MWE. MWEs are important for natural language gener-

ation, and significantly influence machine translation and semantic tagging. MWEs

are also used in document indexing, information retrieval, and text summarization.

Efficiently extracting MWEs significantly improves many areas of NLP. But most of

the MWE extraction techniques are biased in a way that they focus on a specific do-

main or make use of statistical techniques alone, which results in poor performance.

Textractor makes use of knowledge from WWW in deciding if a phrase is a MWE

rather than solely depending on frequency measures or following rules of a specific

domain.

1.3 Contribution of this thesis

As discussed in the previous section, n-gram, collocation, and MWE extraction are

important tasks which call for efficient techniques. The problem with existing n-

gram extraction software is that they merely classify all the items in the text into

n-grams based on their order of occurrence. For example, given a sentence “Hello

world. How are you?”, existing techniques can return a bigram as “world .” or a

trigram as “hello world .”; instead of unigram “hello” and bigram “hello world”. As

a result, the frequency values are not accurate which results in false outputs. This
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issue is addressed by Textractor. Punctuation and sentence endings are correctly

recognized by the technique in this thesis and n-grams are extracted accordingly. As

a result there is no overlapping of words from multiple sentences and punctuation

does not skew the frequency count.

The collocation extraction technique proposed in this thesis is domain indepen-

dent and does not make use of frequency count of the candidate collocation phrase

in the given input thus eliminating any chances of error that may be a result of

frequencies. The existing domain dependent collocation extraction software requires

patterns to be assigned by the user before collocations can be extracted. These pat-

terns are usually parts–of–speech (POS) based as mentioned in [29]. Given a POS

pattern, their software extracts the collocations based on the possible combinations

and their respective frequency information. Unfortunately, these techniques result

in a large number of false positives. Textractor proposes collocation extraction tech-

niques that determines if a candidate is a collocation or not based on the knowledge

from WWW, and statistical and probability techniques thus eliminating the issues

caused with existing collocation extraction techniques.

This thesis proposes a MWE extraction technique. The major problem with

existing software is that they are designed to identify MWEs based on their structure

and language information. Textractor provides a single solution that can handle

both the cases. This technique makes use of knowledge from WWW similar to the

collocation extraction technique in extracting MWEs. The technique in Textractor

is domain independent and can easily be extended to languages other than English.

The most important contribution of this thesis is that Textractor is the first of

6



its kind to extract all n-grams, collocations, and MWEs from a given text document,

that is both unsupervised and domain independent.

1.4 Organization of this thesis

Chapter 2 does a survey and literature study of existing solutions, approaches, and

techniques for extracting n-grams, collocations, and MWEs from a given text doc-

ument. Chapter 4 gives the details of the datasets used in the experiments. Chap-

ters 3 is the crux of the work. It describes the extraction models. Chapter 5 discusses

the performance of Textractor. Chapter 6 concludes with the challenges faced and

planned future work.

7



Chapter 2

Existing Phrase Extraction

Techniques

Recently, a large number of tools and techniques have been proposed to aid the

extraction of n-grams, collocations, and multi-word expressions from text corpora.

The existing techniques however, are not able to deal with collocations and MWEs

in an efficient way, with most of them using the term MWE for a collocation to begin

with. This section is a survey on the prior work directly related to the extracting

n-grams, collocations, and MWEs. The survey is categorized into sections based on

the extraction category.
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2.1 N-gram extraction

Identification and analysis of n-grams and collocations is supported by [4], using a

software named Text-NSP. Text-NSP allow extraction of n-grams from both contigu-

ous and non-contiguous sequences with the help of Perl regular expressions. Text-

NSP allows counting n-gram frequencies and applies two n-gram filtering techniques.

The first technique filters n-grams that are made entirely of stop words and the sec-

ond technique filters the n-grams based on their frequency values. Text-NSP also

supports association measures for n-grams like, log-likelihood ratio (“a statistical test

used to compare the goodness of fit of two models”1), Fisher’s exact test (“is used to

examine the significance of association between the two kinds of classification”2), and

Pearson’s Chi-squared test (“to assess goodness of fit and tests of independence”3).

The major issues with this software are crossovers between sentences when identify-

ing n-grams and punctuation are considered as a term in the n-gram. For example,

(Hello, World!) will be a 4-gram (Hello , world !) rather than being a bi-gram (Hello

world). This causes inconsistencies in the frequencies of generated n-grams and also

requires post processing to be done before using the generated n-grams. We believe

that because of these inconsistencies there are many false positives when this infor-

mation is used to extract collocations. N-grams in a topical model are used to index

topics and topical phrases in [42].

1http://en.wikipedia.org/wiki/Likelihood-ratio_test
2http://en.wikipedia.org/wiki/Fisher\%27s_exact_test
3http://en.wikipedia.org/wiki/Pearson\%27s_chi-squared_test\#Definition
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2.2 Collocation extraction

Xtract is a general purpose software proposed by [33] for collocation extraction from

text using a combination of n-grams and mutual information measure, with around

80% precision when tested on a dataset of 4000 collocations randomly selected from

a 10 million-word corpus of stock market news reports. Xtract defines collocation as

an arbitrary and recurrent word combination. It is a lexicographic tool implemented

based on statistical methods for retrieving and identifying collocations from large

text corpora. The paper [33] states that the results are dependent on type and size

of the corpus.

Researchers in [24] focused on general collocations. They attempt to compare a

range of bigram collocation extraction techniques as well as they implement a new

technique based on tests for lexical substitutability (words that can be substituted

for each other in the context of class). This technique uses bigram co-occurrence

frequencies obtained from 5.3 million words of the British National Corpus (BNC).

Bigram co-occurrence frequencies were obtained from 5.3 million word British Na-

tional Corpus (BNC) corpus and for each pair of words in this frequency data a score

is assigned, where the higher the score, the better the collocation.

Researchers in [3] and [30] focused on phrasal verbs. A range of techniques for

extracting English verb-particle constructions from raw text corpora based on the

10



output of a POS tagger, chunker, chunk grammar, and dependency parser were pro-

posed in [3]. This resulted in an accuracy of 74.9% for intransitive verbs and 89.7%

for transitive verbs when all four components are combined together into a single

classifier. Methods for automatic acquisition of verb-particle constructions V PCs

taking into account their statistical properties and some regular patterns in com-

binations of verbs and particles were proposed by [30]. This technique can detect

idiomatic VPCs form compositional. This technique has an overall result of 61.9%

when detecting idiomatic VPCs.

Compound nouns are the focus of [14]. Their technique shows that the web can

be employed to obtain frequencies for bigrams that are unseen in a given corpus.

Their evaluation technique works on proving that web frequencies can reliably pre-

dict human plausibility judgements. The UCS toolkit by [9] is a collection of libraries

and scripts for the statistical analysis of co-occurrence data. Datasets are annotated

with association scores from a wide range of built-in measures, ranked, and sorted

with UCSPerl subsystem.

A combination of lexical association measures and empirical results of several

methods for automatic collocation extraction were presented in [25]. Some of the

included methods are point-wise mutual information, Pearson’s Chi-squared test. z-

score, odds ratio, and squared log-likelihood ratio. Their best performing method has

an accuracy of 66.49%. Centrality-based methods for identifying keywords and key

phrases in collocation networks are proposed by [17].

11



2.3 MWE extraction

MWEs were investigated in [44] and [41]. MWEToolkit by [29] is a tool for auto-

matic extraction of MWEs from a monolingual corpora of general purpose English.

However, these techniques require linguistic information to extract MWEs from the

corpora and the accuracy can further be improved. For example, MWEToolkit re-

quires patterns of the MWEs to be detected and declared prior to the execution along

with appropriate .dtd files to assist the tagger, i.e., in-order to extract Noun-Noun

phrases we need to specify “<pat><w pos=“NN*”/ ><w pos=“NN*”/ ></pat >”

in the patterns.xml file. Ramisch wrote a book on multi-word expression acquisi-

tion [28].

Multiple sources of linguistic information in the task of identifying multiword ex-

pressions in natural language texts were used by [36]. A semi-supervised approach to

extracting multiword aspects of user-written reviews that belong to a given category

was discussed by [38]. Various strategies to predict both syntactic dependency pars-

ing and contiguous MWE recognition were investigated by [5]. Multiple Sequence

Alignment to recognize MWEs were used by [19] and is motivated from gene recog-

nition.

A supervised and automatic idiom and literal classification algorithm treating

idioms as semantic outliers and identifying semantic shift as outlier detection was

described by [27] and [10]. The latest work on MWE identification is by [32]. This

12



is a supervised approach for identifying MWEs, trained and tested on English web

corpus with an accuracy of around 60%; however, from our perspective MWEs in [32]

are essentially collocations. An experimental evaluation of the significance of phrasal

verb treatment for obtaining better quality statistical machine translation results is

explained by [15]. Two structured prediction models for joint parsing and multiword

expression identification were worked on by [12].

Resolving ambiguity between idiomatic and non-idiomatic expressions using a

connectionist model and continuation class model was explained by [37]. Work on

Italian and English idioms of maritime type and the integration of idiomatic expres-

sions in the terminological database Mariterm was presented in [21]. Their dataset

consists of 200 Italian idioms. Whether a text instance of potentially idiomatic ex-

pression is actually used idiomatically in a given context or not is investigated by [11].

Context-based idiom detection using the IDIX corpus was explained by [34]. Amer-

ican National Corpus datasets for idioms was tagged by [35]. Possible architecture

for a multilingual database for idioms was described by [40]. Work on automatically

identifying verb-particle constructs as idioms was done by [30]. An approach for dis-

tinguishing literal and non-literal use of idiomatic expressions using a combination

of supervised and unsupervised approaches was proposed by [18].

13



Chapter 3

Models

This chapter describes different models that make up Textractor. Before coming up

with the models for Textractor, an experiment was conducted to prove that frequency

information and association measures alone cannot be used in determining if an n-

gram is a collocation. For this experiment a set of 3000 English sentences were

extracted from the novel ’Hard Times’ authored by Charles Dickens.

Steps involved are as follows:

Step-1: Any non-ascii characters are eliminated from the dataset of 3000 sentences

Step-2: N-grams are extracted from the input dataset

Step-3: Frequencies of both n-grams and individual words are obtained, and normal-

ized to calculate the mean and standard deviation

Step-4: N-grams are partitioned into 8 ranges based on their frequencies. For exam-

ple, range-1 if frequency < mean − 3 ∗ standarddeviation, range-2 if mean − 3 ∗

standarddeviation < frequency < mean − 2 ∗ standarddeviation, ... , range-8 if

14



frequency > mean+ 3 ∗ standarddeviation

Step-5: Four association measures (Dice, PMI, MLE, T-score [29]) are calculated for

each n-gram. Once all the scores are obtained, mean and standard deviation for each

measure are calculated and n-grams are partitioned to 8 ranges as in Step-4

Step-6: Aonaware dictionary API1 is used to obtain the gold standard

Step-7: F-score is computed as a harmonic mean of Recall and Precision. Recall,

Precision, and F-score are discussed in detail in Chapter 5.

F-score for each of the approaches is as follows:

Table 3.1: F-score comparison of frequency-based and association measures-based

methods

Frequencies Dice PMI MLE T-score

Range-1

Range-2

Range-3

Range-4 0.021 0.036 0.021 0.006

Range-5 0.052 0.028 0.052 0.029

Range-6 0.085 0.026 0.026

Range-7 0.030 0.030 0.030

Range-8 0.025 0.03 0.025 0.030

F-score values in the Table 3.1 are observed to be very low, which demonstrates that

1http://www.programmableweb.com/api/aonaware-dictionary 05/04/2014
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frequency information and association measures are not helpful in determining if an

n-gram is a collocation.

Models implemented by Textractor are as follows:

Section 3.1: N-gram extraction model

Section 3.2: Collocation extraction model

Section 3.3: MWE extraction model

3.1 N-gram extraction model

This model extracts n-grams given an input text file. Two heuristics are proposed

based on whether or not the POS of the input text is to be considered. Both heuristics

were tested for up to a n value of 50, and we believe that the model works for the

larger values of n as well. Here we overcome the problems we faced when trying to

extract n-grams using the existing software2. N-grams are generated on a sentence

basis with no overlap and punctuation is not treated as an n-gram literal, with the

n-gram containing exactly n ‘words’. Steps involved are as follows:

2http://www.d.umn.edu/~tpederse/nsp.html (04/17/2013)
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3.1.1 Stopwords removal

Stopwords can be removed from the input if necessary. This is an option and the

user can decide whether they want the stopword removed. The word list from the

Natural Language Tool Kit (NTLK) corpus is used.

3.1.2 Non-ASCII character removal

Sometimes, while extracting text from different file formats, non-ascii characters

might slip into the input read and cause issues by being unreadable. To eliminate

this problem, all the text read form the input file is cleaned by the non-ascii characters

before progressing further.

3.1.3 N-grams without POS tags

This model is designed to help the users who want to extract n-grams from an input

text file for a given value of n but are not interested in the POS of the words involved.

This model was not used in the experiments conducted for this paper. This can be

used when a user wants to obtain n-grams alone and has no further plans of extracting

collocations and MWEs.

3.1.4 N-grams with POS and word position

This model allows the user to extract n-grams from the text along with the POS of

the word and the position of the word in the input file. This is useful for keeping
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track of the words that might have different POS associated with them at different

locations in the input file.

Algorithm 1 Algorithm: N-gram extraction

1: procedure N-gram extraction
2: POS tag the input text
3: for sentence i ∈ InputTextF ile do
4: if n ≤ length(sentence) then
5: extract n–grams from sentence
6: position(n) = position of n–gram identified by sentence number and

word number
7: POS(n) = parts–of–speech of n–gram

N-gram extraction steps can be understood with an example as follows:

Example: Hello world. How are you?

Requirement: Bigrams

Expected bigrams: {Hello world}, {How are}, {are you}

Output from N-gram Statistic Package3: {Hello world}, {world .}, {. How}, {How

are}, {are you}, {you .}.

As we can see from the output, NSP returns a lot of junk and there is an overlap

between the words from different sentences. This issue is addressed by Textractor.

3http://www.d.umn.edu/~tpederse/nsp.html
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3.2 Collocation extraction model

This model extracts collocations from the input file.

Input. n-grams identified in section 3.1

There are two modules the user can choose for extracting the collocations. These

two modules help us observe how the POS affects a phrase being identified as a

collocation, as in most scenarios collocations are expected to be of a certain defined

structure.

Collocations WITH-OUT POS restrictions. This module checks if an n-gram

is a collocation irrespective of the POS of the words in the n-gram.

Collocations WITH POS restrictions. There are two approaches a user can

choose here.

–An n-gram is a collocation if and only if POS of at least half of the words in

the n-gram are from the set {Noun, Adjective, Verb, Adverb} and at least half the

words in the n-gram are not auxiliary verbs. Observing that this model was a bit

too strict on n-grams, we opted the model below in our experiments.

–An n-gram is a collocation if at least one of the words in the n-gram is from the

set {Noun, Adjective, Verb, Adverb}.

Although the user can choose between WITH and WITH-OUT POS restrictions, the

steps involved in the process are essentially the same. They are as follows:
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3.2.1 Dictionary search

We start with the straightforward method of determining if an n-gram is a colloca-

tion, that is to check for the n-gram in a phrasal dictionary. If an n-gram is present

in a phrasal dictionary, then by the definition of collocation, that n-gram is not a

random co-occurrence of words, but rather is a collocation. In this paper, we used

WordNet dictionary from NLTK corpus. We also implemented search using Glosbe

and Aonaware dictionaries in some of our modules, but these can be used only when

working with a small text corpus, as they do have limitations on the number of search

requests, 3000 per month. But even when using API, these dictionaries tend to block

the MAC address if repeated search requests are sent by the program. This is one

of the major issues when using online dictionaries, with the other issue being that

there are not many phrasal dictionaries available online that contain a good number

of valid English phrases.

Algorithm 2 Algorithm: Collocation Extraction using Dictionary search

1: procedure Collocation extraction - Dictionary search
2: for n–gram in N − grams extracted do
3: if n–gram ∈ WordNet dictionary then
4: n–gram is a collocation

Example:

n-gram = forty winks

Definition of the n-gram from WordNet dictionary = sleeping for a short period of

time (usually not in bed)

Since WordNet has a definition for the n-gram, we can say that it is not a random
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co-occurrence of words and that ‘forty winks’ is a collocation.

3.2.2 Internet search

After searching the phrasal dictionaries at our disposal, we then explore the largest

source of data in determining if an n-gram is a collocation, the ‘Internet’. For this

purpose we used Bing search API4. This module searches for a phrase in the web

using Bing search API and retrieves the top 10 search results of the search. From

each of the results retrieved, the title and url are extracted. Now, the module checks

if any keyword that is synonymous to the word ‘dictionary’ or any dictionary is

present in either the title or url. If the keywords are present the module then checks

if the exact match of the n-gram being searched for is present in the url or if the

stemmed keyword is present in the stemmed title (stemming is a process where words

are reduced to their root form,5 e.g., ‘running’ is reduced to ‘run’). This is to avoid

missing any keywords because it might be represented in a different form. Snowball

stemmer is used to stem the words. Once a match is found, that n-gram is declared

as a collocation. The two steps involved in this module ensure that the n-gram is

not a random co-occurrence of words, implying that the n-gram is a collocation.

The Bing search API used in the experiments is not consistent in providing the

search results as the results keep fluctuating from time to time. Access to a stable

web search API will also improve the performance of Textractor.

4https://datamarket.azure.com/dataset/bing/search
5http://en.wikipedia.org/wiki/Stemming
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Algorithm 3 Algorithm: Collocation Extraction using Internet search

1: procedure Collocation extraction - Internet search
2: for n–gram in N − grams extracted do
3: Titles = Top 10 search titles which have words synonymous to ‘dictionary’
4: URLs = Top 10 search URLs whose titles meet the requirement in line3
5: if n–gram ∈ Titles then
6: n–gram is a collocation

7: if n–gram ∈ URLs then
8: n–gram is a collocation

Example:

n-gram = zip it

Number of times there was a match for the n-gram in the titles = 1

Number of times there was a match for the n-gram in the urls = 4

Since there was a match for the n-gram, we consider it as a collocation.

3.2.3 Internet search and statistical value

Although the Internet search module is efficient in most cases, in certain situations

the top 10 results might not be sufficient to meet all the requirements of the module.

Hence, another technique is employed in this module to determine if an n-gram is a

collocation. This module uses Bing Search API to obtain the total number of search

results returned (Sn), when searched for the n-gram. Then each of the words in the

n-gram is replaced by 5 random words that are of the same parts-of-speech as the

word being replaced. This is done for words whose POS is from {Noun, Adjective,

Verb, Adverb} if we take POS into consideration. After each replacement, the n-

gram with one of its words replaced is searched for in the web using Bing search API
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and the total number of search results returned are obtained. Once all the replace-

ments are done and search results, {S11, S12, S13, S14, S15, S21, ...Sn5} are obtained, an

average is computed as, Savg. Now a statistical value, Stat is calculated as follows,

Total number of search results = Number of replacements made = Total number

of search results in the search results set (can be n*5 when all the words in an n-gram

are replaced)

Savg =
∑5

i=1

∑n
j=1 Sij

Total number of searches with non zero results

Stat = 1− Savg

Sn

Here, ‘Stat’ can be a negative value but has an upper bound of 1.0. If ‘stat’ is a

user-defined value between 0.5 and 1.0, we consider the n-gram to be a collocation.

Algorithm 4 Algorithm: Collocation Extraction using Internet search and Statis-
tical value
1: procedure Collocation extraction - Internet search and Statisti-

cal value
2: for n–gram in N − grams extracted do
3: Sn = Total search results of the original phrase
4: New phrases = replace each word with 5 words of same POS
5: Search results = list(Total search results returned for each new phrase)
6: Savg = Average of the search results of new phrases

7: Stat = 1− Savg

Sn

8: if Stat > 0.5 then
9: n–gram is a collocation

Example:

n-gram: the previous government. Total number of search results for the n-gram =

446000
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Word 1: ‘the’. We do not choose any words for the word ‘the’ as we are taking the

POS of the words into consideration here. Total number of search results keeping

the word ‘the’ as it is = 446000

Word 2: ‘previous‘. Words chosen for ‘previous’ as ‘adjective’ = [‘assistant’, ‘in-

termediate’, ‘industrywide’, ‘ample’, ‘weird’]. Total number of search results of the

phrase formed by replacing ‘previous’ with each of the chosen words = [4310, 2500,

2, 84, 28100]

Word 3: ‘government’. Words chosen for ‘government’ as ‘noun’ = [‘bellwether’, ‘de-

but’, ‘Uptick’, ‘buyer’, ‘bomb’]. Total number of search results of the phrase formed

by replacing ‘government’ with each of the chosen words = [21, 1970, 802, 41800,

2140]

Savg = 47975.3636

Sn = 446000

Stat = 0.892432

Since Stat >0.5, we conclude that the n-gram ‘the previous government’ is a collo-

cation.

3.2.4 Internet search and probability

The latest approach we implemented in determining if an n-gram is a collocation or

not. In comparison to the technique in Section 3.2.3, this technique does not use as

many internet search queries and has a better recall. There are two variations of the
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technique that differ in Step-6.

Method-1:

The steps involved are as follows:

Step-1: The letter ‘a’ is searched for using Bing search API. Since ‘a’ is both an

letter and a word in English, the total number of search results returned will act as

a baseline, we call it ‘Universe of English web pages’ on internet, denoted by ‘Ua’.

Step-2: Each of the words in the input file are searched for using Bing Search API

and the total number of search results returned are obtained, denoted by T(w1),

T(w2), T(w3), ... , T(wn),

where T(w1) = Total number of search results of the word, w1.

Step-3: Each of the n-gram is searched for using Bing Search API as a phrase, and

the total number of search results are saved, denoted by T(N)

Step-4: Probability of the n–gram, P(N) = T (N)
Ua

Step-5: Probability of the word w1 = T (w1)
Ua

Given an n–gram, probability of each of the words in the n–gram {P(w1), P(w2),

P(w3) ... P(wn)}, and n–gram, P(N) as a whole are calculated

Step-6: If the probability of the n–gram is greater than the product of the probabil-

ities of individual words in the n–gram, then this technique declares that n–gram as

a collocation if:

P (N) > P (w1) ∗ P (w2) ∗ P (w3) ∗ ... ∗ P (wn)

Example: Method-1:

n-gram: rags to riches
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Algorithm 5 Algorithm: Collocation Extraction using Internet search and Proba-
bility - Method I

1: procedure Collocation extraction - Internet search and Probabil-
ity

2: for n–gram in N − grams extracted do
3: T (N) = Total search results of the original phrase
4: Ua = Universe of English web pages available on the Internet
5: P (N) = T (N)

Ua

6: for word in n-gram do
7: T(wi) = Total search results returned for the word ‘i’
8: P(wi) = Probability of the word ‘i’

9: if P (N) > P (w1) ∗ P (w2) ∗ P (w3) ∗ ... ∗ P (wn) then
10: n–gram is a collocation

Universe of English web pages = Ua = 3170000000

Total search results of the n–gram = T(N) = 2430000

Total search results of the word, rags = T(w1) = 3690000

Total search results of the word, to = T(w2) = 4294967295

Total search results of the word, riches = T(w3) = 16700000

Probability of the n–gram = P(N) = T (N)
Ua

= 0.000766561514196

Product of individual word probabilities = P(w1) * P(w2) * P(w2) = 8.3085437642e-

06

Here, since P (N) > P (w1)∗P (w2)∗P (w3)∗...∗P (wn), ’rags to riches’ is a collocation.

Method-2:

In this method the uniqueness of the words in the n-gram is also taken into consid-

eration. The steps involved are same except for step-6.

Step-6: When all the words in the n-gram are unique, if the probability of the n–gram,
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P(N) is greater than product of individual probabilities of the words in the n–gram

divided by the factorial of ‘n’, then the n-gram is a collocation.

When the words in the n-gram are not unique, the product of individual word prob-

abilities is divided by factorial of ‘n’ and multiplied by the product of ni!, where, ni

= number of occurrences of ith unique word, ‘i’ ranges from 1 to k, and k = total

number of unique words in the n-gram. This can be represented as follows:

When all words in the n-gram are unique: n-gram is a collocation if

P (N) > 1
n!

P(w1) * P(w2) * P(w3) * ... * P(wn)

When the words in the n-gram are not unique: n-gram is a collocation if

P (N) > n1!n2!n3!...nk!
n!

P(w1) P(w2) P(w3) ... P(wn)

where, k = total number of unique words in the n–gram

nk = number of occurrences of the kth unique word in the n–gram

Example: Method - II

n-gram: so far so good

Universe of English web pages = Ua = 4294967295

Total search results of the n-gram as a phrase = T(N) = 49400

Probability of the n-gram = P(N) = T (N)
Ua

= 0.000787

Total search results of the word, so = T(w1) = 657000000

Total search results of the word, far = T(w2) = 191000000

Total search results of the word, good = T(w3) = 787000000
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Algorithm 6 Algorithm: Collocation Extraction using Internet search and Proba-
bility - Method II

1: procedure Collocation extraction - Internet search and Probabil-
ity

2: for n–gram in N − grams extracted do
3: T (N) = Total search results of the original phrase
4: Ua = Universe of English web pages available on the Internet
5: P (N) = T (N)

Ua

6: for word in n-gram do
7: T(wi) = Total search results returned for the word ‘i’
8: P(wi) = Probability of the word ‘i’

9: if All the words in the n-gram are unique then
10: if P (N) > 1

n!
P(w1) * P(w2) * P(w3) * ... * P(wn) then

11: n–gram is a collocation

12: else
13: if P (N) > n1!n2!n3!...nk!

n!
P(w1) P(w2) P(w3) ... P(wn) then

14: n–gram is a collocation

Now, RHS = n1!n2!n3!...nk!
n!

P(w1) P(w2) P(w3) ... P(wn) = 7.94489482619e-06

Since, P (N) > RHS, ‘so far so good’ is a collocation.

3.2.5 Internet search and mean, standard deviation

All the n-grams that reach section Internet search and Probability also pass through

this module. This module is similar to the module above until the part of extracting

the search results for the n-gram as whole Sn and each of the replacement phrase, S

= {S11, S12, S13, S14, S15, S21, ...Sn5}.
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−3σ −2σµ− σ µ µ+ σ+2σ +3σ

Figure 3.1: Bell-curve representing 8 ranges based on calculated mean and standard

deviation

Now, mean (µ) and standard deviation (σ) are calculated for the values in S.

The area under the bell-curve is categorized into 8 ranges based on µ and σ as in

Figure 3.2.5. Each of the n-gram is placed into one of the 8 ranges beneath the

bell-curve in Figure 3.2.5 depending on the following criteria:

Left most range : Sn < µ− 3σ

−3σ to −2σ : µ− 3σ < Sn < µ− 2σ

−2σ to µ− σ : µ− 2σ < Sn < µ− σ

µ− σ to µ : µ− σ < Sn < µ

µ to µ+ σ : µ < Sn < µ+ σ

µ to µ+ σ : µ < Sn < µ+ σ

µ+ σ to +2σ : µ+ σ < Sn < µ+ 2σ

+2σ to +3σ : µ+ 2σ < Sn < µ+ 3σ

Right most range: µ+ 3σ < Sn

We used this module as an independent approach to compare the results obtained

here to those from section 3.2.4. From our experiments we observed that the n-grams
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that fall into the ranges to the right of µ+σ are usually collocations. An interesting

observation is, ‘P’ value of the n-gram is always greater than or equal to 0.9 when

that n-gram is in the ‘right most range’ of the bell-curve.

3.3 MWE extraction model

This model extracts MWEs.

Input. Collocations obtained from section 3.2.

Here we focus on the definition of MWEs, i.e., “properties of individual words in a

phrase differ from the properties of the phrase in itself ”. Hence, in simple terms,

we look at what individual words in a collocation mean and what the collocation

means as a whole. If the meaning of collocation is different from what the individual

words in the collocation try to convey, then by definition of MWEs, that collocation

is a MWE. The beauty of this approach is that his is similar to how a human

processes a phrase and differentiates it as being a collocation or MWE. The problem

is, resources available to us do not contain all of the MWE phrases. We hope that

with the advancement in technology we would be able to do a much better job of

obtaining the phrase definitions in the near future.

Steps involved in the process of MWE extraction are as follows:
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3.3.1 Definition extraction

This step is the most important step in determining if a collocation is a MWE.

The definitions of the collocation phrase (Dp) and individual words (as per the POS

if possible, sometimes a dictionary may not have definitions for a word for given

POS, in which case definition of the word is obtained without taking POS into

consideration) in the collocation are obtained, {DW1, DW2, ...DWj}. For this we use

WordNet, WordNik dictionary API, and Bing search API. Here,

Dp = {D1, D2, D3, ...Dk}

DW1 = {D11, D12, D13, ...D1n}

DW2 = {D21, D22, D23, ...D2m}, and so on.

3.3.2 Recreating definitions

Once we have the definitions of each words and those of the collocation phrase, each

of the definition is POS tagged using the NLTK POS tagger and only the words

whose POS tag is from {noun, adverb, adjective, verb} are considered (our obser-

vations of several MWEs proved that MWEs in general have at least one of the

mentioned POS tags in-order for the phrase to have a meaning) and the definitions

are recreated after stemming the words using the Snowball Stemmer6 as, RDp and

{RDW1, RDW2, ...RDWn} with only those words present. Here,

RDp = {RD1, RD2, RD3, ...RDk}

RDW1 = {RD11, RD12, RD13, ...RD1n}
6http://snowball.tartarus.org/download.php
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RDW2 = {RD21, RD22, RD23, ...RD2m}, and so on.

Now, each of the word in the original collocation is replaced with its definitions

which results in a set of new phrases {P} as follows:

P = {RD11RD21...RDj1, RD12RD21...RDj1

, RD1nRD2m...RDjl}

To avoid any confusion regarding how the procedure is implemented an example

is provided below.

3.3.3 Subtraction

Each of the phrase present in {P} is subtracted from each of the recreated definition

in {RDp}.

3.3.4 MWE Result

There are two options the user can choose in deciding if a collocation is a MWE.

They are:

–By Union

–By Intersection
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By Union: This is a lenient way of deciding if a collocation is a MWE. Here, if at

least one word survives the subtraction step above, then that collocation is declared

to be a MWE.

By Intersection: This is a more stricter way of deciding if a collocation is a MWE.

Here, a collocation is a MWE if and only if at least one word survives all the sub-

tractions.

Algorithm 7 Algorithm: MWE Extraction

1: procedure MWE extraction
2: for collocation in Collocations extracted do
3: Dp = Definition of the collocation phrase
4: RDp = Recreated definitions of the collocation phrase
5: for word in collocation do
6: Dwi = Definition of the word ‘i’
7: RDwi = Recreated definiions of the the word ‘i’

8: Recreating definition phrases, P
9: P = {RD11RD21...RDj1, RD12RD21...RDj1, RD1nRD2m...RDjl}
10: Subtraction. S = {RDp} − {P}
11: MWE result - by Union.
12: if S is non-empty then
13: collocation phrase is a MWE

14: MWE result - by Intersection
15: if At least one word survives all subtractions then
16: collocation phrase is a MWE

The MWE steps can easily be understood with an example as follows:

Example - Definition extraction.

Dp = Definition of ‘forty winks’ = {sleeping for a short period of time (usually not

in bed)}

DW1 = Definitions of ‘forty’ as a ‘Noun’ = {the cardinal number that is the product
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of ten and four}

DW2 = Definitions of ‘winks’ as a ‘Noun’ = {a very short time (as the time it takes

the eye to blink or the heart to beat), closing one eye quickly as a signal, a reflex

that closes and opens the eyes rapidly}

Example - Recreating definitions.

RDp = {sleep period time bed}

RDW1 = {number product ten}

RDW2 = {time time eye blink heart beat, eye signal, reflex}

P = {number product ten time time eye blink heart beat, number product ten eye

signal, number product ten reflex}

Example - Subtraction.

RDp−P = {sleep period time bed} - {number product ten time time eye blink heart

beat, number product ten eye signal, number product ten reflex}

= {sleep period bed, sleep period time bed, sleep period time bed}

Count of each word that after subtraction = {sleep: 3, period: 3, time: 2, bed: 3}

Example - MWE Result.

By Union: Since RDp − P is a non-empty set, the phrase ‘forty winks’ is a MWE

By Intersection: At least one word in RDp − P is present as many times as those of

recreated definitions. Hence ‘forty winks’ is a MWE.
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Chapter 4

Datasets

For the experiments in this thesis, we used different datasets extracted from vocabu-

lary.com, englishclub.com, and Oxford Dictionary of Idioms. The datasets and their

extraction process is explained here.

4.1 Collocation dataset

A collocation dataset is obtained from various sources as mentioned below. A set of

400 collocations were extracted from each of the sources based on their POS struc-

ture. This dataset consists of 100 Adjective+Noun collocations (obtained from1 2),

1http://esl.about.com/od/grammarstructures/a/g_intadj_2.htm
2http://www.myenglishteacher.eu/blog/
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100 Noun+Noun collocations (obtained from3), 100 Verb+Noun collocations (ob-

tained from4 5 6 7 8), and 100 Verb+Preposition collocations (obtained from english-

club.com9 10 11). Each of these collocations are given to Textractor to verify the

performance of the Textractor when a complete sentence is not present, and also

to compare the performance of Textractor with MWEToolkit which requires us to

declare the POS patterns of collocations to be extracted. Performance results are

presented in section– 5.2.2.3.

4.2 Idiom example sentences dataset

An idiom dataset is obtained from englishclub.com12. From the website, 198 idioms

are randomly chosen and 198 example sentences that exemplify those 198 idioms

are used. These 198 example sentences that are manually extracted serve as our

dataset. Since all idioms are essentially MWEs and all MWEs are collocations, and

collocations are n–grams to begin with, idioms would be the perfect choice for testing

out the software in this thesis. N-grams are first extracted, followed by extracting

collocations from those n-grams; and once collocations are obtained they are further

3http://www.vocabulary.com/lists/201117\#view=definitions\&word=cross\%20hair
4http://www.stgeorges.co.uk/blog/verbnouncollocationsenglishbutlersareback/
5http://www.bbc.co.uk/worldservice/learningenglish/grammar/learnit/learnitv351.

shtml
6http://www.scielo.cl/pdf/signos/v45n78/a03.pdf
7http://www2.elc.polyu.edu.hk/CILL/eap/2004/u5/verbs\&nounspart2.htm
8http://www.johnsesl.com/templates/grammar/collocations.php
9http://www.englishclub.com/vocabulary/phrasalverbslist.htm

10http://www.learnenglishtoday.com/phrasalverbs/phrasalverbs_A.html
11http://grammar.ccc.commnet.edu/grammar/phrasals.htm (07/23/2014)
12https://www.englishclub.com/ref/Idioms/ (02/23/2015)
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processed to extract MWEs. This dataset facilitates the evaluation of false positive

rate of Textractor.

4.3 Oxford Dictionary of Idioms dataset

This dataset is a collection of idioms obtained from the Oxford dictionary of idioms.

The text file consisting of 1629 idioms is our input. N-grams are the first to be ex-

tracted, then collocations from those n-grams are ext racted, and once collocations

are obtained they are further processed to extract MWEs similar to the dataset men-

tioned in Section 4.2.

Preprocessing and Sanitization:

PDFMiner13 was used to extract text as XML from the PDF version of Oxford

Dictionary of Idioms and then a python script was used to extract idioms from the

.xml file into a text file. Also, any non-ASCII characters are ignored while writing

the idioms to the text file.

13http://www.unixuser.org/euske/python/pdfminer/ (11/28/2014)
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Chapter 5

Results

In this chapter we discuss the performance of Textractor. Comparing the perfor-

mance of Textractor with existing n-gram, collocation, and MWE extraction software

resulted in some interesting and encouraging observations.

Datasets used:

Dataset-1: A set of 400 collocation phrases discussed in Section- 4.1

Dataset-2: A set of 198 idiom example sentences from englishclub.com discussed in

Section- 4.2

Dataset-3: A set of 1629 idioms obtained from Oxford dictionary of idioms mentioned

in Section- 4.3

F-score is calculated as follows:

F-score = 2∗Recall∗Precision
Recall+Precision %
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Where,

Recall = Proportion of relevant phrases(n-grams, collocations, MWEs) retrieved

Precision = Proportion of retrieved phrases that are actually relevant

Recall and Precision can be calculated as follows:

Recall =
Relevant phrases retrieved
Total # of relevant phrases

Precision = Relevant phrases retrieved
Total phrases retrieved

5.1 Performance

Textractor’s collocation extraction module has a F-score of 85.4% with POS re-

strictions and 92.90% with-out POS restrictions when tested on Dataset-3. MWE

extraction module has a F-score of 51.77% by intersection approach and 77.61% by

union approach on Dataset-3. The results are encouraging and we believe that the

F-score of MWE extraction module can be improved a lot if we have access to better

phrasal dictionaries.

Advantages of Textractor’s techniques. Textractor’s unsupervised approaches

will improve as more definitions are available on the World Wide Web. A second ad-

vantage of our approaches is that they can be easily generalized to languages beyond

English as resources for them become available on the Internet. A third advantage

is domain-independence.
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5.2 Result comparison

In this section, results from Textractor are compared with the results from existing

software, Text-NSP, MWEToolkit, and AMALGr.

5.2.1 N-gram extraction

5.2.1.1 Textractor vs. Text-NSP

Textractor and Text-NSP from [26] are used to obtain n-grams from the input

datasets.

All the collocations in Dataset-1 range from bi-grams to 5-grams, idioms in

Dataset-2 range from bi-grams to 8-grams and idioms in Dataset-3 ranges from bi-

grams to 11-grams. Idioms are first separated into text files based on their n-gram

count. For example, all bi-grams are placed in one file, all tri-grams in another and

so on. Each of these files is given to both the software for extracting n-grams and

F-score is calculated.

Performance of Textractor and Text-NSP on extracting n-grams from Dataset-1

are documented in Table 5.1.

From the results documented in Table 5.2, we observe that on Dataset-3 Tex-

tractor performed 39.39% better than NSP. The reason being, NSP reads the entire

input as one large sequence rather than individual sentences resulting in an overlap
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Table 5.1: N-gram extraction: Textractor vs. Text-NSP - on Dataset-1

Textractor Text-NSP

Recall Precision F-Score Recall Precision F-Score

Adj+Noun 100 100 100 100 61.53 76.19

Noun+Noun 100 100 100 100 25.44 40.56

Verb+Noun 100 100 100 98.42 22.91 37.17

Verb+Prep 100 100 100 100 22.08 36.17

between idioms when extracting N-grams. For example, we are looking at two dif-

ferent idioms ‘yellow journalism’ and ‘forty winks’ to extract bi-grams, NSP extracts

{(yellow journalism), (journalism forty), (forty winks)} resulting in an entirely new

bigram (journalism forty) that was never intended to be in the first place. As a re-

sult, although NSP demonstrates good recall, precision is considerably low resulting

in low F-score even after helping NSP by providing it with bigram idioms as test

data for extracting bi-grams, trigram idioms as test data for extracting tri-grams

and so on.

5.2.2 Collocation extraction

The results here are from implementing the following techniques to extract colloca-

tions:

Technique-1: This technique is a combination of dictionary search, internet search,
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Table 5.2: N-gram extraction: Textractor vs. Text-NSP - on Dataset-3

n-gram value n-gram count Textractor F-score Text-NSP F-score

2 138 88.99% 79.49%

3 584 100% 48.27%

4 407 96.65% 34.48%

5 245 96.27% 31.77%

6 152 96.02% 27.44%

7 72 90.77% 22.56%

8 26 90.19% 20.35%

9 3 100% 27.35%

10 1 100% 100%

11 1 100% 100%

Total 1629 95.99% 56.50%

Internet search with statistical value, and internet search and mean, standard devi-

ation techniques discussed in the sections 3.2.1, 3.2.2, 3.2.3 and 3.2.5

Technique-2: This technique is a combination of dictionary search, Internet search,

Internet search with probability, Internet search and mean, standard deviation tech-

niques discussed in the sections 3.2.1, 3.2.2, 3.2.4, and 3.2.5

5.2.2.1 Textractor Collocation Extraction Performance

Textractor’s collocation extraction module has an F-score of 85% with POS re-

strictions and 92.9% without POS restrictions when Technique-1 is implemented
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on Dataset-3. Results are documented in the Table 5.3. Textractor’s Technique-2

when implemented on Dataset-3 has a F-score of 35.32% with Model-1 and a F-score

of 62.12% with Method-2. Results are documented in the Table 5.4. The probable

reason for the recall of Technique-2 on Dataset-3 being low is, the probabilities of

individual words are high compared to the probability of the idiom. As a result, the

product of probabilities of individual words is likely to be high in most scenarios, thus

declaring the idiom is not a collocation. If we observe the F-score of Method-1 and

Method-2 from Technique-2, it can be observed that F-score of Method-2 is higher.

The probable reason for this being, the product of individual word probabilities is

multiplied by inverse of ‘n!’, thus reducing the value as a whole.

Textractor’s collocation extraction module has a recall of 80.3% with POS restric-

tions when Technique-1 is implemented on Dataset-2, and recalls 82.6% and 32.68%

when Method-1 and Method-2 of Technique-2 are implemented on Dataset-2. Re-

sults are documented in the Table 5.5. (Note: Although the recall is high, precision

is low on this dataset, as the gold standard does not contain several collocations that

were identified by Textractor. The gold standard was put together by two people

who are not linguists. The gold standard is being improved by obtaining collocations

from Oxford Collocation Dictionary.)

5.2.2.2 Textractor vs. NLTK

NLTK has association measures to extract bigram and trigram collocations. These

association measures depend on frequency information to decide if a n-gram is a

collocation. When NLTK bi-gram measures were run on 138 bi-gram idioms from
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Table 5.3: Textractor: Extracting collocations from idioms. Each column represents

Recall(R), Precision(P) and F-score(F) values. Total = Cumulative R, P and F of

all n-grams - on Dataset-3 using Technique-1

n-grams
with POS without POS

R P F R P F

bi-grams 64.49 84.76 73.24 86.23 88.80 87.49

tri-grams 80.09 92.02 85.65 90.06 96.16 93.01

4-grams 76.41 86.14 80.98 91.40 97.78 94.48

5-grams 84.48 91.59 87.89 91.83 97.40 95.51

6-grams 92.10 96.55 94.27 90.78 96.50 93.55

7-grams 83.33 92.30 87.58 86.11 92.53 89.20

8-grams 84.61 91.66 87.99 84.61 91.66 87.99

9-grams 100 100 100 100 100 100

10-grams 100 100 100 100 100 100

11-grams 100 100 100 100 100 100

Total 80.23 90.44 85.04 90.17 95.82 92.90
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Table 5.4: Textractor: Extracting collocations from idioms. Each column represents

Recall(R), Precision(P) and F-score(F) values. Total = Cumulative R, P and F of

all n-grams - on Dataset-3 using Technique-2

n-grams
Method-1 Method-2

R P F R P F

bi-grams 18.11 92.59 30.30 23.18 91.42 36.99

tri-grams 21.06 97.61 34.64 36.81 97.28 53.41

4-grams 15.97 97.01 27.42 43.24 96.17 59.66

5-grams 23.67 100 38.38 55.91 95.80 70.61

6-grams 28.28 95.55 43.65 77.63 96.72 86.131

7-grams 33.33 92.30 48.97 70.83 91.07 79.68

8-grams 38.46 90.90 54.05 53.84 87.5 66.66

9-grams 66.66 100 80.0 100 100 100

10-grams 100 100 100 100 100 100

11-grams 100 100 100 100 100 100

Total 21.60 96.70 35.32 45.91 96.02 62.12
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Table 5.5: Textractor: Extracting collocations from Dataset-2 using both Technique-

1 and Technique-2

n-grams Technique-1
Technique-2

Method-1 Method-2

Recall 80.3 10.03 32.68

Precision 1.6 2.45 2.93

F-score 3.13 3.94 5.39

Dataset-3, NLTK returned a total of 279 bigram collocation candidates. NLTK gen-

erated n-grams by sequentially combining the words from all 138 bigram collocations

given as input. When the frequency threshold was set to ‘at least two’ only 4 of those

candidates were declared as collocations. Whereas in reality, all 138 are collocations.

Similarly, for 584 trigram idioms, 1748 collocation candidates were returned, of which

9 had a frequency greater than one.

NLTK results. Here all the n-grams that were extracted and n-grams whose fre-

quency was greater than two are taken into consideration when looking for colloca-

tions.

Performance of NLTK on Dataset-1 is documented in Table 5.6.

Performance of NLTK on Dataset-2 is documented in Table 5.7.

Performance of NLTK on Dataset-3 is documented in Table 5.8.

NLTK experimental results prove that frequency and association measures alone

cannot be used to efficiently extract collocations from given input text.
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Table 5.6: Collocation extraction using NLTK on Dataset-1; where, f = frequency of

n-gram

f >=1 f >2

Recall Precision F-Score Recall Precision F-Score

Adj+Noun 91 20.35 33.97 0 0 -

Noun+Noun 98 24.43 39.12 0 0 -

Verb+Noun 86 18.85 30.93 1 7.69 1.76

Verb+Prep 99 24.20 38.89 2 13.33 3.47

Table 5.7: Collocation extraction using NLTK on Dataset-2; where, f = frequency of

n-gram

Bi-grams Tri-grams

f >= 1 f >2 f >= 1 f >2

Recall 100 0 97.61 1.19

Precision 50.64 0 32.66 100

F-Score 67.24 - 48.95 2.35
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Table 5.8: Collocation extraction using NLTK on Dataset-3; where, f = frequency of

n-gram

Bi-grams Tri-grams

f >= 1 f >2 f >= 1 f >2

Recall 94.87 10.25 86.90 8.3

Precision 2.0 1.7 1.6 3.4

F-Score 4.0 2.9 3.2 4.8

5.2.2.3 Textractor vs. MWEToolkit

In this section, performance of Textractor is compared with MWEToolkit from [29].

Although [29] describes MWEToolit as a MWE extraction software, their definition

of a MWE aligns with our definition of collocation, hence, it is a valid comparative

technique.

MWEToolkit requires POS patterns of collocations it is required to extract. For

example, in-order to extract a verb+noun phrase, it requires a pattern ‘VN’ to be

declared prior to executing the software. So, to be lenient on MWEToolkit, Dataset-

1 is used as input (100 are verb+noun phrases, 100 are noun+noun phrases, 100

adjective+noun and 100 verb+prep collocation phrases). The results are documented

in Table 5.9:

Inorder for MWEToolkit to generate collocation candidates, input is to be POS

tagged first using TreeTagger POS tagger, which splits the input text into one POS

tagged word per line. From these tagged words, potential collocation candidates

48



Table 5.9: Collocation extraction: Textractor Vs. MWEToolkit - on Dataset-1, Each

value in the table is F-score calculated as the harmonic mean of Recall and Precision.

T2-M1 = Technique-2 Method-1, T2-M2 = Technique-2 Method-2

- Adj+Noun Verb+Noun Noun+Noun Verb+Prep

Textractor F-score 96.18 95.12 100 100

(Technique-1) Recall 92.47 90.71 100 100

Precision 100 100 100 100

Textractor F-score 13.08 36.06 7.69 13.08

(T2-M1) Recall 7 22 4 7

Precision 100 100 100 100

Textractor F-score 42.51 47.32 34.71 21.42

(T2-M2) Recall 27 31 21 12

Precision 100 100 100 100

MWEToolkit F-score 19.04 13.08 20.85 20.61

Recall 97 78 92 100

Precision 10.56 7.14 11.76 11.49
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are generated based on the patterns defined. Recall and precision are calculated

comparing the results with the input text files (files with 100 phrases each) in each

case. Results show that MWEToolkit has low precision. The probable reason for

this is, MWEToolkit generates collocation candidates from individual words and

their POS information based on the POS patterns defined. This often results in

collocations that were not present in the input file to begin with, thus resulting in

very low precision.

5.2.3 MWE extraction

5.2.3.1 Textractor MWE extraction performance

On Dataset-3: Textractor’s MWE extraction module has an F-score of 51.77%

by intersection approach and 77.61% by union approach. To assess the F-score of

Textractor’s MWE extraction module, we consider n-grams declared as collocations

when no restrictions on POS were imposed. Previously, out of 1629 idioms, 1533 were

declared as collocations with an F-score of 92.0%. We ran our experiments on these

1533 collocations. The results are as follows: F-scores of idioms that were identified

using ‘Union’ approach = 77.61%. And F-score of idioms that were identified using

‘Intersection’ approach = 51.77%. For this, we used WordNet dictionary to obtain

definitions of 103 idioms, Oxford dictionary of idioms to obtain definitions of 176

idioms and internet search to obtain definitions of 975 idioms and the definitions for

the rest of the idioms are not found. As the quality of phrasal dictionaries available

is improved, the F-score of our MWE extraction module will be improved.
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On Dataset-2: Textractor’s MWE extraction module has an F-score of 73.25% by

the union approach and 78.69% by the intersection approach. Improving the per-

formance of the collocation extraction module further improves the performance of

MWE extraction module and the collocations extracted previously are used for ex-

tracting MWEs.

Obtaining definitions from internet:

This is how relevant information regarding an idiom using internet search is obtained.

Because definitions are not always immediately available, summaries are extracted

from the top 10 search results (web pages) that were returned after an idiom is

searched for using Bing search API. From these summaries, if the title of the webpage

has one of the words {definition, wikipedia, define} then that summary is considered

to be relevant to the idiom we are searching for, otherwise the summary returned is

ignored. With this technique, Textractor obtained information on 975 idioms from

Dataset-3.

5.2.3.2 Textractor vs. AMALGr

We compare our MWE extraction module with AMALGr from [32] as their definition

of MWE aligns with our definition of a MWE. AMALGr requires SAID1 corpus to

be purchased from Linguistic Data Consortium (LDC) to train the software along

1https://catalog.ldc.upenn.edu/LDC2003T10 (02/03/2015)
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Table 5.10: MWE extraction: Textractor vs. AMALGr - on Dataset-3

(%) Textractor (Union) Textractor (Intersection) AMALGr

Recall 63.41 34.92 23.07

Precision 100 100 21.91

F-score 77.61 51.77 22.47

Table 5.11: MWE extraction: Textractor vs. AMALGr - on Dataset-2

(%) Textractor (Union) Textractor (Intersection) AMALGr

Recall 82.3 67.17 31.5

Precision 65.9 95.50 14.82

F-score 73.25 78.69 20.16

with other training data sets.

When tested on Dataset-3, out of 1629 idioms, 350 are tagged as MWEs by

AMALGr (including both strong and weak MWEs as described in [32]) with Recall

= 21.48%, Precision = 100%, F-score = 35.36%; whereas the F-score of Textractor

is 43.26% when intersection is considered and 73.84% when union is considered.

When tested on Dataset-2, F-score of Textractor is 50% more than the F-score

of AMALGr. We believe that Textractors’ performance can further be improved if

efficient phrasal dictionaries were available for research purporses.
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Chapter 6

Conclusion

6.1 Challenges and future work

There are several issues we encountered while designing Textractor that we would

like to answer. In search for a good gold standard to test the performance of Tex-

tractor, we came across several datasets only to realize that they were lacking in one

respect or another. Although we decided to use idioms extracted from the ‘Oxford

dictionary of idioms’ we see the need for a good gold standard data to be contributed

for research purposes. Hence, in the future, we would like to come up with a large

gold standard corpus of n-grams, collocations, and MWEs.

When it comes to the performance of the collocation extraction module, false

positive rate is high when the dataset has a lot of non-trivial text which does not fall
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into the category of either collocation or MWE. Hence, we are working on improving

the collocation extraction module. Since MWE candidates are collocations initially

extracted by Textractor, improving the performance of collocation modules improves

MWE extraction module as well.

6.2 Conclusion

We have presented new unsupervised, domain-independent approaches for collocation

and MWE extraction and their implementation in the Textractor suite of algorithms.

Textractor is modular software that can extract n-grams, collocations, and MWEs

from a given text document even when a full sentence is not present. The main

contribution of our work is that, it utilizes resources that are at our disposal without

any hard to understand logic. Our approaches are built on the very same logic

humans use in understanding the language. The feasibility of our approaches proves

that understanding the basic definition of what the terms n-grams, collocations and

MWEs mean can help a program extract them efficiently. Textractor can be used

to identify collocations, and MWEs that are other than idioms. But to demonstrate

the efficiency of the software, we considered idioms, the toughest form of MWEs to

identify, as our test dataset.
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