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ABSTRACT

Prediction of significant wave height is criticalijmportant to the physical and
environmental impact study of coastal, estuarindaoge lake environments. In this
study, development of predictive models for theedatnation of time varying significant
wave heights in Lake Okeechobee, Florida usingsimplified stochastic procedure and
wave energy spectrum method is presented.

The stochastic procedure related models are Regmneddodel 1 (RM1),
Regression Model 2 (RM2) and Perceptron Least &ghathod (PLSM). A new wave
spectrum based model, Modified Pierson-MoskowitP) Spectrum is also developed.
The predicted significant wave heights from eacldeh@re compared with the Atrtificial
Neural Network (ANN) predictions obtained by Altayak and Wang (2012). The
comparisons between predicted significant wavehteiffom each model and observed
data indicate that the proposed RM1, RM2, PLSM &M are effective models that

are acceptable for predicting significant wave heig Lake Okeechobee.
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Chapter 1

Introduction and Literature Review

1.1  Introduction

Prediction of the wave field, especially wind geated waves, is critically
important to the physical and environmental impsiatly of coastal, estuarine, or large
lake environments. Physical and ecological processethe lakes and estuaries are
known to depend on winds, waves, tides, fresh watdows, human activities, etc.
(Chen et al. 2005). Studies on Lake Okeechobeeldrnida (Olila and Reddy, 1993;
Reddy et al. 1995) have indicated that the intefoatling of phosphorus from lake
bottom sediments has become a major source of pbospto the water column.

Wwind generated surface waves are the main sourceefsuspension of bottom
sediments and accordingly have a considerable irgrathe water quality of the water
bodies (Jin and Wang, 1998; Tehrani, 2001; Altumigkyand Wang, 2012). To be able to
reasonably estimate the re-suspended bottom sedigwicentration in the water
column, an accurate prediction on the wave propgregspecially the time variation of a
representative wave height, e.g., significant wheght is required (Altunkaynak and
Wang, 2012). Despite the concern of the water gydnowing the wave field and wave
properties is also important to the design of aaanhd offshore structures and other
engineering works (McCormick, 2009).

Different from regular monochromatic waves, wincheeated waves have the
properties of randomness and irregularity and sbnsf waves with different wave
heights and frequencies. Statistically defined wheghts or wave periods have been

developed to characterize the random wave fielde @nthe most commonly adopted

1



wave heights for the design and wave analysis @a@rthe significant wave height. In
terms of wave height, ordering the wave d@fawaves) from the largest to the smallest
with assigned number from 1 M, the average of the first highest one thiv3) waves

is defined as the significant wave heigll (). This direct count approach can be

expressed as

1 «N/3
Hy =352 H (1.1)

The other approach is to assume that the wave th@igibability density function
satisfies the narrow banded Rayleigh distributidinen, the significant wave height can

also be determined using the following formulation

1
Hy, =\2H,,s =2 /ﬁ N H?, (1.2)

whereH,.,, is defined as the root-mean-squared wave height.

As the wind speed (or wind stress) is shown to tstk@ng correlation with the
significant wave height, the first empirical apprbausing wind speed as a major input
parameter was presented by Sverdrup and Munk (124%®r, comprehensive numerical
modeling with inputs of wind speed was adoptedotedast the significant wave height.
Numerical models became popular the past decadbsthe advancement of high speed
computers and their ability to perform more crucamputations (Liu et al. 2002). These
models were mostly based on the solutions of endrgijgpnce equations in finite
difference form throughout a grid placed over tregex area (Kazeminezhad et al. 2005).
To predict reliable and accurate results using migale models, a variety of
meteorological data and high speed computers grereel (Goda, 2003). Schwab et al.
(1991) developed a wind wave model by applying sdvieequently used wind wave

models to a case of active wave generation and thranv Lake Michigan and then
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compared the results with actual measurementsgial. 2002). Other researchers like,
Hasselmann (1962), Barnett (1968), Booji et al9@%nd Chen et al. (2005) proposed
numerical models using energy transfer equatiomsedict better wind generated waves.
Jin and Wang (1998) developed a Boussinesqg-typee-guation wind wave model to

simulate wind waves and determine the corresponsigigificant wave heights in Lake

Okeechobee. A calibration and verification studyadpectrum based wind wave model
SWAN (Simulation WAves Nearshore) was presentedibyand Ji (2001). The issues
related to wave growth and decay characteristi@ARAN was investigated by Rogers et
al. (2003).

Even though numerical models are capable of détigedetailed temporal and
spatial variation of wind induced wave elevationt@akaynak and Wang, 2012), these
models may not be justified to use for preliminaryeven for final design in some cases
from the economical point of view (Goda, 2003)m§ie and effective predictive models
can be useful for forecasting significant wave heignd practical applications. Those
models include the use of stochastic based regresgproaches, the development of
fitted wave spectrum formulas, and data based maudedeling technology.

1.2  Regression Method (RM)

Regression Method (RM) is one of the simple methbds can be used in wave
forecast studies. With noticed strong correlati@iween significant wave height and
wind speed, a linear regression model for signific@ave height and wind speed can be
formulated as

HK=aWK+ b, (13)



whereH;, and W represent the significant wave height and wind dea given time
k respectivelya andb are the model parameters to be calibrated.

There are some basic restrictive assumptions emgldedd the regression
approach §en et al. 2003; Uyumaz et al. 2006 and Altunkayrz8¥}8). The following
are some of the main assumptiofisr{( et al. 2003):

I. Linearity: A straight line trend through the scatédata points.

il. Normality: The residuals have normal distributions.

iii. Means of conditional distribution: The expected med the difference

between the measured and modeled values mustde zer

iv. Homoscedasticity: The residuals have equal variance

V. Lack of measurements errors: The previous and mumeasurements

both are without errors.

Most of the time, the system dynamic of the regoesmethod is restricted by a
deterministic expression, as a least square meshaged to minimize the sum of squared
errors for parameter estimatiorief et al. 2004; Altunkaynak and Wang, 2012). Even
though the regression method has a few drawbatkst can provide acceptable results.
From the economical point of view, estimating sligiaint wave heights using regression
method is suitable for the forecast and prelimirdgegign purposes.

1.3 Wave Spectrum Methods

Development of wave spectrum formulas for char&tey the distribution of
wave energy and the corresponding significant waaight of the random wave filed in
in a water body is an empirical based approach.s&@hempirical expressions were

formulated using correlations between dimensionless/e parameters and wind



variables. The effectiveness associated evalusétiam and cost of these methods is quite
reasonable (Altunkaynak, 2008). Typical wave spmstformulas applied in the ocean or
enclosed large lakes are:

i. SMB ( Sverdrup, Munk & Brestchneider) (Brestchreejti970,1973)

il. JONSWAP (Joint North Sea Wave Project) (Hasselnedrah. 1973)

iii. Donelan (Donelan, 1980; Donelan et al. 1985)

iv. Pierson-Moskowitz (PM) Spectrum (Pierson and Mosknw 964)

Each of the above mentioned spectra was developéittibg the collected wave
data with a proposed frequency related wave entengyula. Both the significant wave
height and wave period can be determined using SMIBJSWAP and Donelan. Fetch
length and other meteorological data such as wpeed and duration are required to
estimate significant wave height and wave periodr the referred wave spectrum
models, it is assumed that the direction of wind avave is the same (Altunkaynak
2008). Accuracy of these methods was tested by sessarchers at different occasions.
According to Bishop (1983), Donelan model provide®re accurate results than
JONSWAP and SMB models. Another positive aspedDafielan model is that it also
provides the direction of estimated peak wave gnéBghop, 1983).

Pierson-Moskowitz Spectrum is a widely used fregqyespectrum for fully
developed wind waves proposed by Pierson and Maskdid964). PM spectrum is
based on the power spectra for fully developed bgdsitaigorodskii (1961). According
to the assumptions of Kitaigorodskii (1961), thectpum is a function of four variables

only. Thus, the spectrum can be expressed as



S(f)= F(f.g.WX), (1.4)
where f, g, Wy, andX are wave frequency, gravitational acceleration s friction
velocity and fetch, respectively. Further modifieg Schmitz (1962), Equation (1.4)
became

S(f)=F(f,.gW,X), (1.5)
whereW is the wind speed. As the data collected by Mosko\#i963) were for fully
developed seas, fetch was vanished from the equatio

S(f)=F(f.gW). (1.6)
The spectrum was further modified by Pierson anglhdwitz (1963) by fitting the data
with the Neumann Spectrum (Neumann, 1952) whegovger laws for wave frequency
in the equilibrium range proposed by Phillip (195&)s adopted (Liu et al. 2011; Pierson

and Moskowitz, 1963). The final form of the P-M Spam is

-B

2 —
S(f) = 16a1g*f5 e[f4] ' (1.7a)
where
B=B[1*, (1.7b)

a ( Phillips’ constant ¥ 8.1x10°, g = 0.74, g (gravitational acceleration) €.81 m/s’
and W is the wind speed measured in m/s. The integratfospectrum (1.7a) can be

related to the significant wave height. Detail fotations are given in Chapter 3.

Considering the fetch limited statistics, the agoh led to as named Joint North
Sea Wave Project (JONSWAP) spectrum was establshedeported by Hasselmann et

al. (1973). The spectrum form was modified from Bpéctral representation by adding



the scale and shape related parameters as a fiampter wave spectral density formula.
The additional fetch related parameters modify whdth and peak of the original PM
spectrum. Different from the PM spectrum, the matakcal formulation of JONSWAP
spectrum prevents it from obtaining an explicit r@gsion of the integrated quantity of
the spectrum for relating to the significant waweght. The other discussions on the
JONSWAP spectrum can be found in Goda (1985), Hodh€90), and McCormick
(1999).

1.4 Modern Modeling Techniques

In recent years modern modeling techniques becanepopular in the field of
data analysis and provide simpler methods for nmgppnput variables to outputs
(Uyumaz et al. 2006). Modern modeling methods g@@ieable to any field of studies
where data are available for analysis. In studpadan engineering, studies have been
carried out by applying the data based modern nmgleéechniques to predict wave
parameters. Some of the commonly used methods are:

I. Artificial Neural Network (ANN)

il. Perceptron Neural Network (PNN)

iii. Fuzzy Logic (FL)

1.4.1 Artificial Neural Network (ANN)

Artificial Neural Network (ANN) provides non-detemistic and model free
mapping between a given set of input and outputeslSince the occurrence of wave is
a random and unpredictable phenomenon, many résgardind this method more
suitable to predict wind wave data (Deo and Kur@@f0). Neural network modeling is

primarily aimed to recognize the random patter@ igiven set of input data and use the



same to predict the desired property. To apply ribaral network model, it is not
required to have the knowledge regarding the uwithgrlphysical process (Deo et al.
2001).

The ANN method is used to forecast wave paramdigreo et al. (2001),
Agrawal and Deo (2002) and Tsai et al. (2002). Mgakskky (2004) extended the ANN
approach to focus on the prediction of significasatve height. Modeling the significant
wave heights in Lake Superior using ANN was presgnby Etemad-Shahidi and
Mahjoobi (2009). Altunkaynak and Wang (2012) alppleed the commonly used three-
layer ANN to predict the wind induced significanave heights in Lake Okeechobee.

A simple three layered Artificial Neural Networkssown in Figure 1.1, where a
single input node receives input data and pass threto the hidden layer nodes. Inside
the hidden layer, each node (neuron) includes theess of multiplying the input data
with the weighting coefficients and summing them &ach neural network has a
threshold value. This threshold value is addedht dummed results and then passed
through a non-linearity transfer function to thetpaut node (Deo and Kumar, 2000;
Etemad-Shahidi and Mahjoobi, 2009).

In the neural network system, there is no limittb@ number of input/ output or
hidden layers. A particular network can have asyrapers of input/output and hidden
layers as required by the specific problem. Oneettipology of the neural network is
fixed, a training procedure is set up with the inpnd output data to determine the
network weights and threshold. The aim of the trjprocedure is to reduce the eriBr,
between the actual observed data and the netwapkio(Etemad-Shahidi and Mahjoobi

2009, Deo et al. 2001).



Weights

Output Layer

Hidden Layer

Figure 1.1 Simple architecture of ANN with a singiput and output variable consisting
of one hidden layer
The error,E can be defined as
E= ¥(0,-0))% (1.8)
where0,, andO0, are the network and target output respectivelhatsame node. All the
output nodes are summed together for a given trgipattern and then all over training
patterns (Deo et al. 2001).

Different algorithms are available in the liten&dor the training procedure in the
Neural Network, such as back propagation (Rumelbaral. 1986; Altunkaynak and
Wang, 2012), cascade correlation and conjugataegracetc. Back propagation method
minimizes the error using steepest descent orrthdient descent approach. The network
weights and threshold are adjusted by a smalltst®prds negative gradient of the error
function during iteration and repeated until a giveimber of iterations are done. In the
cascade correlation, the weights between the layfaredes are optimized using gradient
ascent method where the correlation between owtiptite hidden layer and the residual

error of the network is maximized. For the conjeggradient approach to find the
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weights and threshold, the gradient descent is naémley the conjugate or orthogonal
direction from the previous step. Detailed matheérahtdiscussion can be found in the
literature by Fletcher and Reeves (1964), Rabe®® ), Fahlman and Lebiere (1990),
Yeh et al. (1993), and Deo et al. 2001.

1.4.2 Perceptron Neural Network (PNN)

Perceptron Neural Network (PNN) is the system simib the Artificial Neural
Network. Like Artificial Neural Network, Perceptradetwork has the input and output
layers. However, the PNN does not have any hiddger$ within the network (Figure
1.2) (Holland 1975). Input and output layers arengzted directly through the transition
matrix weights. This structure forms a linear relaship between the input and output
layers. Similar to ANN, the network weights candadculated by the back propagation

procedure.

e Weights ™
- v_/

»
»

Input Layers Output Layers

»
»

"/ >

C

Figure 1.2 Perceptron configuration

Perceptron Neural Network can also be applied wiitler techniques and thus get
a better result. Altunkaynak and Ozger (2004) pseploa new concept where Perceptron
and Kalman Filtering (KF) method is combined todice significant wave height and
named Perceptron Kalman Filtering (PK&en et al. 2004 applied this combined method
to predict sediment concentration. Kalman Filterismg@n adaptive modeling technique of

state variables (Altunkaynak and Ozger, 2004) dsal @ferred as modern least squares
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(Sen, 1980; 1984) method. This method is capableakimg predictions of past, present
and even future states. Details on the Kalman riiljetechniques can be found in the
literature by Kalman (1960) and Gelb (1974).

Prediction of significant wave height using PKF haet is achieved by two steps.
In the first step, a relationship between significaave height and wind speed is derived
using neural network system. Figure 1.3 shows thrail construction of significant
wave height H) and wind speedW). In the network (Figure 1.3H and W from
previous time stepk(— 1) are connected to thH and W of current time stepk( by
transition matrix weightg&,1, a12, a1 anda,,. Same weights are used to conréend
W of current time stepk{) to theH and W of future time stepK+ 1) for forecasting.
Transition matrices are then determined by backpagation technique. Once the
matrices are found, Kalman Filtering is used todpmte significant wave height

(Altunkaynak and Ozger, 2004; Altunkaynak and W&, 2).

W,._ > »
k1 " & _/ Wi

Figure 1.3 Perceptron configuration of significaratve height and wind speed
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1.43 Fuzzy Logic (FL)

In the Fuzzy Logic (FL), a linguistics expressiamsised which is the approach of
ambiguity rather than numerical probabilistic oatistical approach. Fuzzy logic was
originally presented by Zadeh in 1965. After thmgny researchers adopted this method
in various engineering problems (Mamdani, 1974;gfka@and Mamdani, 1977; Ross,
1995; Xiong et al. 2001§en and Altunkaynak, 2004; Uyumaz et al. 2005 ; Waagd
Altunkaynak, 2012). Fuzzy logic approach appliedipalarly to ocean engineering filed
for the prediction of wave parameters includesistily Kazemiezhad et al. (2005) and
Ozger andsen (2007).

According to Ross (1995), generally, three steps lwa followed to develop a
fuzzy logic model. The first step is “fuzzificatiorwhere selection of membership
functions for the input and output variables andstauction of fuzzy rules using the form
of IF-THEN statement are conducted. The second atepeferred as “inference” is to
evaluate the membership degrees (antecedent) wittenfuzzy rules of the input
variables based on the max-min method. “DefuzZificd is the third or the final step to
compute the outputs of the physical variables usiegantecedent and consequent values
obtained from each fuzzy set. As pointed out byngvand Altunkaynak (2012), fuzzy
logic is capable of relating the event total betvegut and output variables. With the
limitation of the methodology, the fuzzy logic i®ergerally unable to generate time
varying outputs. Therefore, the fuzzy logic is aatecommended method to be used for

prediction of time varying significant wave height.
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1.5 Contentsof This Study

Significant wave height prediction is one of thestonportant aspects in the
study of ocean engineering. There are many diftesgproaches available in the
literature. Chapter 1 includes introduction andréiture reviews which cover the details
about the preferred methods for predicting waveampaters. Detailed information
regarding the Lake Okeechobee and data collecdomsncluded in the study area and
data collection of Chapter 2. The main focus of gtudy is the development of a model
for the significant wave height using the conceptsRegression Method, Perceptron
Neural Network (PNN) and Pierson-Moskowitz Spectriiaven though linear regression
has limitations, still it can be applied to predsifjnificant wave heights and produces
acceptable results.

A simplified approach of Perceptron Neural Netw@Perceptron Least Square
Method is also used to predict significant wavegheiThen a new approach is developed
by modifying the Pierson-Moskowitz Spectrum for eakkeechobee and the predicted
significant wave heights are compared with thosenfother models used in this study.
The above mentioned model approaches are descnibéhapter 3. In Chapter 4,
comparisons between the results obtained from éweldped models and the data are
presented. Comparisons are also made with thetsesiuUANN model by Altunkaynak
and Wang (2012). The error analyses to reflecptiréormance of each proposed model
are also provided in Chapter 4. Conclusions andmaeendation of future works are

summarized in the Chapter 5.
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Chapter 2

Study Area and Data Collection

21  Study Area

Lake Okeechobee is located in south-central Fldsetaveen 26° 41" and 27 °© 12°
North and 80° 36" and 81° 05" West (Jin and Wam®§3;1 Altunkaynak and Wang,
2012). The Lake is at the center of South Floridagional water management system.
Lake Okeechobee is the seventh largest fresh Madterin the United States and the
second largest freshwater lake contained entir@llyinvthe lower 48 states, behind only
one of the Great Lakes- Lake Michigan. It is atredédy shallow lake with the area of
730 square miles (1900 Kjrand with an average depth of 9 feet (2.7 met@s)inage
basin of this massive lake covers more than 46@@rsgmiles (11,913 kfj (Tehrani,
2001). A satellite image of Lake Okeechobee is shimwFigure 2.1.

Lake Okeechobee and its watershed are integral @oemts of South Florida’s
Kissimmee-Okeechobee-Everglades ecosystem. KissmRieer is one of the main
sources of the water coming to the Lake Okeech@lieeand Wang, 1998). The major
outflows of the lake are Caloosahatchee River ¢éovihst, the St. Lucie Canal to the east

and the Everglades Agricultural Area (Figure 2I¥Hrani, 2001).
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Figure 2.1 Satellite image of Lake Okeechobee f(hetel)
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Figure 2.2 Lake Okeechobee and geographical lotmabbdata collecting sites (LOC
LOO5, LO0O6 and LZ40) (Altunkaynak aiwang 2012
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2.2  DataCollection

Data collection stations for Lake Okeechobee abeléa as LZ40, LO06, LO05
and LOO1 in Figure 2.2. According to the measuramen Tehrani (2001) LZ40 (water
depth 4.88m) and LOO1 (4m) are stationed companigtin a deep region where LO05
(3.2m) and LO06 (3.66m) are near shallow regiorsoAlhe station LOO5 is near the
marshy area, which has an effect on the wave paeasne

Two sets of independent wind-wave data from the ¥886 and 2002 are used
for this study. The data from the year 1996 ardectdd by the South Florida Water
Management District (SFWMD) from March 2o April 2. During the data collection
period, three strong events occurred which affettedwind speed. In those events, the
measured wind speed is around 12-13m/s which issdltwice the regular wind speed.
Wave elevation and wind speed are collected frametistations LZ40, LO0O6 and LOO5
(Figure 2.2). Wind speeds were collected at evéryninutes and wave elevations were
measured at a recording rate of two seconds (JinVeang, 1998). The direct count
method was used to generate the time-varying andyhbased significant wave height
data used for this study.

The second set of data was collected by Wang (2@0Rake Okeechobee from
February 18 to March 7. For this data set, waveagiens were recorded at a 0.2 second
sampling rate at four stations (LZ40, LO06, LOOE &001) (Figure 2.2). The wind speed
data was collected by the South Florida Water Mamamnt District (SFWMD) at a rate

of every 15 minutes (Wang, 2002; Altunkaynak anchg/&2012).
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Sl unit is adopted for all the models in this studlvind speed data (2002)
collected in the field are measured in mph (miles pour) and converted to m/s (meter
per second) for this study. Observed significantevaeights and times are measured in
m (meter) and min (minute) respectively.

2.3  Calculation of Significant Wave Height

The time variation of significant wave height ak falur stations (LO01, LOO5,
LO06, and LZ40) for both the year 1996 and 2002 s@®puted by the direct count
method. This method is based on the definition ighiEcant wave height given by
Sverdrup and Munk (1947). As shown in Equation)(itd calculate the significant wave
height, individual wave heights are read from theorded data and the average of the
highest one-third heights is computed (Jin and War898; Altunkaynak and Wang,
2012).

The number of data points for the significant waegghts are 1551, 1593, 1667
and 1425 for the stations LZ40, L0O06, LO05 and L&&pectively (Year 2002). The data
are divided into two parts, one for model testitagt(500 data points — testing data) and
one for model training (rest of the data pointgaiing data). The data points for the
year 1996 are 140 for all three (LO05, LO06 and Q)Zdtations. This set of data is used

for further verifications of the models.
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Chapter 3

M ethodologies and Model Equations

3.1 Introduction

The methods adopted in this study to establish ghedictive models for
significant wave height in Lake Okeechobee are &sgon Method (RM), Perceptron
Least Square Method (PLSM) and a newly developediifitgal Pierson-Moskowitz
(MPM) Spectrum. Each section of this chapter, dbesr detailed mathematical
derivations involved in developing the models. Asmtioned in Chapter 2 (Section 2.3),
data collected in 2002 (Wang, 2002) for the foatishs (LZ40, L0O06, LOO5 and L0O01)
are divided into two parts, training data and testdata. Training data are used to
develop the model parameters and then they aredtést using the 500 testing data for
each model. For further verification of the modelsother independent set of data from
1996 (Jin and Wang 1998) are used.

Comparisons among different models are done basedverage Absolute Error

(AAE), Root Mean Square Error (RMSE) and Coeffitieh Efficiency (CE). They are

defined as
AAE =% iLa|Hpi = Hoil (3.1)
RMSE = \/% S (Hypi — Hyp)' (3.2)
— _ Zliv=1(Hpi—Hoi)2
CE - [1 Zliv=1(Have_ Hoi)z ’ (3'3)

19



Hp;andH,,; are the predicted and observed significant wavetttdor data point andN

is the total number of the data poin#$,,. is the averaged value of the significant wave
height.

3.2 Regression Method (RM)

Generally in Regression Method, wind speed is @semhdependent variable and
significant wave height as dependent variable. thes study two similar models are
developed. One of them is the regular RM model Wwipieedicts significant wave height
using wind speed at the current time and defineRM4. Mathematical expression for
model RM1 is given as

Hgy =ayWg+ by, (3.4)
whereH, andW/ represent the significant wave height and wincedpat current time
respectivelya, andb, represent the model coefficients for model RM1.

The time variation plots showing the correlatioesaeen significant wave height
and wind speed at stations LZ40, L006, LOO5, an@lLare shown in Figures 3.1a, 3.2a,
3.3a and 3.4a respectively using the year 2002 &atatter diagram of significant wave
height and corresponding wind speed for LZ40, LOOB)5 and LOO1 are shown in
Figures 3.1b, 3.2b, 3.3b and 3.4b respectivelye Vidlue ofR? is given in the figures to
represent the strength of the relationship betwsgnificant wave height and wind
speed.

Strong correlation can be noticed for the statigQ (Figure 3.1a) and LO06
(Figure 3.2a). The values ®&f for LZ40 and LOOGare approximately 87% (Figure 3.1b)
and 89% (Figure 3.2b) respectively, which represieatstrong bond between significant

wave height and wind speed. Station LO05 (Figu@a,3marked with circle) shows
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weaker correlation comparing to LZ40 and L006. Fég8.3b shows the value &Ff for
LOO5 is 67%. It can be assumed because of the snareh near L0O05, strong wind speed
is not able to produce bigger wave height as itadalin the open area like LZ40 or LO0G6.
Figure 3.4a shows good correlation between winéd@ad wave height over the time
for LOO1, except at the end of the time series kedmwith arrow) and the value & is
60% (Figure 3.4b). This fluctuation is most liketjue to some measurement error
occurred during the data collection event.

In the second method, significant wave height fribra previous time step is
applied to predict the current significant waveghei(defined as RM2). The equation for
model RM2 can be expressed as

Hg =a, Hk_{ + by, (3.5)
where H,, and H;._ represent the significant wave height in currerd previous time

step respectivelya, andb, represent the to-be-calibrated coefficients fodetld&RM2.
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Figure 3.1a Time variations of significant wavedigiand wind speed at LZ40 (year
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Figure 3.1b Correlation between significant waviglhieand wind speed at LZ40 (year
2002 data)
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Figure 3.2b Correlation between significant wavighieand wind speed at LZ40 (year
2002 data)
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Figure 3.4a Time variations of significant wavediiand wind speed at LOO1 (year
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Calibrated model parameters of the models RM1 avi@ ®r all the four stations
are shown in Table 3.1. As a comparison, time tiaria of observed and predicted
significant wave height from model RM1 using traigidata are shown in Figure 3.5 to
Figure 3.8 for stations LZ40, L006, LOO5 and LO@spectively. Similarly, time
variations of predicted and observed significantevaeight at the four stations under the
case of using model RM2 are shown in Figure 3.Bigure 3.12. For model RM1, the
predicted time varying significant wave height gafig fits well with the recorded data
at LZ40, L006, and LOO1 stations. At station LOO%& agreement is reasonable, however,
with noticeable larger errors. Under very strongdvconditions, the model RM tends to
slightly under-estimate the significant wave heidfite predictions using model RM2 fit
better than the RM1 results when compared with oredssignificant wave height for all
modeled stations. This finding indicates that therent significant wave height depends
heavily on that which occurred previously. To destaamte further model performance,
the perfect model line plots between RM1 resultd abserved significant wave height
for four stations are presented in Figure 3.13igufe 3.16 and for the results from RM2
they are shown in Figure 3.17 to Figure 3.20. Ftbm Figures, it is noticed that the
predicted significant wave height using RM2 modgénerally fitted around the 45
degree perfect model line with good agreement widasured data (Figure 3.17 to 3.20),

comparing to the results produced from RM1 modigyfe 3.13 to 3.16).
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Table 3.1 Calculated parameters of RM1 and RM2Herstation LZ40, LO06, LO05

and L0O01
| Model RM1 RM2
Station
Parameters
aq b1 a, b,
LZ40 0.052 -0.010 0.962 0.012
LOO6 0.055 -0.067 0.981 0.005
LOO5 0.039 -0.022 0.980 0.004
LOO1 0.044 -0.045 0.968 0.006
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Figure 3.5 Predicted and observed time variatidrssgmificant wave heights at LZ40
using training data (RM1)
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Figure 3.6 Predicted and observed time variatidrssgmificant wave heights at LO06
using training data (RM1)
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Figure 3.7 Predicted and observed time variatidrssgmificant wave heights at LO05
using training data (RM1)
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Figure 3.8 Predicted and observed time variatidrssgmificant wave heights at LO01
using training data (RM1)
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Figure 3.9 Predicted and observed time variatidrssgmificant wave heights at LZ40
using training data (RM2)
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Figure 3.10 Predicted and observed time variatodrssgnificant wave heights at LO06
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Figure 3.11 Predicted and observed time variatofrssgnificant wave heights at LO05

using training data (RM2)
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Figure 3.12 Predicted and observed time variatidrssgnificant wave heights at LO01
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Figure 3.13 Verification of predicted and obsergaghificant wave heights using

training data (RM1, station LZ40)
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Figure 3.14 Verification of predicted and obsergaghificant wave heights using
training data (RM1, station LO06)
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Figure 3.15 Verification of predicted and obsergaghificant wave heights using
training data (RM1, station LO05)
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Figure 3.16 Verification of predicted and obsergaghificant wave heights using
training data (RM1, station L0O01)
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Figure 3.17 Verification of predicted and obsergaghificant wave heights using
training data (RM2, station LZ40)
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Figure 3.18 Verification of predicted and obsergaghificant wave heights using
training data (RM2, station LO06)
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Figure 3.19 Verification of predicted and obsergaghificant wave heights using
training data (RM2, station LO05)
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Figure 3.20 Verification of predicted and obsergaghificant wave heights using
training data (RM2, station L0O01)

Comparing results obtained from the training datean be seen that RM2 model
worked better for all the four stations than moB&i1. As mentioned in Section 2.2,
station LOO5 is near the marshy area and that m&ffact on wind speed. Wind speed is
the independent variable in model RM1 and thatcefsé marshy area is not overcome by
the model while predicting the significant wavedigi As a result, RM1 model produced
relatively poor results for station LO05. As showrFigure 3.7, it is visible (marked with
circle in the figure) that if model RM1 is usedgredict significant wave height, it does
not produce accurate results. On the other hasdltssfrom model RM2 for station LO05
are more accurate (Figure 3.11). Further veriftcegiof models RM1 and RM2 are done

in Chapter 4.
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To get a better understanding of the performancenadels RM1 and RM2, a
summary of AAE, RMSE and CE for all stations arevinted in Table 3.2. Coefficient of
efficiency (CE) produced by RM2 for all stationg aver 90% where RM1 produced less
than 80% of CE for LOO5 and LOO1. AAE and RMSE atso less for RM2 which
indicates less error in predicting significant wéneeght comparing to RM1.

3.3  Perceptron Least Square Method (PLSM)

Perceptron Neural Network is also applied in thiglg to estimate the significant
wave height occurred in Lake Okeechobee. To deterrthe network weights, least
square method is applied. Since the network systerooupled with least square
technique, it will be referred as Perceptron Leaguare Method (PLSM). As only
significant wave height will be calculated using3hL, Figure 1.3 can be reconstructed

as Figure 3.21 shown below.

Table 3.2 Summary of AAE, RMSE and CE of Models Rdnd RM2 using
training data for the stations LZ40, LO06, LOO5 &0@1
RM1 RM2
AAE (m) | RMSE (m) CE AAE (m)| RMSE (m CE
LZ40 0.04 0.06 0.87 0.03 0.04 0.93
LO06 0.04 0.05 0.90 0.02 0.03 0.96
LO05 0.06 0.07 0.63 0.02 0.02 0.96
LOO1 0.05 0.06 0.78 0.02 0.03 0.93
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Figure 3.21 demonstrates that significant wave Hieag) current time steHy) is
determined by the significant wavH {_;) and wind speed¥_,) of previous time step.
Network weights are denoted ag and b; and least square methods are applied to

calculate them. The mathematical form PLSM modegiven as

Hg =azHg 1+ b3 Wg_q . (3.6)
Hi1
3
Hy
bs
Wy ——»

Figure 3.21 Perceptron configuration of significausive height and wind speed for Lake
Okeechobee

Network weight values for all four stations are wbd in Table 3.3. Time
variations of PLSM predicted and observed significaave height using training data
are showed in Figure 3.22 to Figure 3.25 for stetidZ40, LOO6, LOO5 and LOO,
respectively. It can be noticed, according to tbmgarisons with the training data, the
PLSM model can produce accurate predictions onifgignt wave height. Good
agreements between PLSM model results and obssigeiicant wave heights are also
presented in the perfect model line plots in Figdu@6 to Figure 3.29 for stations LZ40,
LO06, LOO5, and LOO1 respectively. The resultssiir@wn to closely follow the 45 degree

perfect model line.
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Table 3.3 Network weights of Model PLSM for thetsta LZ40, LO06, LOO5 and

LOO1
Model PLSM
Station
Parameters as bs
LZ40 0.78 0.011
LOO6 0.86 0.007
LOO5 0.95 0.002
LOO1 0.90 0.004
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Figure 3.22 Predicted and observed time variatidrssgnificant wave heights at LZ40

using training data (Model PLSM)
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Figure 3.23 Predicted and observed time variatodrssgnificant wave heights at LO06
using training data (Model PLSM)
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Figure 3.24 Predicted and observed time variatodrssgnificant wave heights at LO05
using training data (Model PLSM)
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Figure 3.25 Predicted and observed time variatodrssgnificant wave heights at LO01
using training data (Model PLSM)
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Figure 3.26 Verification of predicted and obsergeghificant wave heights using
training data (Model PLSM, station LZ40)

40



0.90

. Training Data

E 080 |

=

2 070 f

)

<

0 0.60 |

©

2 050

C

I

L 040

5

2 0.30

ge]

L 020 |

Q

ie]

Q 010 f» PLSM

o LO06 (2002)
0.00 CE =0.96

000 010 020 030 040 050 060 070 0.80 0.90
Observed significant wave height (m)

Figure 3.27 Verification of predicted and obsergaghificant wave heights using
training data (Model PLSM, station LO06)
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Figure 3.28 Verification of predicted and obsergaghificant wave heights using
training data (Model PLSM, station LO05)
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Figure 3.29 Verification of predicted and obsergaghificant wave heights using
training data (Model PLSM, station LO01)

Table 3.4 Values of AAE, RMSE and CE of model PL88ihg training data for the
station LZ40, LO06, LOO5 and LOO1

Model PLSM
AAE (m) RMSE (m) CE
LZ40 0.03 0.04 0.93
LOO6 0.02 0.03 0.96
LOO5 0.02 0.02 0.96
LOO1 0.02 0.03 0.94
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A summary of AAE, RMSE and CE of model PLSM fortgtas LZ40, LOO6,
LOO5 and LOO1 are provided in Table 3.4. Model PLSMws quite good predictions for
all the sensor stations in Lake Okeechobee. Coaftiof efficiency is more than 90%
for all stations using the training data. Errordicéed by PLSM is also very less.

34  Pierson-Moskowitz Spectrum (PM Spectrum)

The original Pierson-Moskowitz (PM) Spectrum was developed goglied to
fully developed sea. To the best of author’'s knolgiethis approach was not commonly
utilized to the study of shallow lakes. For the elepment of an appropriate predictive
wave spectrum model, the PM spectrum is first @gpto Lake Okeechobee to test its
accuracy in predicting significant wave height.ohder to do that, it is necessary to find
out a relationship between the wave spectrum aadsitnificant wave height. Detailed
mathematical derivations are shown below.

From the Equation 1.7, PM wave spectrum can batezsas follow

S=zer (3.7)
where
= 1”;14 , (3.8a)

In equation (3.8)a (Phillips’ constant = 8.1x10°, B = 0.74, andW is the wind speed

measured in m/s. The n-th moment of a wave specSifincan be defined as

m, = [ f"S(f) df , (3.9)
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where f is wave frequency anmh,, is the n-th moment of spectrusitf). Whenn = 0,

then equation 3.9 becomes
my = [ S(P) df (3.10)
wherem, representing the total wave energy, is the zenmament ofS(f) and can be

related to the significant wave height. Replacing Yalue ofS(f) from the equation 3.7

to equation 3.10, we have

-B
mo = [’ % e df . (3.12)

Now, through the following change of variable

fr=x
—4 f5df = x dx
fPdf == dx

and replacing the value to equation 3.11 yields
my = [ 2 e B dx . (3.12)

After integrating the equation 3.12, it becomes

Significant wave heightH, (or H,/3) can be defined by the zero-th moment equation
(m,) as follow

Hy = 4/m, . (3.14)

Replacing the value afiy from equation (3.13) to equation (3.14), we have
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Here,

agz

T 16wt '

le))[zgw]4 !

a=81x 1073

By examining equation 3.15, it is interesting tonp@ut that the significant wave
height is proportional to the square of wind spéadW? ). With the inputs of wind
speed, the derived PM model (equation 3.15) isiegpb all four stations using data
from the year 2002. The whole set of data is usetie model testing. Time variations of
predicted and observed significant wave heightstations LZ40, L006,L005, and LO01
are showed respectively in Figures 3.30, 3.31,,388 3.33. The comparison between
predicted and observed significant wave height iwithe perfect fitted line plots are
shown in Figure 3.34 to Figure 3.37.

It is visible from the figures that PM Spectrummpat be applied to shallow lake
like Lake Okeechobee. Significant wave heights sagaificantly over predicted for all
stations by using the original PM spectrum. Thha,question is can the PM spectrum be
modified or extended to develop a new wave spectmodel to reasonably predict the

significant wave height in Lake Okeechobee.
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Figure 3.31 Predicted and observed time variatodrssgnificant wave heights at LO06

using PM Spectrum
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Figure 3.32 Predicted and observed time variatodrssgnificant wave heights at LO05
using PM Spectrum
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Figure 3.33 Predicted and observed time variatodrssgnificant wave heights at LO01
using PM Spectrum
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Figure 3.34 Verification of predicted and obsergaghificant wave heights using PM
Spectrum at station LZ40
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Figure 3.35 Verification of predicted and obsergaghificant wave heights using PM
Spectrum at station LO06

48



35

e

= 30 f

ey

2

2 a5 |

g

©

= 20

IS

IS

2 15 |

=

2

7

e 1.0

& |

©

8 0.5 PM Spectrum

o LO05 (2002)
0.0 CE = -56.63

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

Observed significant wave height (m)

Figure 3.36 Verification of predicted and obsergaghificant wave heights using PM
Spectrum at station LO05

3.5
S
= 30 |
<
2
2 a5t
g
©
= 20
IS
o]
£ 15 |
c
2
7
= 1.0 +
9
©
5
o 0.5 PM Spectrum
a LOO1 (2002)
0.0 CE= -42.75
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

Observed significant wave height (m)
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3.5 Development of a new Wave Spectrum Model - M odified Pierson-M oskowitz

(MPM) Spectrum M odel

In the PM Spectrum, the Phillips constam{= 8.1 x 10°) and -5 power laws for
wave frequencyf are adopted for the fully developed seas. In otdedevelop a new
wave spectrum model for the prediction of significavave height at stations LZ40,
LOO6, LOO5 and LOO1in Lake Okeechobee, wave spedttadifferent powers of wave
frequency have been tested. It is noticed that3te powers of wave frequency can be
developed by modifying the coefficieAtandB in PM spectrum. The explicit expression
can also be obtained to calculate the significaaterheight. The Modified PM (MPM)

spectrum is proposed as

S(f) = s N (3.16)
where
1= f’z‘,f);/f , (3.17a)
By =B [551%° (3.17b)

Similar to equation (3.14), integration of equat(8riL6) leads to

A
25B;

H, = 4 (3.18)

The values ofa; and B; are unknowns and need to be determined by the
calibration procedura (kinetic viscosity of water at 2@C) = 1.004 x 16 m?/s, g is the
gravitational acceleration, ari#f is again the wind speed measured in m/s. Accortting
the modified PM spectrum, the significant wave heigs shown in equation (3.18) is
found to be proportional to the 1.25 power of wspked (W1'25). Different from PM

spectrum model in equation (3.15), equation (3i&8jonsidered as the Modified PM
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(MPM) model. To find out the similarity between $igetwo equations, equation (3.18)

can be written as follow

H, = 4 5L (3.19)
where
4 A
A, = 2—51 ) (3.20)

The mathematical expression in equation (3.19)nslar to equation (3.15). Ther,

can be assumed to be equallt(equation 3.8a) as

and
44 2
e = 1";14 . (3.22)

Substituting equation (3.17a) into equation (3¢i2¢s

4 a1gVv _ ag?
2502m25 16wt (3.23)

We have

_ ag’(2m?5 (2.5)
N T Wasrhgve

(3.24)
By replacing all the known values to the right sideéhe above equation, the valueagf
is found to be

a; =3.147.

From equation (3.18), we have

. Ay 1 a; g\v Qw25 NE) 1125
H;, = 4 ’2.531 —4-\/2.5 2m25  Brg?s 4\/2.591_5 1 w . (3.25)
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Finally, the MPM model equation for the computatmfrsignificant wave height can be

expressed as

H, = D*W'? | (3.26)
where
£ _ Voo |ar
D=4 | | (3.27)

With knownea,value, the least square method is applied with releslesignificant
wave height data to equation (3.26), to obtain dhkbrated parametg, for stations
LZ40, LO06, LO05 and LOO1. The training data sesatided above is used to find the
parameteyB,. To further the comparisons, the testing datatheddata of the year 1996
are used for model validation. The validation &f MPM model is detailed in Chapter 4.
The individual values g8, for all stations are summarized in Table 3.5.

Table 3.5 Values; andg; for the stations LZ40, LO06, LOO5 and LO0O1

Modified PM Spectrum
Model
Station (MPM)
Parameters a; P
LZ40 0.71
LOO6 1.26
3.147

LOO5 1.81
LOO1 1.65
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The Modified PM (MPM) Spectrum model for each statis applied to check the
model performance in terms of the prediction of thignificant wave height by
comparing the model results with the training ddteme variations of predicted and
observed significant wave heights at LZ40, LO060%,0and LO0O1 are shown in Figures
3.38, 3.39, 3.40 and 3.41 respectively. The vamatrend of the predicted significant
wave height fits reasonable well with observed adtatations LZ40 (CE = 0.84) and
LO0O6 (CE = 0.81). For station LO05, which is nelae marshy area, the MPM model
mostly underestimate the significant wave heighicdpt at the time index around 800
(circled in Figure 3.40), the model overestimate thave height. The MPM model
produces reasonable time varying trend for theifstggmt wave height at station LOO1,
however, the model also underestimates the val@ietheo wave height. The direct
comparisons between MPM predicted and observedis@nt wave height are shown in
Figure 3.42 to Figure 3.45. Again, Figures 3.43 &Bd5 show the model’s
underestimation of the values of significant wawght for stations LO06 and LOOL.
Larger scatter of the data points when comparettheoperfect 45 degree fitted line is
shown in Figure 3.44 for station LOO5.

The statistical values of AAE, RMSE, and CE for thdication of the MPM
model performance are summarized in Table 3.6. Bymining the figures and the
values in Table 3.6, Modified PM Spectrum showseptable results. Like regression
model RM1, Modified PM Spectrum also produces reddy poor prediction of
significant wave height at the marshy LO0O5 arepeeiglly the over-prediction shown at
the time index around 500 (marked with a circlepr®verification and validation study

for the MPM model is given in Chapter 4.
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Table 3.6 Values of AAE, RMSE and CE of MPM usirgjrting data for the station
LZ40, LOO6, LOO5 and LO01

MPM
AAE (m) RMSE (m) CE
LZ40 0.05 0.06 0.84
LO06 0.06 0.07 0.81
L0O05 0.07 0.08 0.57
L001 0.05 0.07 0.75

3.6  Effects of time shifting of input variable on the performance of model RM 1

and RM2

The time shifting effects on the Model RM1 and R&f2 tested and a chart with
the values of coefficient of efficiency at diffetetime steps are produced for all four
stations. Training data from the year 2002 are deedhe numerical experiments. The
coefficient of efficiency is calculated for casemnsidering the time shift from current
time step (e.g. wind speed as the input varialoléhe¢ 18' time step prior to the current
time. Figure 3.46 to Figure 3.49 represent theqgperance chart for RM1 at station
LZ40, LO06, LO05 and LOO1 respectively. Similar dkaare plotted for RM2 at all four

stations (Figure 3.50 to Figure 3.53).
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From the charts we can clearly perceive that, otirdata produces more accurate
results. At the event of the unavailability of ant data, the performance chart for any
particular station can be used to determine whetieeavailable data from prior time step
are eligible to use to predict current or futuigngicant wave height or not.

3.7 SUMMARY

Significant wave heights for Lake Okeechobee aeelipted using four proposed
models, which are RM1, RM2, PLSM and MPM modelstidh verification of the
predictive models with obtained model parametees done with the training data as
discussed in previous sections. For further vexiion and validation of the performance
and applicability of the developed models, theytasted using the remaining 500 testing
data from the data collected in year 2002 and amctht of 140 independent data from
the year 1996. Study of the additional data andildet comparisons of the predicated
significant wave height from the four proposed medas summarized below, are

presented in Chapter 4,

RM1 mode HK=a1WK+ b1 y
RM2 mOdeI HK=a2 HK—1+ bz,
PL SM model HK = asj HK—l + b3 WK—I y

_ Vv 1125
MPM Spectrum model H; =4 /2.5g1-5 /Bl w :
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Chapter 4

Results and Comparison Discussions

4.1  Introduction

As mentioned previously, in this chapter resultshi@ form of time variation of
predicted significant wave height from all the misdencluding Regression Model 1
(RM1) and Model 2 (RM2), Perceptron Least Squarghile (PLSM), and Modified
Pierson-Moskowitz Spectrum (MPM) using other indegent data in Lake Okeechobee
are presented to further the validation of the psgal models in terms of prediction of
significant wave height. The predicted and obsenegd of all models are also compared
directly in 45 degree perfect-fit line plots. Summaa of AAE, RMSE and CE for each
model are shown in Table format.

Altunkaynak and Wang (2012) applied Artificial NalNetwork (ANN) model
to Lake Okeechobee using also the 2002 and 19@6ddstcribed in this study. To get a
better understanding about the performance of th@efs used in this study, comparisons
are made with recorded data. Additionally a congmariis made with all the models (i.e.
RM1, RM2, PLSM and MPM) and the ANN model develogad Altunkaynak and
Wang (2012). Comparison in a single chart of tirmmees of predicted and observed data
for each station is shown in the last section of thapter.
4.2 Regression Method (RM1 and RM 2)

Time variations of predicted and observed significaave height calculated by
RM1 and RM2 using 500 testing data (year 2002)stations LZ40, L006, LOO5 and
LOO1 are showed in Figures 4.1, 4.2, 4.3 and 4&pgedively. From Figures 4.1 to 4.4, it

can be clearly seen that the prediction of sigaiftcwave height by RM2 fits well with
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observed data for all stations. Prediction of digant wave height by RM1 at LZ40 also
provides good results (Figures 4.1). But at statia606, LO05 and LO01, the RM1
results generally follow the trend of observed d&mwever, with some mismatched
significant wave height values (Figures 4.2 and.4&#ures 4.5 to 4.7 represent the time
variations of predicted and observed significantveveat LZ40, LOO6 and LOO5
respectively for the year 1996 data. Significanvevaeights predicted by RM1 for the
year 1996 data are shown to follow the variati@mdr with relatively larger oscillation.
The RM1 results are generally acceptable while Rdvble to produce a better variation
trend and magnitude of predictions, however wittha hour shifting when compared to
the recorded data (Figures 4.5 to Figure 4.7). Fitoenresults shown in Figures 4.1 to
4.7, it can be noticed that the significant wavighieoccurred at previous time level has
a more dominant effect than the current wind spémdthe prediction of current
significant wave height.

Model validation is also carried out by plottingirgaof predicted and observed
significant wave heights as a scatter diagram waithdealized slope equal to 45 degree
(or the perfect fit line). The results are shownFigures 4.8 to 4.15 for the 500 (year
2002) testing data and in Figures 4.16 to 4.21ther year 1996 data. The scatter
diagrams of RM2 using 500 testing data for all fetations show that the data points
formed by the predicted and observed significanteMaeights are narrowly distributed
around the perfect fit line (Figures 4.9, 4.11,34dnhd 4.15). This indicates that RM2
simulates better for Lake Okeechobee than RM1 (Eigu8, 4.10, 4.12 and 4.14).
Figures 4.16 to 4.21 show the scatter diagram ofl RN RM2 for the year 1996 data. In

both cases, data are scattered with larger dewmi@veay from the 45 degree line. The
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errors for the prediction of 1996 significant waweights are greater than those for the
2002 data. Because of the time shifting in RM2 Itesthe RM2 model shows a wider
scattering of the data comparisons in the rangk laifger significant wave height than
the predictions from RM1 model.

Summary of AAE, RMSE and CE for the year 2002 tggtilata and the year
1996 data are shown in the Table 4.1 and 4.2 réspBc As it seen in the comparison
figures, the statistical values shown in Tablealsb reveal that RM2 produces CE more
than 90% for all four stations and comparativelyaben AAE and RMSE than RM1 for
the year 2002 (500 testing data). RM1 produces @&oiof 0.06 for station LOO1. This
may be caused by the measurement errors at thefeadorded data (See Figure 3.4 and
4.14). Coefficient of efficiency for LZ40, LO06 and05 using 1996 data are 0.82, 0.74
and 0.56 respectively for the model RM1 and 0.7950and 0.72 for the model RM2
(Table 4.2). At station LOO5 near the marshy atka, performance of the wind speed
based RM1 model as expected has a relatively lown@fber. According to the CE
values, the RM2 model can produce better predistiban those from the RM1 model at

any location in Lake Okeechobee.
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(140 data applied LZ40 — 1996)
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Table 4.1

Summary of AAE, RMSE and CE of RM1 andZRusing 500 testing
data collected in year 2002 for the stations L4416, LO05 and LOO1

500 testing RM1 RM2
data
AAE (m) | RMSE (m) CE AAE (m)| RMSE (m CE
year 2002
LZz40 0.04 0.06 0.87 0.03 0.04 0.94
LO06 0.04 0.05 0.88 0.02 0.03 0.95
LOO05 0.04 0.05 0.74 0.02 0.02 0.94
LOO1 0.06 0.11 0.06 0.02 0.03 0.93
Table 4.2 Summary of AAE, RMSE and CE of RM1 ant12R using 140
independent data testing data collected in yea6 1&9the stations LZ40,
LO06 and LOO5
140 data RM1 RM2
year 1996\ AAE (m) | RMSE (m) CE AAE (m)| RMSE (m CE
LZz40 0.05 0.06 0.82 0.04 0.07 0.79
LO06 0.04 0.06 0.74 0.04 0.06 0.75
LOO05 0.05 0.06 0.56 0.03 0.05 0.72
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4.3  Perceptron Least Square Method (PLSM)

The validation of PLSM model are also performedigghe same testing data as
described in previous section, which include yea02and year 1996 data. Figures 4.22
to 4.25 present the time variations of predicted alpserved significant wave heights for
the year 2002 testing data at LZ40, LO06, LOO5 B®AL, respectively. There are 500
data points. Predicted significant wave heightsllfour stations are well fitted to the
observed ones. For the time series comparisongréugctions of significant wave height
for the year 1996 events are mostly accurate biltt @ne hour shifting comparing to the
recorded data for stations LZ40, LO06 and LOO asnmshrespectively in Figures 4.30,
4.31 and 4.32.

With the reference of the perfect 45 degree figlinhe direct comparisons
between predicted and observed significant wavghtteifor the case using the year 2002
testing data are presented in Figures 4.26 to 4XMilar plots for showing the
performance of the PLSM model are also displayeBigures 4.33 to 4.35 for the year
1996 data. Predicted data by PLSM are closelydfitie the 45 degree line for the
validation data of 500 testing points at all stasigFigures 4.26 to 4.29). Figures 4.33 to
4.35 show more scatter data away from the 45 ddgredecause of the time shifting of
predicted data for the year 1996. The PLSM modptased to have a better applicability
on the prediction of significant wave height in eaRkeechobee. The results also suggest
that with the inclusions of both inputs of curremind speed and previously occurred
significant wave height the predictive model canpiave the prediction of current

significant wave height.
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Figure 4.28 Verification of predicted and obsergeghificant wave height using PLSM
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Tables 4.3 and 4.4 show the model performanceectkstatistical values of AAE,
RMSE, and CE for testing the 500 data of the y&f22and other independent data of
the year 1996, respectively. Results from Tabl8sa#d 4.4 are also consistent with the
comparison plots shown above. Errors produced fyNPhare less than those from RM1
model for both sets of data. Similar to RM2 modlSM produced CE values more than
90% for the 500 testing data and more than 70%hfoyear 1996 data.

Table 4.3 Values of AAE, RMSE and CE of PLSM usb@ testing data of year
2002 for the stations LZ40, L006, LOO5 and LO01

PLSM
AAE (m) RMSE (m) CE
LZ40 0.03 0.04 0.94
LOO6 0.02 0.03 0.95
LOO5 0.02 0.02 0.94
LOO1 0.02 0.03 0.92
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Table 4.4 Values of AAE, RMSE and CE of PLSM usiitp data (year 1996) for

the stations LZ40, LO06 and LO05

PLSM
AAE (m) RMSE (m) CE
LZ40 0.04 0.07 0.77
LOO06 0.04 0.06 0.75
LOO05 0.03 0.05 0.72

44  Modified Pier son-M oskowitz (MPM) Spectrum Model
Modified PM Spectrum is proved in the model tragifcalibration) study

(Section 3.5) to be able to predict reasonableltefur all stations (Figures 3.38 - 4.41).
It would be interesting to test the MPM model byplgmg other independent data.
Following the similar procedures as described ierRM1, RM2, and PLSM models, the
first validation test of the MPM model was perfodnasing the 500 data points of the
year 2002 (which are not used for training). Theetivariation plots of predicted and
observed significant wave height using MPM for ista¢ LZ40, L006, L0OO5, and LO0O1
are presented respectively in Figures 4.36, 4.338,4and 4.39. The predictions from
MPM model are found to closely follow the variatibend of the observed data for the
station LZ40 (Figure 4.36). The values of predicggnificant wave height also fit
reasonably well with measured data (Figures 4.864a40). For stations L006, LO05 and
LO01, the MPM model still is able to predict reasbie variation trend as that appeared

in the recorded data (Figures 4.37 to 4.39), howetee values are generally under
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estimated. These conclusions can also be seeneirtdmparison plots illustrated in
Figures 4.41, 4.42 and 4.43 where most data pairgssituated below the perfect 45
degree fit line.

Prediction of significant wave height by the MPM debis solely dependent on
the wind speed. During a time period near the drtieodata collection at station LO01
(marked with circle), it is noted that in Figure3@.the values of predicted significant
wave heights are much greater than those from wéis@ns. As a result of recorded large
values of wind speed (Figure 3.4), using the wipdesl as the input data, the MPM
model failed to overcome the inconsistent wind dpeéata to produce reasonable
predictions. It is possible, at the time period kearin Figure 4.39, the data collection
processes for either the wind speed or waves expmd large recording errors.

The second test was performed using the 1996 ddtey are hourly data
covering the time period of 140 hours. As showrFigures 4.44 and 4.47, the MPM
model again predicts reasonable results for statit0. The predicted significant wave
heights generally follow the variation trend ofsebved data and distribute around the
perfect fit line. Acceptable results (Figures 4atil 4.48) with less large oscillations in
the time series plot for station LOO6 can also b&ced. For station LOO5, the results
(Figures 4.46 and 4.49) are mostly underestimateshveompared to the observations.

As summarized in Table 4.he MPM model produces coefficient of efficiency
of 0.85, 0.8, 0.63 and 0.04 for LZ40, LO06, LOOS &®01 respectively for the 500 test
data (year 2002). For the year 1996 data, valaefficient of efficiency are 0.8, 0.74,

and 0.45 for LZ40, LO06 and LOO5 respectively (Badl6).
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Figure 4.37 Time variations of predicted and obsérsignificant wave height using
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Figure 4.41 Verification of predicted and obsergaghificant wave height using MPM
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Figure 4.45 Time variations of predicted and obsérsignificant wave height using
MPM (140 data applied to LO06 — 1996)
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Table 4.5 Values of AAE, RMSE and CE of MPM ggsthe 500 testing data of year
2002 for the stations LZ40, L006, LOO5 and LO0O1

MPM

AAE (m) RMSE (m) CE
LZ40 0.05 0.06 0.85
LO06 0.06 0.07 0.80
L0O05 0.05 0.06 0.63
L001 0.08 0.11 0.04

Table 4.6

Values of AAE, RMSE and CE of MPM usimtpIdata of year 1996 for

the stations LZ40, LO06 and LO05

MPM

AAE (m) RMSE (m) CE
LZ40 0.05 0.06 0.80
LO06 0.05 0.06 0.74
LOO5 0.05 0.07 0.45




45  Comparisonswith ANN M odel

Four models for the prediction of significant walveight in Lake Okeechobee
were developed and tested in this study. Thes&ite and RM2 models (Regression
Method), Perceptron Least Square Method (PLSM) mnade Modified Pierson
Moskowitz Spectrum (MPM) model. All four models leatheir own cons and pros, but
generally each model has been demonstrated tol&¢ocgprovide reasonable predictions,
especially for stations LZ40 and LO06, near thetereof the Lake Okeechobee. Among
the four models, it is noticeable that RM2 and PL8iddel are able to produce better
estimations at four test stations. To get a beftelerstanding of the performance of the
proposed models, comparisons of time variationpretlicted and observed significant
wave heights for all four models at LZ40, LO06, BQ@nd LOO1 stations are created for
the 500 testing data of year 2002 (Figures 4.582,44.54 and 4.56) and 140 data of year
1996 (Figures 4.51, 4.53 and 4.55).

As the modern technology approaches, e.g. Arifitieural Network (ANN),
become popular in recent years for the predictiotinge variation variables, it would be
interesting to also compare the present model giieds with ANN results. In a study
carried out by Altunkaynak and Wang (2012), an AN{éthod was applied to Lake
Okeechobee for predicting significant wave heidlite ANN results from Altunkaynak
and Wang (2012) are also included in Figures 45R, 4.54 and 4.56 (the 500 testing
data of year 2002) and in Figures 4.51, 4.53 ab8 #1996 data) for comparisons with
the predictions from the four models presentedhis $tudy. A summary of AAE, RMSE

and CE for both set of data is provided in Tabl&sahd 4.8.
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451 Comparisonsof RM1, RM2, PLSM, MPM and ANN at LZ40

Figures 4.50 and 4.51 are shown respectively fercdmparisons of the model
results from RM1, RM2, PLSM, MPM and ANN for theaye2002 and year 1996 data.
Significant wave heights predicted by RM2 and PL$Mow the actual trend of
observed data. MPM and ANN follow almost same trardle predicting significant
wave height. At two points (Figure 4.50 marked wéttnow) ANN is under predicted
while MPM is over predicted. The results obtaingdRM1 are acceptable comparing to
MPM and ANN.

For the year 1996 data (Figure 4.51), both RM2Rb8M are also able to predict
more accurate results. Rest of the models, RM1, Mkl ANN, although produceing
reasonable results, are fluctuated more signifigaait several occasions (marked with

arrow) during the high wind event occurred thatryea
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45.2 Comparisonsof RM1, RM2, PLSM, MPM and ANN at L 006

Comparisons of RM1, RM2, PLSM, MPM and ANN predcis are shown in
Figures 4.52 and 4.53 for the year 2002 and 199, despectively. Figure 4.52 shows
that the results produced by the models RM1 and AkNalmost same. At the beginning
of the time series, RM1 and ANN are over predidieah other three models (RM2,
PLSM and MPM) and after that both models follow theserved trend line closely.
MPM results are slightly under predicted throughthé time series. Best results are
found from RM2 and PLSM for both data sets.

Figure 4.53 presents the time series of predictetl abserved significant wave
heights for the year 1996 data. For this set c,daNN has better predictions than those
from RM1 and MPM. But, still RM1, MPM and ANN shogome noticeable fluctuation

at few points. RM2 and PLSM are the best prediatinaelels for the year 1996 data.
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453 Comparisonsof RM1, RM2, PLSM, MPM and ANN at L 005

The predicted and observed time variations of figant wave heights for both
2002 and 1996 events are shown respectively inr&igub4 and 4.55. ANN results
follow a medium trend for LOO5 (Figure 4.54) whitdads to both over and under
predictions at different time. Significant wave d¢iigs are under predicted by RM1 and
MPM for most of the timeline. Again RM2 and PLSModuce most accurate result for
the year 2002.

For the year 1996 (Figure 4.55), RM2 and PLSM gairafollowing the original
trend line but with slightly time shift. Other mddeshow major fluctuations throughout
the time series. The effect of marshy area and Wwigk event are clearly visible for the
models RM1, MPM and ANN. The results from thesee¢hmodels are shown to have
more pronounced fluctuations than the RM2 and PLEM: main reason behind this is
that RM1, MPM and ANN are all wind speed based n®ddile predicting significant
wave height. As seen earlier in the correlatiort plowind speed and significant wave

height (Figure 3.3), correlations are comparativedaker at LO05.
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454 Comparisonsof RM1, RM2, PLSM, MPM and ANN at L 001

At station LO01, data from year 1996 is not avddalfrigure 4.56 presents the
comparisons of time variations of significant waweights generated by RM1, RM2,
PLSM, MPM and ANN models. RM2 predicts the sigrafit wave height more
accurately. PLSM is also able to predict accuralbeftyslightly over predicted at the end
of the time series. Other three models, RM1, MPM ANN show under predictions and
a big jump of trend line at the end of the timelesedata (Figure 4.56 — marked with
arrow). As these three models are dependent on gpeed, the predicted significant
wave heights are also following the trend line ohdvspeed (as shown in Figure 3.4)

rather than following the observed significant waegght.
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Table 4.7 and 4.8 are the summaries of AAE, RMS& @k received by the
predictive models for the 500 testing data of y@@02 and the year 1996 data,
respectively. Table 4.7 shows that the errors preduby RM1, MPM and ANN are
within the same range, which are consistent with time series comparison plots as
discussed above. It can be concluded from botltohgparison plots and tables that the
models, which use wind speed as independent vartalpredict significant wave height,
require a condition of strong correlation betweendaspeed and significant wave height
in order to predict accurately. Either the RM2 &SRI is demonstrated to be a better

predictive model with relatively small errors pragd.
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Chapter 5

Conclusions and Future Studies

Lake Okeechobee is considered the “Liquid Heart"South Florida (Tehrani
2001). This lake is an important part of Floridaater resources and eco system. The
wind induced waves have a dominant effect on tspenuded sediment transport, which
indirectly affect the quality of the Lake. Thisughy it is important to study the wave
parameters for Lake Okeechobee.

Four different models are established for thislgt'hey are the regression based
RM1 and RM2 models, the Perceptron Least Squarehddet(PLSM) model and
Modified PM (MPM) spectrum model. The RM1, RM2, aRiSM approaches can be
considered to follow the simplified stochastic piple while MPM model uses the
concept of wave energy spectrum. The RM1 and MPMetwinclude wind speed as the
only input variable. On the other hand RM2 usesii@ant wave height of previous time
step to predict the current wave height. The PLSbteh however combines both the
inputs of previous significant wave height and eatrwind speed for model prediction.
Among all the models, RM1 is commonly used method able to produce acceptable
results. Perceptron Least Square Method is thelsifgpm of Neural Network. The
results from this model are best for all statioftsis model is able to overcome the effect
of marshy area at LO05, and the strong wind evmattdccurred in 1996 for LZ40, LO0O6
and LOO5. A fairly new approach using the concepPrrson Moskowitz Spectrum
(1964) is presented in study. PM Spectrum is mediffMPM model) to work with
shallow lakes and then verified with two differesgts of data. This model works fairly

well for all the stations except LOO1 as the testilata collected in this station has some
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error. It should be noted that the MPM model is tinst applicable spectrum model
developed for Lake Okeechobee. RM1 and ANN alsandidwork well with LOO1. So it
can be easily assumed that for these models, img®rtant to obtain a good set of
observed input data.

As a new approach, Modified Pierson Moskowitz $pec has potential to work
better for shallow lakes like Lake Okeechobee. Ma@gearch on the wave spectrum
models is recommended, especially develop moddils water depth as an additional
input parameter. In this study least square metisodised to calibrate the model
parameters. There are some other calibration tqubeiavailable in the literature. As an
example, genetic algorithm is one of the modernmapation techniques available. For
future study it is suggested to couple the Modified1 Spectrum with modern
optimization techniques like genetic algorithm tegict the model parameters. The other
suggested future study can focus on the compreklensbdeling approach by solving in
the fluid domain a system of physically based wawergy transfer functions for the
wave parameters, where the wave growth and deamadieristics, wave reflection, and

wave-wave interaction can be included in the mogghirocess.
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