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ABSTRACT

A single degree-of-freedom viscously damped system 

with bilinear, nonsymmetric restoring force is analyzed. 

The differential equations governing the motion of the 

system are solved in closed form by matching the solutions 

for the positive and negative parts of a cycle. The fourth 

order Runge-Kutta method is also employed to solve the 

system numerically. Steady-state response curves are plotted 

for several ratios of the spring constants and damping. 

Both force and motion inputs are considered.
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CHAPTER I

INTRODUCTION

Since Buffing’s [1]"*" classical work in 1918, problems 

in vibrations of mechanical systems with nonlinear restoring 

forces have received considerable attention. Other pioneers 

in the field include Martienssen, Ludeke, Den Hartog, 

Raucher, and Jacobsen.

Duffing and Ludeke [2] studied a nonlinear restoring 

force as shown in Fig. l(e,f). Den Hartog along with 

Heiles [3] and Mikina [4] studied various combinations of 

linear springs as shown in Fig. l(a,b,c,d). But their 

work was chiefly limited to symmetrical restoring forces. 

Jacobsen and Jesperson [5] extended an analytical method 

due to Den Hartog [6] and a graphical method due to Mar­

tienssen for solving symmetric as well as unsymmetric non­

linear restoring force problems. Raucher [7] used a 

different analytical method for problems having nohsymmetric 

restoring forces. Most of the nonlinear symmetric spring 

forces treated by earlier investigators are similar to the 

types shown in Fig. 1.

Various analytical methods have been developed over 

the years for solving nonlinear problems.

•'’Numbers in brackets refer to the Bibliography at 
the end of the thesis.



2

The purpose of this thesis is to study analytically 

the response of a single-degree-of-freedom system possessing 

the spring characteristics shown in Fig. 2.

Fig. 2. Unsymmetric Restoring Forces

Fig. 1.
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Jacobsen and Jesperson [5] gave an analytical expres­

sion for the steady-state response of system with the res­

toring force shown in Fig. 2(a), using a two term 

approximation. But they have neither considered damping nor 

given response curves. They studied such a system with base 

excitation in connection with the use of nonlinear springs 

in safeguarding buildings against seismic disturbances. 

The motivation for the present problem lies in a 

practical situation. When a certain heavy mass is suspended 

by a cable fixed on a heaving ship or floating platform, the 

cable has an equivalent spring characteristic of the type 

shown in Fig. 2(b). In order to simplify the problem, the 

restoring force of the type shown in Fig. 2(a) is considered. 

The mass is acted upon by a sinusoidal force and it is 

constrained to oscillate in a horizontal direction. It should 

be noted that the spring characteristic shown in Fig. 2(b) 

is a special case of that shown in Fig. 2(a). Later the 

case of a vertically oscillating mass with motion input is 

studied. Although in practice the mass which may be sus­

pended in the sea experiences quadratic damping, the problem 

has been studied for viscous damping. The reason for this 

is to focus attention on the effects of the spring non­

linearities on the response of the system. The method 

for dealing with quadratic damping is explained later.
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In Chapter II, the differential equations governing 

the response and their solutions are given. In Chapter III, 

displacement vs. time and amplitude vs. frequency curves 

are presented. Chapter IV contains discussion of results 

and conclusions. Appendix I contains the solution of 

equations for a vertically oscillating mass. Appendix II 

gives a listing of the Fortran IV program statements used 

in obtaining the response.



CHAPTER II

DIFFERENTIAL EQUATIONS OF MOTION

GOVERNING THE RESPONSE

CASE I: Mass Oscillating Horizontally

With Force Input

Fig. 3. Horizontally Oscillating System

The spring characteristic'for the above system is 

as follows:

Fig. 4. Spring Characteristic for the System

Shown in Fig. 3._
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The differential equations of motion are

M X. 4- ex 4- - F Sin Cut 1 -j'on. X > 0 (1)

MX t C x 4- K2x = f Sin cot ) -Jon. x <o (2)

These equations being linear over a range can be solved 

analytically. Consider first Eq. (1), i.e., the differen­

tial equation governing the motion in the region x >o .

This equation has the familiar complementary solution
--S.tr- 
2M

X,. - e A Sin co. t 4- B. Cos co, f
C I w i i

and the particular solution

(3)

- Pj Sin cot 41 Q| Cos cot- (4)

where Aj and B]_ are arbitrary constants which depend on the 

initial conditions, and
co , - /x> _ / C 'I2'

V M '■

Q =
1

F f K, - M to1-) 
£K( - M coaj’+ (cuiV

- F c co
[K( - Meo’-]2,- C^)1-

The complete solution is, therefore:

A, Sin cod t 4- Cos wat

+ H Sin cot* + Q.| Cos f (5)



7

It has been assumed in deriving Eq. (5) that

f Hl ? i.e. , the system is under-damped. ' Zr*/ m

When X is less than zero, the governing equation is

MX +■ CX 4- KjX = f S'm cot" (2)

which has the solution

Sin Goit" + B Cos CO , r

+ fi S'm cor ± Q.l Cos tot"

where A2 and B2 are arbitrary constants, and

(6)

F fK,. - M co^-J 
[ki- M fco)

- F C co
[kz- m (cco)1-

The solution is different from (6) when K2=0.

The response to sinusoidal exciting force is obtained, 

as follows. At t= 0 , let X= Xo and X - XQ . Using these 

initial conditions, the arbitrary constants Aj and in Eq.

(5) are evaluated. This equation is used to evaluate X and X 

at time 0+oC . Then if x >0 , a new value for X and x is 

computed from Eq. (5) for t = 2-ot. Assume now that X becomes 

zero when t6 . At this instant let the velocity x C Ce,) 

be . This velocity and the condition x=6 constitute the 

initial conditions for evaluating the constants A2 and B2 

in Eq. (6). Then new values of x and X are computed at t= r6-bAt 
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using Eq. (6). Similarly, more time steps are taken until 

xceo . Again, the new velocity X corresponding to the new r0 

and x-^oare used as initial conditions to compute the Aq 

and in Eq. (5). The values of x and x are subsequently 

computed for time t + from Eq. (5) and the process is 

continued. It should be noted that the instant t=°is a

special case of t= tQ. It is therefore necessary to deter­

mine the constants A^_, Bj, an^ ^2 ^or general initial 

conditions, i.e., X. = Xo and x= V„ at I- = , including

the case t- o. The evaluation of the constants for the three 

different cases is given below:

(3.) When (7= Q , X - Xo X = Vp

Differentiating Eq. (5), one obtains

e.

- 5 Cd)S GO, b 4 CO Sin co, t" ? 'R
I 2M d, d, d, j J|

P CD Cos cotr — Q CO Si n OJ L ( 7 )

■At t=o , let X = xo and x - vo . Substituting in

Eqs. (5) and (7) and solving for Aq_ and

B^, one has

6, - Xo - Cl! (8)

A| = CV» + ^ 6> - (9)
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(b) When t1 Co , x - x o , "x « \/o x > o

Let *TJ c "Ft S.n £0^0 + Q( <2os <»to 
S^. Co

Tt_- Cxo-Tt) e'"

(
’J = to £ P, CoS “to — G_i Sin “to)

- CO^ Cos _ _c_

' SVn CO. to 2.r) 
dj

Substituting (b) into Eqs. (5) and (7) and

using Eq. (10), one finds for A]_ and Bq,

A ) : - B| Cos tOj To) / Sin to^to

(11)

(12)

(e) When r = to , x = Xo , x =: Vp, and x < o

When 1<2 is sufficiently large such that 

, the constants an<3 ^>2 an

(6) are evaluated in the same way as in the

previous case. It is sufficient to replace

in Eqs. (11) and (12) Pq by P2, Qq by Q2

and coj by to obtain

_c. fo
6 -- S''” X.Tt -Cv.-73)e"

L
» C T2. B2 Cos ^aJ70) / Sm GDd to

(13)

(14)

where
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CASE II: Vertically Oscillating Hass

With Motion Input

S.'xWsWttt

Fig. 5 Vertically Oscillating System

The spring characteristic is shown in Fig. 2. The 

differential equations of motion are

My + + '<1 n-Z) - F O (15)

Mj" -b = F , -[oru (16)

Eqs. (15) and (16) are solved analytically and the 

response is calculated in the same way as done in Case I. 

The solutions of Eqs. (15) and (16) are given in Appendix 

I. While applying Eqs. (15) and (16) to a mass suspended 

from a floating platform by a cable and oscillating in 

sea water, M is the dynamic mass, (mass of the body plus 

virtual mass of water) and F is the weight of the mass in 

water.
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CASE III: A Sphere Suspended by Cable 

Supported to a Floating Platform 

Oscillating Sinusoidally

Fig. 6 Quadratically Damped System

Let L be the free length of the cable in feet,

m the mass of sphere in slugs,

R the radius of sphere in feet,

h the amplitude of excitation at the top in feet,

C^ the drag coefficient
3 the density of water in lbs/ft

D the damping coefficient

A the cross sectional area of the cable in square.inches.
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2

E Young’s Modulus of Elasticity for the cable in Ib/in

M the dynamic mass,

= Mass of sphere + Virtual Mass of water accelerating 

with it.

F the weight of sphere in water

K the stiffness of cable

Then
D = cs xTrAL_L_

32 z x a
k - AE Ib/Ft.

L

M = 'm + J- -i. T R3 x__e
Z 3 322

The equations of Motion are

My + S|y|y + KCy-zJ = f , -foh. o-j-z) ?o (17)

My +2) |j|j - ? , -fon, Cy-zj<o (18)

Eqs. (17) and (18) can be solved numerically using 

Runge-Kutta method. They can also be solved analytically 

if the damping is linearized and an equivalent viscous 

damping coefficient is used.

As shown by Thompson [8], the equivalent viscous 

damping coefficient in the present case is

C - , co x 1) x x ~
sir

whereis the amplitude of a linear system with the same 

parameters. Using , Eqs. (17) and (18) become:

i + yf -t k ty- z) - P -fon. Cy-z)?o
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and f C^-2)<0

However, in the present study, greater emphasis is 

placed on the effects of the bilinear, nonsymmetric spring 

characteristic (Fig.2.a,b) than on the effects of quadratic 

damping. Using viscous damping Eqs. (17) and (18) become 

identical to those of Case II with K2 = 0 , and they are 

subsequently solved in the manner shown there.



CHAPTER III

RESULTS

CASE I:

The system shown in Fig. 3 was studied for various 
Re­values of the ratio —-<1; keeping Kj_ constant and reducing 
K1

]<2. In all the results shown in Figs. 7 to 19, the 

parameters used are: M=1 slug, K]_= Ib/ft, F=215.

The steady-state amplitude response curves for various 
K? . . .values of the ratio _£ were plotted in nondimensional form. 
K!

The amplitudes were nondimensionalized by dividing by 

xo = F/K-j. and plotted vs. the frequency ratiowhere 
co is the frequency of the forcing function and ~\/^

In order to note the effect of damping, for a given 

ratio of the damping parameter^ = c/2.tA^ was varied from 
K1 ’

0.127 to 0.25. These curves were derived directly from 

the displacement vs. time curves which were obtained by 

means of the computer program explained in Chapter II. 

The displacement was computed as a function of time up 

to 100 sec. for higher frequencies and up to 200 sec. for 

lower frequencies. This is equivalent to at least ten 

cycles. The actual computations showed that this is 

sufficient for steady-state conditions to be reached.
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Two methods can be used in plotting the amplitude 

response curves. In order to bring out the effect of 

asymmetry of the spring characteristic, Raucher [7] 

recommended that the amplitudes on the positive side and 

the corresponding amplitudes on the negative side vs. 

frequency be plotted above and below the frequency axis 

respectively. But other investigators, like Jacobsen [5] 

adopted the method of using the average of the maximum 

positive and negative displacements as amplitude. In the 

present study the two amplitudes, the positive and the 

negative, have been plotted separately in Figs. 7 to 10, 

and the average amplitudes are plotted in Figs. 11 to 14.

Figs. 15 to 19 give displacement vs. time curves, 

at various frequencies for the last two cycles before the 

runs were discontinued, to show the variation of displace­

ment with time and that steady-state is reached. These 

0.127.
1

CASE II:

Figs. 20 to 23 give the response curves for the 

vertically oscillating mass under sinusoidal motion of the 

support. Here, the average of the maximum positive and 

negative displacements is plotted vs. frequency. The 

parameters used for this system are: M=1 slug, F=2 lbs., 

curves correspond to
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K^= 3 Ib/ft, ^=0.2. These parameters were picked to 

correspond to the physical system described previously in 

Case III.

The results obtained using the semi’-analytical method 

given in Chapter II were in good agreement with the results 

obtained using the fourth order Runge-Kutta method.



17
A

m
pl

itu
de

 
cn

 
4=
* 

co
 

• ro
 

H
 

o 
h

 
bo

 
co

 
-F

71177 17 - _:T7 —, 1
7—"" .77" 77 77 2! Il" 171

-U
1"7'“ .17 L.

i _±r - —
• -- -p Till

177 !7
|

.77 "7T7 . - 7. 771 7TL 72'* --- 2 .77; .7777. -
TK-
2i±t

iiJi;
-(-i 11

1

[t!
tit: -TT7 --- -

7 71 7-. 7 I- "7 71 1Z7 17". . "72" 17"' '”71 "27— 77 R ■1
1 
i

. L 1'1.71 77 TTCJ. .717 77
7 - " L7Ri .T"_L *"

77 Z 77 :iT777 77 " 7: 7- .. 7
—

l~xl". 771' 777 TTt1 A
771 77 71

77— 272
—

I'Id
IT 11' 117: *1; 7: !‘h

;

7^-\A —... 7.21'
x. •.17 77" 1— £T;* 7.1171

"-P- .7.71 7* " Z^< --- 77. "771
i~.

717 .TIT -.72" 2 71
_

•tp - 7-."
• — r

"T^ll u. ...

7

- >> 77 2:7: 7"-'' ‘ R
 i

' 
R!.: 1

-Till u-- ;; ~ 77 " "7:

17

711

'•4' — 7.. 17“ '17 1771
77:1 77 .77. ;--R X^s;

I! 207
177 7:

1____
Zll
7R

r.-Ttr i
: 

Lr'Riil

!ijF

7 .

Hp-
!1H; rzz: 777 77 7 7

"177 77' 7:7 T72 7LZ
.TuLZ 1. 2 27

’■ r-t—’ ":o 121 70 .71 ID .:E?1 
pec

:.O 
tie

.81
toy

rjip
 hJ 

1 1!: 
1 n 

1 :!

.7 .-?! 71 111- 77,7

rR \ >18.1 
) - —

LLi- 71717" 7177" ITT"
It d. L. TO -

-"72.2 <7-
;^4 ...
i7""ir..:.i '7.1

- ' . _.

t E±r 71t". ..77. .1” -L---- - Tih. 2"77 tt; r_ .177 )ZzGf

717 77" 71 .7 -+R
i-’t:

-T •-

n'/l/ni
771 --rq—

77 17i -.X. 1 "77
7*2: '171

!-• .

15 /

7.
7.r21"

ttf: 7." -i-
R 77 :: y_"

p r-

i-bzr4 777'
—; - *- 777'. 77 7117 T-_7 71" "7r'7" 77 .7 117

.7.

'H
ih

tfi Till .ilK 177 -77.
-R-h V

7. ::
K =--107 —

iiK'
172 —

""71 77 '1 'll
.. U—

----.4.--- —.
-112. :777 •-.Z_ 7" 777 -— •

.2---- 77 T±t : 72

d*--_2
11 7." -R- 7'17 ..itl

- ui'l 1 k- -TT
1212 77 7as: -1 * --r 77

------ V-L-. . ---- — 711

•it: .7 77," 11 .... 4 _ ——
717 V-1,

H
R -1— - -T- —

7 Tl
: C7

"77
-- !. — -—— — L — - . - - —Hit

. 7 EET. 7-77
7.7 is ---- 77 77 772 727: 77. 12 .p-Flii

T_7" 1 rll 77 H-rH
1771 — —— — .1—

f-
‘ 
t £ 

■ 
1 
। A tnr

lli1
:

:!|h 2i+ .7.21. 7".7

--- -
77 1 171.

Fig. 7. Amplitude-Frequency Spectra 

for Kz. _ o-G -
Ki



18
A

m
pl

itu
de

Fig. 8. Amplitude-Frequency Spectra

for jSi - c.-3



19
A

m
pl

itu
de

Fig. 9. Amplitude-Frequency Spectra 

for 2^ <5- 2
Kl



5^.
Hi:

T 7—7-7-

:;i
U

 i i
 H

i
1 h

 - i
 i: 1

""277

T-iLZ __1.7'1 72Z ZEE
rzz EEE- 271. 1ZT 27T

1'Zl.—

4^r!T7
—

ZZZ.
• “* -

.ZE". 2.2 : z 7 "ZZ 1
"TZ 2"

. 277 71. 7. 21 "ZZZ 2.72
' * ~T"

6 lii _17LI" pH •127 zzz
"^2

ZZZ ZZ
— ..

7 2..
2:__ - --- 7"2_

.2-
' * 2

- 7------ • -r- —
: -i 1 7— /- —J. IjZ. 1 2 — —

3 - .. ... ■ .—— . _r' ^Zj c.1 — . .. - — ... — --—.. . — — — ..... — —

i
tJ r *-*/

'-L.-Z*- :A-
7-7; 27 " ZZZ -7 zz

1-"
_z;^. z*z 7 22 712. z :z "Z T -22. 7 2 7

2
•4-i-- ... !

-L> H* p2 = c\ 2.2 Z '
p;.- -771 Z7 —z z_z ZZZ ' IT 7 7*2

22" 7772 ZZ1 2_Z 2 2

L ¥ 7"-T"— - L\ .... Z 1
2.zz: zz. ZZ.

7 —— 77-; "2.2 "ZZ

EE- . Z„Z" Zi EE — x 1 2 z:”z»Z 1Z.. 2" Z Z 2. TZ I 22
— u - r1- — e'- -Z 2

1 L Z*‘ . .—- . *— , — . .. 'X... . *»v - — — ... — —

0) n
-P

b-z
‘T_’

H
l! 

1

El
:

-• -- Z-Z. iz::
2, . -

—

2__
7.2" —-■ 222 Z"—2

- rt>-; ; "z. 7 - -
Z- :z __.

7_zz: -■7.2 •7 • - ..7 Ezz; --------- ----- '2 1.1" 27.1" 7 ■'22.

•HQ 
ft 6 < 1

. — .». . ... . — . . ..1 — . • — - - - • - -

ZEE :0~. 2 ZE 7o> 47 ■o'. 6 / :0‘ SI"

y

oz .1-. 22": 1; 4 11 6 1. 8'1
. — -

n ■ ~
• Zu. •: zi. 77_:. .i'j■"‘equeiicy 

"_2Z_. _RcIti o":" 2 "I 77 22. .2:

fe
-if

 
1:

11 727V ---- Z" Z i
zziz ■; ri ZZT* _tz: - 777 7 _'77*r

Z . Z "7 ; 77- IZZ ..ZT 221"

2
——

zzi.7"
2 _— ‘7727

.. V.
Vz 
• ?■ - : z 2 77 .12.1 7.7. 2Z777 22' . "ZI

H4-: izriz z zz ; I~| ;
;— ;

zzzz T7Z/

i1
11 b 

H
'lJ /2"2

ZZZ ZTT
—7;-

712' :zz. 2'7

3
: ;t rp

zz: --------
4—--- 1

zJ’i : zzz ZI c
b

71
j2 

? ■ ■-
zz:. — t-r - ZZZ 77227

_ :z. 27'2 z:: I

a_ I. ZIZT- _____ 2‘ZjZ. zzl: v ; 
/-V- ¥

- 22. "722' 7Z: "ZZl ; — ZZZ --2
7—7-

:: 1-

4 r
_L_—
—■ 7ZZ1.

j-t-TT-
_ "Z'2

•t--- w zz7 ‘ ' T" 721 - -- 7TZ. Z.Z 2 z z: 7 .7 77 - I 72 z7*4 ZE.l

- :ErJ:
;7i: 7 7K. 7'7

77 - zp .J::i

-Z Z
EE

ZZ". 77 7 • 2~_ ZIZ ZZZ ZZ 1777
-Ztl

:z

5
Etipi -i-"

‘ -Z' Tpp —f. Z
"121"

ZZ- ZZ 22". 122.- ZZZ ZZ’
- — -

ZZ zz
‘ 211"

p 
pft

'* “Z. -Zizzi TIE-- 71 .ill 22,7. ■:zz. "222" 222. 2.2
2

ZZZ

[■ 
■ 

: 
IH

n

'izri 12.Z

6
*“ IE

zrn zth :: Zs 11- 272. " Z" 77 — ■ zz 2:7 7227 zi: .."2

JET --rr zH; .zz *•227 22 ZEE 2ZZ 7772 272- 71 Z"
zz::

•72.: 7.21
77— 2z FE

7
r -*-T 1 b--" ZZZ. ZZ 7jZ Ll

^-E

.122. ZZZ 2.7 **—
■7;—

272.
2.2 ZZZ

.22 772 72 ,z±rz

—.. <7C-, .SA 7L — . — ---- - —— — .. — -. — ... -------- — ..—

zLir - /.: -- — 227. 7121 -r — '.27 2.— 12 _
—

7: z 21.2 —2

8
;hu- IV 2 -Zi.

727— ZZ :z" 2~_2 22.. 7.27 """
7722 27722 ZZ"

"122

fi;-7
/ " 1

IZZ . Z— ZZ.'. 217. ZZ ZTZ 2 2 — ‘222 --24;
.. . — — — — . . ___ _— -

'T-! 1 " 1/r-E7 — \ SI — — "2 "2 '. T‘11 227 _ ITI ZZ" —।— il_l — —— - T

9 -7 __ u. — . „— — .. ... . — — ------ 1 — "*—— ... — .a—..—
I-.-,

■ n" "—772.. • I ZZ-.. — ZZZ 11Z -_1Z 1 21 — —— _____ —1— -722 722 ZL 1. —

lk-t . — --- __—- — ... ------: — —

10
’EZy

0
IZ.Z

"br
2.212 -Z-Z 22" '7 Z 1

7- 22
ZZZ 2

—
22. 27” izri:

. ------ - -V- -V 19. T . ------ — —— — . — --------- — — - — — . - . . — —..

if ?s -i, F? •. ——- — — _------- - — JZT z_z --------- — .712
F.z.."

/7 • - • 4 I'"" — - --------- . — — — — — ——

11
\-... A [■ -- -Z-Z 2-1.1 T1^— z..- ZZ — — "Z—Z ZZZ 7772 ZZZ -cASS11 —_ 721' —

Pl 7-277
—

ZZZ" .Z_ L_ — '.Z1Z 22 22.
—.- --KZE Z 2—

— 2: z"
— --- — - . . J _ ------- — 2--1ZLQ. 111

—— .. . ; -

p-"‘- --K
12 ... . —— il-/ . —

- ------
—

— —. - — -- - 72.1 77-77

h-x2 L" -1—; . 1-/ zz -TZ - ”21
222 22 "

Z7Z 7ZZ
------- ZT

zz 272 21: zz-Z."I .ZZ
—.—

13
L

i

-*-7— • -
z:.. IIZ". 7.211 722

7.. 2—7 - Z_-_ •22 '.ZZ"
.ZZZ

ZZZ z zz:
'22'

ZT.. 2_2 —7—r

■ H
i] 

i 
1 

,

20

Fig. 10, Amplitude-Frequency Spectra 
for J<z/Ki x o i



pl
itu

de
 

A
m

pl
itu

de
21

Fig. 11. (Average) Amplitude-Frequency Spectra for -G

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
Frequency Ratio

Fig. 12. (Average) Amplitude-Frequency Spectra for K& .-5



A
m

pl
itu

de
 

A
m

pl
itu

de
t t 1 Fi 

[ •/ .
FT-T

A.
 1!

 ;): 
,H
 

ri-
il E

k ""'L

i I!
 i 1

: ■ 
■;

■ l
.L

j j.
r - 

; 
t 
* 

• 
f 
- * 

1

ra a;-;; 
_L1__ 

' "CZ .SE

Ira"

!.thN
 

r-i 
1 

• 
1

___ X 11rf-7'. ii 771". -a 7:-
.j..

i ■ : i v 
r: 

; ‘ r: 
i' i:!

' '

r'i.im
n

-™- -
■\

"■-r

3l?

X’U.

— -r-
n

?7 7" :: ■
 L 

i.: 
I 

•if
, i

t M
il

■jL; /
f ;x -7_

V:-j 

A :
EF? -■ —-

72.77 1721 "z: 7Z7.7 '7 7
— -—

Z....Z - Z r '

-i
I’- V -•at L’J ti 7271.

• :xr:
2777 72- 177

Lj 4-1 
■ 

‘aa

-• — '■/y. J. J"---; *<
x-- .*

-
*"7— — 1-1- _  7 7ZTZ

--------

”___ _ ___" 2 .TIT" ZL." :\zL"

1---- 1 i i- -—7".7
:.t2 2277

Ini —
77". .7 ’ 7Z~

— !_.*
I- -

-
^7 x\-A \

r 
T12.

- "

.7.i±r.
--- -• 7 "72

3 
i 

rh:A 2.77 727". 777.
"77."

7777. —

37l | "7i -- ■ -- - — - 777
777 7.7.7

.77 1 77 271 "777
_zzz

1
- —■

-Xx‘ Z"
7177 1.7

:77"
‘Z. T

■.777.2 7.2T_ 1-. 7Z"Z‘

7i:-"
.. _ ----

'"77"
r-~* "

---
- 11 -aja '7"7 7- ."2 "7 " 221:

.:r'i' xi'

—.
-

■~j-71 -L.‘ 71 721 :zt* "2722
j. "i - A" aa i1 - 

/I

2"7r a 
<1

ij 
i-i

la
i! 7771

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
Frequency Ratio K

Fig. 13. (Average) Amplitude-Frequency Spectra for ' °'2'

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
Frequency Ratio v

Fig. 14. (Average) Amplitude-Frequency Spectra for — -o-i



Fig. 15 Displacement vs. Time for co - 0-3 
p

ND
CO



Fig. 16 Displacement vs. Time for -g

Fig, 17 Displacement ys, Time for y =

Fig. 18 Displacement ys. Time for

Fig. 19 Displacement vs. Time, for

bO



A
m

pl
itu

de
 

A
m

pl
itu

de

Fig. 20. (Average) Amplitude-Frequency Spectra for ^..3
K."

25

Frequency Ratio
Fig- 21. (Average) Amplitude-Frequency Spectra for l<V .5 

"Ki'



0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Frequency Ratio

Fig. 22. (Average) Amplitude-Frequency Spectra for - -OS
K

Frequency Ratio
Fig. 2 3. (Average) Amplitude-Frequency Spectra for ^2.-0

"k",'

26



CHAPTER IV

DISCUSSION OF RESULTS AND CONCLUSIONS

Since the spring is softer on one side and harder on 

the other, it is obvious that the 'mass should spend more 

time in the part of.the cycle which corresponds to the softer 

side than that corresponding to the harder side. Also, the 

maximum displacement on the softer side should be greater 

than that on the harder side. This, in fact, is the case 

and it is demonstrated by the displacement vs. time curves 

in Figs. 15 to 19.

In order to note the effect of the spring nonlinearity 

Figs. 7 to 13 carl be compared with the classical response 

curves for a linear system. With the decrease of the ratio 
iz

, the point of resonance, or maximum amplitude shifts 

to the left.

At smaller value of for certain values of the 

ratio i the period of

of the exciting force (see

the response becomes twice that

Fig. 18), At such points, a 

hump is observed on the amplitude vs. frequency curves.

Such a phenomenon is due to what is called subharmonic res­

ponse of order two, and the jump in amplitude is due to 

subharmonic resonance. This phenomenon has been observed 

in systems governed by Duffing’s equation [9],[10] and also
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in self-excited systems. At larger values of -lti) such 

subharmonics are not observed. For the same ratio ,
. v . K1

an increase m A^also results in shifting the point of resonance 

to the left. It is observed that as decreases, the
k> 

region of subharmonic response shifts to the left. The 

effect becomes more .significant with a decrease of kl . 

For - 0-6 , the curves are almost similar to the classical 

ones, except for the fact that the amplitude on the negative 

side is greater than that on the positive side.

At lower frequencies, again there is a jump in the 

amplitude. Such a jump has been observed by Jacobsen and 

Jesperson [5] and Wylie [11]. They called such a jump 

’’pseudo-resonance.” In both references no proper physical 

interpretation for such a phenomenon was given. Perhaps it 

might be due to higher order harmonics attaining resonance. 

This jump becomes more significant at smaller values of the 

ratio ^2. .

The case - O is not studied in the case of a 
k, ' 

horizontally oscillating system, since here, in general, the 

mass will oscillate harmonically either only in the positive 

region or only in the negative region, depending on the condi­

tions imposed. When the mass enters the negative region from 

the positive, the energy of the system, instead of being 

converted, at least partly, to potential energy, like in 

ordinary systems, is totally dissipated in damping. However, 



29

this is not true in the case of a vertically oscillating 

mas s.

The curves plotted for the vertically oscillating 

system show certain similar features. Here again, the point 

of resonance shifts to the left as the ratio ^2-/k1 decreases. 

Here a subharmonic of order two is generated for Bz-s 0’1, o-o^ 
Ki 

and zero. The effect of subharmonic resonance occurring at 

« 1-1 5 becomes much more significant than the natural 

resonance occurring at o-/ , for ^»-O(see Fig- 23). At 
P 

low frequencies it is observed that the mass oscillates 

harmonically completely within the positive region. In the 

physical system of Case III, it can be predicted that the 

cable may not buckle under certain conditions. These are: 

(a) low frequency, (b) low amplitude of excitation and 

sufficiently large initial extension, (c) very low damping. 

It should be noted that no pseudo-resonance was observed in 

Case II, which indicates that the oscillations are linear in 

that range, i.e., no buckling occurred for the conditions 

used in obtaining the curves shown in Figs. 20 to 23.

It was found in the present study that the amplitude­

frequency curve for both types of systems is a single-valued 

curve. The jump phenomena associated with many nonlinear 

systems do not occur in the present case. Such type of 

single-valued relationship between amplitude and frequency



has been observed in the case of bilinear hysteresis by
30

Caughey [12] and Iwan [13].

At frequencies higher than the resonant, subharmonics 

might be generated at low damping and large nonlinearity. 

Most of the analysis found in textbooks [14], [15], [16] 

on this subject is pertaining to buffing’s equation. A 

generalized analytical explanation for the reasons of genera­

tion of such subharmonics pertaining to this case has to be 

carried out. There seems to be a lack of physical interpreta­

tion of what has been called pseudo-resonance [5], [11] 

and this phenomenon, perhaps, should be investigated further.
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APPENDIX I

The differential equations of motion are:

+ c + K. Cy-z) = F , -fox ^-z) >o

+ C3'2') = F.

Let “3-Z - x where Z = S1*1 60

Then = x+ £ and - X -v Z

Substituting into (15) and (16)

Mx -f Cx 4- K)X - F + M <A)lh Smoot - c to h. Coscot"

M X 4- C X -v K2X - F + M CO*^1 Sin cot cco k CoS cot" 

Solution of Eq. (19) is:

-JC r

A) Sm ujjt- + 5) Cos tOjJr
2-M 

x = e

"t Sin cot" +- Q, Cos q- _F_
k>

and , iTi^r
X - e A. ( -_C Sin <O, t -+ CO, Cos C< t" 1

( z-M c,l cl, d, J

— 6 f c Cosco t7 + co. Sin co.t"
1 \Tn 4t c<-

1=> co - Ql co Sir) cot"

where and are arbitrary constants and,

(15)

(16)

(19)

(20)

(21)

(22)



•R - kEf^-Mco1) Meo1" - Cgud)^
1 —Z-------------------------------------2

[_CK/- MW1")2' -t (cto")zJ
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Qj - -heto ^i/rc^ -mo)1)2-.^ Ccut/J

Solution of Eq. (20) is similar to that of Eq. (19) 

when K2^ 0. In such a case:

f
2M r-

X — C A2 Sin CO, t- 4- 8- Cos t
”t z z

+ Sin -p Q>s cot -y F j (23)

and
-A t,_. 2M ,

X — A„ 1 S>n CD f + co Cos cd. t ?
L. 2 I 2M ‘•t dt c*i J

— 6 f C CoS CO, t- t co Ci-n Co t ?
2. A —* d °l \I ZFA 2- a- * J

-j- co Cos cot — co S'-n cot- (24)

Where and B2 are arbitrary constants and

Pi
K2 - M CO1) cj1-- c Cio)^

(kt- Meo"-)1"-,.

= - h c co / P- 1<i_r1 co^ C cw)£]
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However, the solution of Eq. (20) is entirely different when

K1=-O . In such a case solution is:
-C:trM

(25), c
. — f

and x x - 3, S. _ K w C©s -4- F . (26)
0 M G

where Ag and Bg are arbitrary constants.

Using the above analytical solutions, the response of 

the system shown in Fig. 5 is obtained in the same way as 

described in Chapter II, with respect to Eqs. (5) and (6).

The evaluation of constants for the different cases 

is given below:

(a) When b= Q , - Xo a-nd Xx Vo .

Substituting conditions (a) into Eqs. (21) and 

(22), one obtains,

S-i = Xo - Q1 - F/k!

and Aj - f Vo-t- c. "S, - T) w) /
z.r\ y d,

(b) When t"- c0, x = xo , >< =■ Vo cund x>o

Let T, = S'm wt0 + Q, Cos wfco + F/K|
— t

T2 - Oo-T) 0 <27)

"Fj s Cos “Fo — S1*' w

- CA>d Cos uhi Cp __ 
S"> ^■t'o 2-M

Substituting conditions (b) into Eqs. (21) and

(22) and using Eqs. (27) one finds Aj and Bg, as:

S, fc.T^ + e^^C^-v.)"] Sm "i.r.
L . J
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and A, -- C^-B,

(c) When tr to , X = xo } x = \/o , x < o

and #O

The values of the constants A2 and B2 in such 

(d)

a case are identical to those of Aj_ and B]_

obtained in case (b) with and Qj_

being replaced by P2 and Q2 in

Eqs. (27) and (28).

When t- to t x- x0 x =. Vo i x <o?

and kz = 0

Substituting conditions (d) into Eqs. (25)

and (26) one obtains Ag and Bg as:

A5 =
r

■ h Si*) — F Co
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APPENDIX II

The computer programs are written in Fortran IV and 

a listing of the statements is included at the end of this 

Appendix. The first program computes the response using 

analytical solutions of the differential equations of 

motion, as shown in"Chapter II, and the second program 

obtains the solution using a fourth order Runge-Kutta 

method. Although the programs furnished here are for the 

case of a horizontally oscillating system, very similar 

programs have been used in the case of a vertically oscil­

lating system.



PROGRAM USING ANALYTICAL SOLUTION FOR EVALUATING

DISPLACEMENT AS A FUNCTION OF TIME 38

'-V v-C(15D0),TIhT(1500)

3 j > (•) / 1 # -s 4 DO ) v> 1 * F * ZbT A jt AuPUA# k A
1 F -r< -AT(---ri >3)

i = zi r * s-1 (< i / •!)»2. o
. = ra <.-2.. n <1/ )

> i = S :,(T(-s].//<-.(2/(cs*''))-**2)
z^=<l.AL3-^
-T-= ( C/ (?.»■■)) • *2
O A = -^ d / ' ‘
P «. = r * ( < 1 - >■ ■ * * 2 ) / ( ( < 1 -s' * ?; * * 2 ) * * 2 + < 2 * a1 ) * * 2 )

j. = - r * C * ■. / ( ')**£)
°- F * ( < ' - ■ * ■ * »• 2 ) / ( (>< 2 - i" * ■* * 2 ) * * c■'+ ( 2 * a ) * * 2 )
I r. - -1’ ‘ 2 *■ •> / ( ( < ’ - v * “ * » 2 ) * * 2 + ( C * ■ ) * * 2 )

I xITIAu -V.LF CYCLE STARTI'-S aITH T = C

I = 1
J - x
T = v*
X = F / < 1
x. 1 = L f
Vuw(l)=r/».l
TIVE( 11 = 2*
S L = * - 1
A; = ( <1 hC/(2-*• )*31- = l*N)/»-Di " " ""

T = T + -i .. .
2 J - ■-i+1

x=EX;j (-C/(2. Al *SI X C ...DI »T ) +3 1 *C9S ( a DI *T ) ) +21 *S I *T ) + '
t ;i<j5(■ *r)
■ X; =-:?U‘( --/(' . <1) *T) * ( ( -C/(2, *7) s I X ( XD1X T ) +a'Di *C8S ( a'Di * T ) ) *Ai-
1 ( ( 2 , i) ’C ^3 ( O1 »T ) + •'■Cl*SIv ( n JI *T ) ) *31 ) +?1*a *C'3S ( W*T ) - DI * w*Sl N
2 ( *T) ..........................

I r ( X ) r # :
3 ' T = T + .. ...................- - -

if( j-i: )*r. -
+ Gj Tj 2
51=1+1

Vr C( I )=a/(F//1 ) ' ........................... .....
TL I )=T-h
J = ’ .................. •'
■3j Tj 2

/<■'" -‘ --UtLTiGG
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ir(-i—33)'C1,
1i • - = J ■■. ;x T (- E / - ( 2 / ( 2 • * ) ) * * 2 )

T T 1 =’rV.11 I ■( »•’• )+G2*C3S (-;*T ) 
TrE=(A-rTi )
T F3= .... (3 ( .‘J*T )-32 *S I\( a*T ) )
77*= ■ L;?*r /S (.V.2»T )/SI 32*7 ) - C/( ?« * ’1)
= £ = SIV (■ EV *T)/-i22>( 7 72*77*-(Xi-7 73) * EXP ( C/( 2 . ) *7 ) )
A ;= ( IT---;, *-Cc:=( aD?*7) )/SI <(,-D2*T) 
r'-T+r-t

7 J=~+l
X - £ X s ( - 7. / i 2 * ■» ‘ ) * 7 ) * ( A P * SIKD 2 * 7 ) + 3 e * C 0 S ( a D 2 * T ) ) + F 2 * S I \ ( a * 7 )

1 + .*C.r- ’o ( •• ■* 7 )
\ i -\ ►- (*-2/(2 • *■M ) * 7 ) » ( ( - C / ( 2 e * V1) *SI'4(^D2*7)+aD2*C9S(aD2*7) ) * A 2 -

1 ( £/ ( 2 ’ »' ) *L"-S ( ■<?? *7 ) + -C?*S I X ( aD2* 7 ) ) *H2 ) +P2 * a »C3S ( a *7 > - 32 * a *
d a ; \ ( ■. * T )

Ir" ( A Lbv IP
8 7 = T + h

I r ( J « -j 2 ) j , ? * 1 _■
3 ■ G; 7... 7
12 1=1*1

V£*(I)=a/(F/<1)
7 1"E( :)=T'-m

c
r ...'-’E'j a£ lb v£aY S'--ALL A'-D X<0
c

1 22 ip (\2*L7 « . »1 )•;•>? 79 1C3
71=EXP (S2--T( (2/(2.*f- ) ) **2-<2/v') *7 )
7- -T-X-k -s;. XT ( ( c/ ( 2, ) ) **■2-K2/'/i ) *7 )
Ts«(A--C»sl (.*r)-Q2*C0S(.*7))*EXP(Q/(c«*M)*7)
7* = ( xl ';:2* ■. -2 ’S ( a *7 ) + >£*..*5 I X (T ) ) *EXP (C / (c . *”) *7 )
7, = Ti > ( -v. 7 ( (C/(2**v) )*xE-l,2/ •)•£/( 2» »M) ) 
71. = 7 P, x ( 2 7 ( ( c / ( 2 . * >') ) * * E - < 2 /v> > +C / ( 2 • * ) ) 
:2c=(T2>75-"r;,T*)/(T2>T5-i.7 1xT6)
A - = ( I 3 - -? ? * 7 v ) / T 1
7 = 7 + r-

11 ^=J+1
>=L".^(-r/<2. > ■■) *7)4(A2*Ea,'3(S3X7( (2/(2^ *.x) ) * * 2- K2/M) *7 ) +B2* ExP

j. ( -S t ( (v./ ('■» x x ) ) x1r2-X2/^■)*7) ) +P2«5 I X ( k »7 ) +R2 uCUS( a«T )
x^Ea- (-C/(f* » )*T) *(A2*EaP(S2P7( (2/(2**^) ) ** £-K2/M ) *T ) « ( SC'rxT (

I (2/(2, *■■') ) »»2 -■<?/.•’ )+C/(2e*^) ) ) + F2 * a * £uS ( a *7 ) - :'.<2 * a »S IN < 'a * 7 )
IP' ( < ) 12 • I 13
7=7^
I P" ( J - I 2 ) I 3 / I 3 / I *

i3 3: Th ii
I * I = I +1

v cl 2 ( I ) = >. / ( p / X. I )
71 ■.£( I )=7-i- . . ,

I/ (i-ict.c)11/?:;)#poo



n;
 nj

-.40

103 E 3= ( x 1 + b /ic- *-+ ( ,m >) *»2 ) * (n*a*C6S( / «T ) -C* S I\ ( a* T ) ) ) * ( - ^,/C ) *EXP
1 ( - / * T ) 

A2 = A- L0bP".-P(-0/'''i*T ) + F / ( ( C * ■' ) * * 2 + ( ^ * “- * * 2 ) * * 2 ) * ( C, * C 5 S < + * T ) + ^"1
1 •+'*? <!' ( ■ »t ) ) “ ' ‘ "" ‘ ’ ’ ” "

t = r+_,
3-J w=w+l ------ , __ .

a = A3 3 , r, P ( ~ *7 ) - p / ( (2* a ) *»2+(:-i*/.**c)**2)*(c»w«c3S(>'*T ' +'-l* ■v'
1 * * 2 * 3 I'■_ ( • ’ T ) )

X. = - □ » { bC/_xp ( * v./ ? * T ) -F / ( C * *2 + (M* ■'i) * *2 ) * ( - v * d I S ( w *T ) 'a*-Cas

3 c j; T j 3 C
33 1=1+1

VKC ( I ) = ,/(F/a1 ) ‘ ‘ ‘ ’ . ' "
T 1 >• E ( I ) = T - rl 
wsw-.iC . .. -...............
I p ( I *• 1 C ~ i E 3 3 * 2 0 0

--t E x > > C

13 T 1 =-l n j J \ ( »T ) +71 >rpg ( A» r )
Tc=(x-Tl ) *EaP(c/(2. >|V)*T) -- - . ..
T3 = .- » ( i #£?:.2 ( ★ri.-ittsp, (.*■[•))
T ♦ = . 1 *30 3 ( *T D1*T )-0/(2** v) ■" "" - .. ....................
31=31’- ( . 'vi» T )l»(72*T*-( X1-T3 ) >EXP ( C/( 2 - + >') *T) )
Al = ( TE-E1-C •s(.-Di*r) )/SI*. pDl + T) - .
T = T+.i

16 j = w +1
x = Exp ( -C / ( E • * ■ ) *T ) * ( Al+SrK AD1*T ) ■f-31*C3S(xDl*T ) ) +F1*SIN( a«T) +

1 C. K 7 s ( ■ * r)
X1=EaH-C/( - • ‘'')*T) » ( (-C/<2** ■)+SI\(A.:,pT)+>'.31*335(^01*7) )*/>i-

1 ('/(2t *■'■) «C.-3(/.01»T )+ C1*SI\( ..D1*T) )*ril)+Pl*;.-*Ct.'S(l\*T)-ai»h*SlN
2 ( ■NT )

I F ( >.) c > --1
17 T=T+p

I r ('J-lOll'zlSflO
1 c 3T': 1 a ■
15 1=1+1

IF (I - 1C ' 0 ) 1 * 7331 2C0
■ 1 7 £ ( £■ t 2 . ) > • / * 1 / p i r # A L P ■■> A / . » R A 
FZR"'AT(EA,7ri':»3/)

-xITe (3 ,?. ) o- , •
21 f:-r--at (5 a,2.. .*)
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PROGRAM USING RUNGE-KUTTA METHOD FOR EVALUATING U2

DISPLACEMENT AS A FUNCTION OF TIME

HEAL ijL
CE/E</W 

DI vE:-jS I S N VEC (1OOO ) » T I i^E ( 1000 )
2 0 H- A.) ( 5 > 1 > E N'u) = 100 ) D'"! a EK / Ct. > A My /j A « BE T A

1 FOHv.aT (6F10.3)
A 

EH2=BETA»E< 
Ti = O 
Yl=AM/£^ 
Yll=3.
H= f 01

* 0 '
Vc.G ( 1 ) =Y1 
TIYE(1)-ti 

21 30 50 1=1,•300
DO 6 3 J = 1#23 
YEl=ri.s(Ti/vl«Yil) 
T2 = T1+-IO 
Y2 = Y1+Y11 ♦HP 
Y12= YU + Y21 wH?
Y22 = FV’\' ( TEj v2/Y12) 
T3=Fi+H?
Y3 = Y1 + Y12*tir
Y13=Y11+Y22*H2
Yr:3 = FLX (13/ Y3# Yi3.) " 
T * = T ]. 4 4 
Yh=Y14/13*H
Yx^=/11 + Y23»H
Y24 = F_-j(T4/Y4,Yi4).
DELY=i-*(Yll+2,*Yi2 + p.*Y13 + Y14)/6« 
DEuY;=H»(Y21+2« xYP2 + 2 **Y23 + Y24)/6»
Y i = Yi 4.3ELY 
Y11=y114DLlY1

60 ti=t:+h 
vEC(I+1)=y1 
time(1+1)=Tl

5 j COMl’JE
31 -.xITE (6/2 ) 1)3/EK, CE / AM, », BET A

2 TOH^AT(/5a,af15.3/) 
DJ 12 1=200,3:0

12 aHHe (6.< F )TI^E ( j ) , VFC( 1 )
3 FORMAT(2P25*4/) 

GO Ta 2?
UC E/D



F^^CTInx cj- (T,Y|Y1)
C r?' CE/A''■<
IF ( Y ) 11 J■> 1 1
F.-^ = A"»GI ■ ( - *T )/^'^CE/D'/*Yl™E<2*Y/D^
3e Ty IF'
Fj-^A '*3 I J ■■ *T)/D‘^CE/Dr/*Y1-E</D^1*Y
Rc.T jK'
E • D

43


