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Abstract

Constitutive equations establish the relationship between kinetic with kinematic

quantities to characterize the specific properties of the material. Mechanical consti-

tutive relations are formulated to describe nonlinear and inelastic response behavior

as well as brittle or ductile failure of metallic and cementitious materials in form of

plastic and damage material formulations.

This dissertation addresses three topics: The first topic is focused on the peak

response behavior of brittle and ductile materials by coupling plasticity with extended

finite element method in order to model and follow discrete crack initiation and

fracture propagation. This is accomplished by exploiting appropriate crack initiation

criteria and performing analytical and numerical localization analysis to determine

the critical orientation of the emerging failure surface. A series of experiments are

performed on perforated metallic flat bars and the observations are used to validate

the computational failure predictions.

The second topic is the finite element approximation of the field data obtained by

photogrammetric non-contact digital image correlation analysis. This study includes

experimental observations on various perforated metallic flat bars to evaluate dis-

placements and strains by using digital image correlation analysis. The displacement

images are used in order to determine the best approximation of finite element nodal

displacement values based on least square approximation of the optical measurement

data. Moreover, infinitesimal and finite strains are calculated and contrasted with

the results processed by the commercial Aramis imaging software.

The last topic is focused on the localization of triaxial concrete behavior by

a damage-plasticity model. In this constitutive formulation a three-invariant yield

function is introduced to model plastic deformations and a damage function is used

to determine the nonlinear and inelastic behavior of concrete. Coupling of the inelastic
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damage and plasticity processes is introduced by a damage variable that enters the

plastic yield function in terms of the effective stress. Localization properties of the

combined damage-plasticity model are studied and the differences of the damage vs.

plasticity constituents are explored and compared. A series of experimental tests are

performed on concrete cylinders in cyclic compression and digital images are recorded

to provide complementary field data of surface deformations and cracks.
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Chapter 1. Introduction
OBJECTIVE

The purpose of this study is to develop adequate constitutive relations for ductile

as well as brittle behavior of metallic and cementitious materials by using plasticity

and damage-plasticity constitutive models. The concept of inelastic extended finite

element method is introduced to model discrete crack propagation for brittle and

ductile materials. Furthermore, the error associated with the post processing of the

experimental field data obtained by digital image correlation system is evaluated and

analyzed with the aid of least square analysis of the finite element approximation of

spatial displacements from the photogrammetric non-contact camera measurement

data.

For calibrating and investigating the inelastic XFEM model, mild steel, high

strength steel, aluminum and cast iron flat bar specimens are tested under uniaxial

tension. These flat bars are made based on ASTM standards and both perforated

and non-perforated specimens are used in order to observe the effect of perforation

on the ultimate load capacity and ultimate strength. These flat bars are tested in

tension with a constant displacement rate using a Tinius Olsen testing frame and the

strain distribution on the surface of these bars are collected and analyzed with the

Aramis software. In order to model the behavior of these materials, a linear elastic

material behavior is assumed up to the yield limit and appropriate yield functions

are used to describe the post-yield behavior in the plastic range up to peak and post-

peak separation. For the case of brittle cast iron, the post-yield behavior which is

a brittle mode of failure that is modeled by incorporating extended finite element

method into the finite element formulation in order to be able to discretely follow

the crack propagation. In the case of ductile behavior of mild steel, high strength

steel and aluminum, the post-yield behavior consists of two regions, the first region

is modeled with the aid of hardening/softening plasticity formulation and the second
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region which is the transition from stable material behavior to unstable fracture

of that is modeled by using appropriate failure criteria and localization analysis.

The concept of inelastic extended finite element method (IXFEM), is introduced by

coupling localization analysis and extended finite element method which discretely

follows the crack propagation in ductile material regime.

For the second part, the results obtained by digital image correlation system are

assessed and compared to the results obtained by the least square approximation of

the spatial displacements. In order to achieve this, the specimens were painted in

white paint and black speckles are sprayed on the surface. Afterwards, a photogram-

metric non-contact digital image correlation system was placed in front of the sample

and the cameras were calibrated based on the instruction of the GOM optical mea-

surements manual. The two cameras of this device take pictures with constant rate

during the test and measure the movement of target points on the surface of the speci-

men. After these raw data are collected, the Aramis software product specifies several

square boxes known as facets on the surface of the specimen where each of these facets

contain n by n pixels of the target points and they are placed m pixels away from

one another. The spatial position of the center point of these facets are calculated

by averaging the positions of the corners of these facets and this data is treated as

the raw data obtained from the experiment. Afterwards the Aramis software trian-

gulates the motion of the target points and includes a procedure to calculates the

infinitesimal and finite strain fields on the surface of the specimen. In order to assess

the results provided by this software, the raw spatial positions and displacements of

the facets are extracted and imported into a least square approximation code. This

code is written in Matlab. It uses a finite element approximation of the displacement

field in order to cover all the target points. A least square approximation of these

data is performed and the best nodal displacement values are determined. Based on

the nodal data infinitesimal and finite strain distributions are determined over the
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surface image window of the of the specimen. These least square results are explored

and compared with the corresponding results of the Aramis software.

For the third part of the project, the behavior of concrete as a cementitious ma-

terial is studied. The localization properties of the damage-plasticity model used to

simulate the behavior of the concrete is investigated. Drucker-Prager plasticity and

scalar damage are combined to model the behavior of concrete. It is assumed that

plasticity and damage have different loading functions that are connected via effective

stress measures of the damaged material skeleton that enter the plastic yield function.

This model is numerically implemented in Fortran and is connected to Abaqus finite

element software [ABAQUS (2012)] in form of a user subroutine (UMAT) for further

investigations. This model is calibrated based on the uniaxial and cyclic experiments

that are performed on concrete cylinders under displacement control which is per-

formed by a Tinus Olsen testing frame. In short, the main objective of this study is

to perform localization analysis of this model for damage, for plasticity and for the

combined damage-plasticity when subjected to different loading scenarios consider-

ing associated and non-associated flow rules and to assess the localization properties

of discontinuous strains and compare them with crack initiations of experimental

observations.

In the following chapters, theoretical backgrounds of kinematic, kinetics and lin-

ear elasticity are discussed. General elastoplastic material behavior is introduced and

different yield functions are presented in this dissertation. Furthermore, damage and

plasticity models are combined and the background information on failure indicators

is discussed. Localization analysis and extended finite element method (XFEM) are

presented and the methodology is explained on how to combine these techniques. The

numerical implementation of the plasticity, damage-plasticity and localization anal-

ysis are discussed and experimental observations on mild steel, high strength steel,

cast iron and aluminum flat bars are presented. Theoretical information on the least
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square approximation of the raw data based on the finite element discretization is

provided. Finally the simulations of these models are presented, concluding remarks

are made and future opportunities are discussed.

BACKGROUND AND LITERATURE REVIEW

Constitutive behavior of materials which is the relationship between the stress

and strain, has been the subject of numerous studies. It perhaps started by Robert

Hooke (Hooke’s theorem 1678) which described the force and displacement in form of

linear relationship. This relation was further expanded and expressed by Augustin-

Louis Cauchy [1789-1857] in form of a nonlinear relationship between the stress and

strain tensors as

σij = gij(εkl). (1.1)

If the elastic response is assumed to be independent of the load history, which implies

that the strain energy per unit volume is only dependent on the strain and not on

the load history, there exists a scalar potential, W = W (εij), from which the stress

may be defined as

σij = ∂W

∂εkl
. (1.2)

It is worthwhile to mention that if the constitutive relation changes according to

coordinate rotation, the behavior would be anisotropic hyper-elastic.

In general, establishment of nonlinear constitutive models for materials is not

trivial and although experimentation provides valuable information, the constitutive

relation is achieved only for a particular path of loading, e.g., uniaxial compression,

and the question of explicit constitutive models for arbitrary load paths remains unan-

swered (Ottosen and Ristinmaa, 2005). To address this issue and to determine the
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most explicit constitutive relation, the representation theorems are used. These the-

orems are for scalar as well as tensorial functions and have to satisfy the coordinate

invariance property and material symmetries and are utilized to determine constitu-

tive relations for thermo-elastic, visco-elastic, orthotropic linear elastic, plastic and

many other material behaviors. Representation theorems are used in this work to

determine the free energy function. It should be noted that there are so called hypo-

elastic constitutive relations that relate the time derivative of stress tensor and time

derivative of strain tensor, which is beyond the scope of this work.

Plasticity is used in order to account for the irreversible behavior of materi-

als, specially ductile metals that experience large flow and plastification. To trigger

plasticity during loading there has to be a yield envelope. One of the early yield

conditions for metals is the Tresca hexagonal criterion (Tresca, 1864) which Tresca

proposed during his work on plastic behavior of metals and is used for shear failure.

The von Mises yield criterion(von Mises, 1913) is an extension of Tresca criterion

in terms of J2 invariant of deviatoric stress tensor. Besides these two yielding crite-

ria that are independent of hydrostatic stresses, there are several yield envelopes to

account for the first invariant of stress tensor and to account for voids or frictional

properties, such as the criteria by Coulomb (1776), Drucker and Prager (1952), Gur-

son (1977; 1975). There are also yield surfaces that are based on three parameters

and all the invariants of stresses are used in them, e.g., the yield criterion introduced

by Willam and Warnke (1975). The von Mises yield criteria is used in this work to ini-

tiate plasticity for mild steel, high strength steel and aluminum, and Drucker-Prager

and Willam-Warnke are used to model concrete behavior.

Choosing the appropriate yield function, it is possible to formulate plastic-

ity. There are several types of post-yield formulations, such as isotropic harden-

ing/softening, kinematic hardening and it is also possible to incorporate viscous ef-

fects in the plasticity formulation and model creep and relaxation behavior. However,
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in this dissertation it is assumed that the material behavior is rate independent.

An isotropic hardening/softening model based on associate flow rule is used in

order to model the behavior of ductile metals where the elastoplastic constitutive

formulation are used to evaluate the stress-strain relation in terms of the continuum

elastoplastic tangent operator.

In order to study bifurcation, weak discontinuities, loss of uniqueness, loss of el-

lipticity and loss of symmetry in materials that may lead to strong discontinuities and

failure, several papers have been studied. Localization, which is the jump of velocity

gradient across the discontinuity surface occurs due to stationary acceleration waves

which is discussed by Hill (1962). Computational simulation of discontinuous failure

processes has been discussed by Willam and Iordache (1996) by means of establishing

localization conditions and geometrical analysis for von Mises and Drucker-Prager

yield functions and acquiring associate and non-associate flow rules. The localization

analysis for generalized Drucker–Prager model is developed by Liebe and Willam

(2001) and the localization characteristic of triaxial concrete model is been discussed

by Kang and Willam (1999). Rice and Rudnicki (1979) discovered some features of

the theory of localization of deformation and in another work, Rudnicki and Rice

(1975) studied the conditions for the localization of deformation in pressure sensi-

tive dilatant materials. Steinmann and Willam (1994) studied the effect of mesh

alignment with localization direction in finite element analysis of elastoplastic discon-

tinuities and Willam and Iordache (2001) revisited the hierarchy of different failure

diagnostics when the material properties lose symmetry in the case of finite deforma-

tions and micropolar continua. The three dimensional localization analysis for several

yield functions are described in Chaves (2003). It should be noted that Cosserat and

Cosserat (1909) introduced the Cosserat or micropolar continuum where micro rota-

tions as well as couple stresses are introduced into the Boltzmann or classic continuum
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that introduces unsymmetrical stress and strain tensors. This continuum also intro-

duces a length scale that plays an important role in regularizing localized regions

in finite element analysis as discussed by Willam et al. (1995), Iordache (1996) and

Etse et al. (2003). The J2 elastoplastic micropolar formulation is being discussed and

an algorithm is provided for finite element analysis by de Borst (1993), Gramme-

noudis and Tsakmakis (2008) studied the micropolar plasticity for the special case of

isotropic hardening.

In order to model concrete behavior, a damage-plasticity model is used, where

the damage and plasticity functions are two separate functions as discussed by Grassl

and Jirásek (2006). Also there has been lots of studies performed on coupled dam-

age plasticity models such as the work of Lubliner et al. (1989) and Salari et al.

(2004). The micro and macro damage models introduced by Mazars (1986) and con-

tinuum damage theory of Mazars and Pijaudier-Cabot (1989) are studied. Hansen

and Schreyer (1992; 1994) introduced thermodynamically consistent theories as well as

frameworks for theories of damage coupled with elastoplasticity. Carol (1996), Carol

and Willam (1997) have done localization study and analysis of damage models.

It is also possible to incorporate XFEM capability in the finite element analysis

in order to simulate strong discontinuities. Moës et al. (1999) introduced a finite

element method for crack growth that did not need remeshing in order to propagate

and later Giner et al. (1999) implemented the XFEM capability into Abaqus software.

It should be noted that in order to write the finite element framework, the

books by Ottosen and Ristinmaa (2005) and Zienkiewicz et al. (2005) are used and

the manuals of Matlab (2011), ABAQUS (2012) and GOM optical measurements

company are used.
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Chapter 2. Theory
In the first section of this chapter basic concepts of kinematics and kinetics are

discussed and the constitutive relations of linear elastic isotropic material behavior is

explained. With this background, the elastoplastic material behavior is introduced,

different yield functions based on stress invariants are presented and flow rules, con-

sistency condition and elastoplastic tensor are explained. For each yield function, the

normal to the yield surface is derived. Afterwards the damage-plasticity formulations

is introduced and two models of Drucker-Prager and Willam-Warnke are presented.

BASIC EQUATIONS

In this section, the theoretical background of kinetics and kinematics is ex-

plained. The infinitesimal and finite strain formulations are introduced and the

constitutive relation between the elastic stress and strain tensors for linear elastic

material behavior is explained.

2.1.1 Kinematics

At any instant of time t, a continuum occupies a region R of the space. It is

assumed that the whole body is continuous and deformation is defined as the change

of the continuum from one to another configuration. The position vectors of a point P

of the continuum are defined by upper case X for the undeformed and by the lower

case x for the deformed configurations. The corresponding coordinates are called

material and spatial coordinates correspondingly,

X = X1Î1 +X2Î2 +X3Î3 and (2.1a)

x = x1ê1 + x2ê2 + x3ê3. (2.1b)

The displacement vector joining point P from its original configuration to the de-

formed configuration can be defined either in the material or the spatial coordinates,
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expressed as

U = UK ÎK and (2.2a)

u = ukêk. (2.2b)

When the continuum undergoes a deformation, this deformation is expressed either

in terms of the initial or current coordinates, if it is defined with respect to the initial

coordinates then it is known as the Lagrangian formulation, and for the latter case it

is called the Eulerian formulations,

x = x(X, t) and (2.3a)

X = X(x, t). (2.3b)

Figure 2.1: Initial and final configurations of a continuum.

Lets assume that there are two particles at points P1 and P2 in the continuum

that after deformation go to P̂1 and P̂2. Position of the particle at point P1 is defined

by the vectorX and the position of the particle at point P2 is defined byX+dX, and
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the distance between these particles is dX. After the deformation the new positions

of the particles are defined by x and x+dx. The deformation between points P1 and

P̂1 is described by u and the deformation between points P2 and P̂2 is described by

u+ du. The magnitude of the length between P1 and P2 is defined as

(dX)2 = dX · dX = dXidXi, (2.4)

where from equation (2.3b), dXi can be defined as

dXi = ∂Xi

∂xj
dxj (2.5)

and equation (2.4) becomes

(dX)2 = ∂Xk

∂xi

∂Xk

∂xj
dxidxj = Cijdxidxj, (2.6)

where Cij is known as Cauchy’s deformation tensor. Similarly dxi can be defined in

terms of dXj in the form

dxi = ∂xi
∂Xj

dXj or dx = F · dX, (2.7)

where F is the material deformation gradient. The magnitude of the distance between

points P̂1 and P̂2 may be written

(dx)2 = ∂xk
∂Xi

∂xk
∂Xj

dXidXj = GijdXidXj, (2.8)

where Gij is the Green’s deformation tensor. The difference between the magnitudes
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of the distance between the neighboring points at the current and the initial config-

uration provides a measure of the deformation and may be expressed in the form

(dx)2 − (dX)2 =
(
∂xk
∂Xi

∂xk
∂Xj

− δij
)

dXidXj = 2EG
ijdXidXj, (2.9)

where the second order tensor

EG
ij = 1

2

(
∂xk
∂Xi

∂xk
∂Xj

− δij
)

or EG = 1
2 (F · F − 1) , (2.10)

is called the Green’s (Lagrangian) finite strain tensor. The deformation may alterna-

tively be expressed in the form

(dx)2 − (dX)2 =
(
δij −

∂Xk

∂xi

∂Xk

∂xj

)
dxidxj = 2EA

ijdxidxj, (2.11)

where the second order tensor

EA
ij = 1

2

(
δij −

∂Xk

∂xi

∂Xk

∂xj

)
or EA = 1

2 (1−H ·H) , (2.12)

is called the Almansi’s (Eulerian) finite strain tensor. In order to have the Green’s

and Almansi’s finite strain tensors in terms of deformations, the following expression

may be used and substituted in equations (2.10) and (2.12),

x = X + u −→ ∂x

∂X
= 1 + ∂u

∂X
. (2.13)

The corresponding Lagrangian and Eulerian finite strain tensors take the form

EG
ij = 1

2

(
∂ui
∂Xj

+ ∂uj
∂Xi

+ ∂uk
∂Xi

∂uk
∂Xj

)
and (2.14a)

EA
ij = 1

2

(
∂ui
∂xj

+ ∂uj
∂xi
− ∂uk
∂xi

∂uk
∂xj

)
. (2.14b)
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The small deformation theory assumes that the deformation gradients are small com-

pared to unity, therefore it is reasonable to assume that the multiplication of the

deformation gradients is negligible in compare to the deformation gradient. With

this assumption the Lagrangian and Eulerian strain tensors take the form

EG
ij '

1
2

(
∂ui
∂Xj

+ ∂uj
∂Xi

)
and (2.15a)

EA
ij '

1
2

(
∂ui
∂xj

+ ∂uj
∂xi

)
, (2.15b)

where it should be noted that if both displacement and displacement gradients are

small, there is very small difference in the material and spatial coordinates and there-

fore the Lagrangian and Eulerian strain tensors are almost equal and is expressed

as

EG
ij = EA

ij = εij. (2.16)

In order to obtain more information on this subject please refer to continuum me-

chanics books such as Mase (1970).

2.1.2 Statics

An arbitrary volume in the space that is subjected to surface traction and body

force is depicted in figure (2.2). When the resultant forces and moments on the

volume are zero, the body is in equilibrium, expressed as

∫
S
tdS +

∫
V
ρbdV = 0 and (2.17a)∫

S
x× tdS +

∫
V
x× ρbdV = 0. (2.17b)

In equation (2.17a), t is the traction acting on the surface dS with the normal n

and ρb is the body force acting on the volume dV . Using the divergence theorem
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Figure 2.2: Traction and body force on an arbitrary volume.

equation (2.17a) may be written as

∫
V

(5 · σ + ρb)dV = 0 or
∫

(σji,j + ρbi)dV = 0 (2.18)

and since V is arbitrary it takes the form

5 · σ + ρb = 0 or σji,j + ρbi = 0, (2.19)

which is called the equilibrium equation. Note that the traction vector is defined as

t = σ · n. (2.20)

Equilibrium of moments about the origin which is shown in equation (2.17b) shows

that the stress tensor is symmetric, therefore

σij = σji. (2.21)
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2.1.3 Linear Elastic Material Behavior

A linear elastic constitutive relation is described by generalized Hooke’s theorem

and states that the triaxial state of stress is proportional to the triaxial state of strain

by a linear relation as follow

σ = E : ε, (2.22)

where the stress and strain tensors can be expressed by standard (Voigt) format

σ =



σ11

σ22

σ33

σ12

σ23

σ31



ε =



ε11

ε22

ε33

γ12

γ23

γ31



, (2.23)

where the omission of σ21, σ32 and σ31 is due to symmetry of the stress tensor. In the

case of an isotropic material behavior, the forth order elasticity tensor is expressed as

E = Λ1⊗ 1 + 2µI, (2.24)

where Λ and µ are Lame constants, 1 is the second order identity tensor and I is the

forth order identity tensor which is expressed as

Iijkl = 1
2(δikδjl + δilδjk). (2.25)

The Lame constants may be expressed in terms of elastic modulus and Poisson’s ratio

Λ = Eν

(1 + ν)(1− 2ν) and µ = E

2(1 + ν) , (2.26)
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and they may also be expressed in terms of bulk and shear modulus

Λ = K − 2G
3 and µ = G. (2.27)

For elastic isotropic behavior the forth order elastic tensor becomes

E = E

(1 + ν)(1− 2ν)



1− ν ν ν 0 0 0

ν 1− ν ν 0 0 0

ν ν 1− ν 0 0 0

0 0 0 1
2(1− 2ν) 0 0

0 0 0 0 1
2(1− 2ν) 0

0 0 0 0 0 1
2(1− 2ν)



,

(2.28)

where the decoupling between the deviatoric and volumetric response is observed.

The previously mentioned relations are for a general three dimensional case where

the material behavior is linear elastic and isotropic, for the two dimensional case,

there are two different constitutive relations namely plane strain and plane stress.

Plane Strain

In the plane strain model it is assumed that the out of plane strains are zero,

that is

ε33 = 0, ε13 = 0, and ε23 = 0 (2.29)

and the out of plane shear stresses are zero

σ13 = 0, and σ23 = 0, (2.30)
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therefore the stress, strain and elastic tensors become

σ =


σ11

σ22

σ12

 , ε =


ε11

ε22

γ12

 , E = E

(1 + ν)(1− 2ν)


1− ν ν 0

ν 1− ν 0

0 0 1
2(1− 2ν)

 ,

(2.31)

where it should be noted that the out of plane stress σ33 is not zero and is expressed

as

σ33 = Eν

(1 + ν)(1− 2ν)(ε11 + ε22). (2.32)

Plane Stress

In the case of plane stress, the nonzero stresses are σ11, σ22 and σ12 and the

elastic tensor may be expressed as

E = E

1− ν2


1 ν 0

ν 1 0

0 0 1
2(1− ν)

 (2.33)

and the out of plane shear strains ε23 and ε13 are zero while ε33 is not zero and is

expressed as

ε33 = − ν
E

(σ11 + σ22). (2.34)

In order to further investigate the material behavior it is worthwhile to briefly

introduce the invariants of a second order tensor which will be extensively referred

to in consequent chapters. A second order tensor A has three invariants that are

constants and do not change by transformation of that tensor, these invariants are
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the first, second and third invariant of the tensor and are expressed as

I1 = 1 : A = Aii

I2 = 1
21 : A2 = 1

2δijAikAkj

I3 = 1
31 : A3 = 1

3δijAikAklAlj, (2.35)

where the second order tensor A could be replaced by stress or strain tensor. In this

work Ii represents the invariants of the stress tensor and Îi is used for invariants of

strain tensor. The stress and strain tensors can be expressed in terms of deviatoric and

volumetric parts in order to have a decoupling of volumetric and deviatoric response

if desirable and are expressed as

s = σ − 1
3(1 : σ)1 = σ − σm1 = σ − 1

3I11 and (2.36a)

e = ε− 1
3(1 : ε)1 = ε− 1

3εvol1 = ε− 1
3 Î11, (2.36b)

where, s is the deviatoric stress tensor and e is the deviatoric strain tensor. The

invariants of the deviatoric stress and strain tensors are expressed by Ji and Ĵi.

ELASTOPLASTIC MATERIAL BEHAVIOR

In the previous section, the linear elastic time independent isotropic material

response was explained. As this material reaches its proportional or yield limit, it

undergoes permanent deformation, i.e. in the case of unloading the stress-strain curve

will not return to its original place, this behavior can be explained by plasticity theory.

The onset of yielding for a material is defined by a function F (σij). The material

yields when F (σij) is greater than zero and is in elastic region when F (σij) is less

than zero and is on the yield surface when F (σij) is equal to zero. This function

must hold for all the coordinate systems and therefore it is concluded that the yield
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Figure 2.3: Loading and unloading of an elastoplastic material.

function is a function of stress invariants which is expressed as

F = F (I1, I2, I3). (2.37)

It is more convenient to write the yield function in the form

F = F (I1, J2, J3) or F = F (I1, J2, cos 3θ), (2.38)

where

cos 3θ = 3
√

3
2

J3

J
3/2
2

. (2.39)

Before the reason for the term cos(3θ) is discussed, different coordinate systems in

which the yield surface is plotted are introduced. The so called Haigh-Westergaard

coordinate system is the same as Cartesian coordinate system with axes σ1, σ2 and

σ3 where the spatial positions of a point are expressed in terms of ξ, ρ and θ. If a
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Figure 2.4: Haigh-Westergaard coordinate system.

stress point is located at space diagonal, all principal stresses are equal and therefore

the space diagonal is called the hydrostatic axis and its unit vector is

n = 1√
3

(1, 1, 1). (2.40)

The plane perpendicular to the hydrostatic axis is called the deviatoric plane. Any

stress point P , can also be expressed in terms of the coordinates ξ, ρ and θ, where ρ

and θ are polar coordinates in the deviatoric plane and expressed as

ξ = I1√
3

and (2.41a)

ρ =
√

2J2. (2.41b)

It is also possible to depict the yield surface in a coordinate system with hydrostatic

(ξ) and deviatoric (ρ) axes, the yield surface in this plane is achieved by intersecting

the yield surface with a plane containing the hydrostatic axis, this plane is called

the Rendulic plane and is depicted in figure (2.6). In plasticity, the total strain is

additively decomposed into elastic and plastic strains as

ε = εe + εp, (2.42)

19



Figure 2.5: Deviatoric plane.

Figure 2.6: Rendulic plane, intersection of yield surface with the plane containing hydro-
static axis.

therefore the constitutive relation between stress and strain may be expressed as

σ = Ee : (ε− εp). (2.43)

Assuming that Ee is constant, the rate of stresses are expressed as

σ̇ = Ee : (ε̇− ε̇p), (2.44)

where the material time derivative of the stress tensor is defined as

σ̇ = ∂σ

∂t
. (2.45)
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In order to account for hardening, softening or perfect plasticity, parameter K is

introduced into the yield function

F (σ, K) = 0, (2.46)

where K contains hardening/softening parameters and it may be scalar or vectorial

based on the number of hardening/softening parameters, expressed as

K = K(κ). (2.47)

The hardening parameter is a function of internal variables κ and it is assumed in this

work that the number of hardening parameters are the same as internal variables. In

order to express the rate of plastic strain it is assumed that there exist a potential

function G that has the same form as the yield function,

G = G(σ,K) (2.48)

and the plastic flow is defined as

ε̇p = λ̇
∂G

∂σ
; λ̇ ≥ 0. (2.49)

The flow rule states that the direction of the plastic strain is expressed by the par-

tial derivative term (∂G
∂σ

) and the plastic multiplier λ̇ determines the magnitude of

ε̇p. If the plastic potential function is equal to the yield function (G = F ), it is

said that the plasticity is associated and if they are different (G 6= F ) the plastic-

ity is non-associated. Now that the yield function and flow rules are defined, the

Prager’s consistency condition is introduced in equation (2.50), it states that during
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the development of plastic strain the yield criterion should be fulfilled, that is

Ḟ = ∂F

∂σ
: σ̇ + ∂F

∂K
� K̇ = 0, (2.50)

where the multiplication sign � is used here because it is not yet known whether K

is scalar or matrix and it assures the full contraction of the second term in equation

(2.50). In this work it is assumed that the hardening and internal parameters are

scalars. The evolution of the internal variable is defined as

κ̇ = −λ̇ ∂G
∂K

, (2.51)

whereG is substituted with F in case of associated plasticity. It is very important that

the choice of yield and potential functions fulfill the second law of thermodynamics,

i.e., the dissipation inequality or ClausiusâĂŞDuhem inequality

σ : ε̇p −Kκ̇ ≥ 0. (2.52)

In the above equations the first term has the dimension of the energy rate per unit

volume and therefore the second term has the same dimension. It is said the σ is

conjugated to ε̇p because their product is an energy rate, therefore K and κ̇ are

conjugated as well. Equation (2.50) can be expressed in terms of the generalized

plastic modulus H as

Ḟ = ∂F

∂σ
: σ̇ −Hλ̇ = 0, (2.53)

where H may be expressed as

H = − ∂F
∂K

∂K

∂κ
. (2.54)
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In order to simplify the equation of elastoplastic tangent operator the following

Figure 2.7: Hardening plasticity, perfect plasticity and softening plasticity.

notations are used

n = ∂F

∂σ
and (2.55a)

m = ∂G

∂σ
, (2.55b)

where n and m are the normals to the yield and potential functions. Based on the

above formulations, the plastic multiplier and elastoplastic stiffness tensor become

λ̇ = 1
Hp
n : E : ε̇ and (2.56)

Eep = Ee − 1
Hp

E : m⊗ n : E, (2.57)

where Hp is defined as

Hp = H + n : E : m, (2.58)
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therefore the rate of elastoplastic constitutive relation takes the form of

σ̇ = Eep : ε̇. (2.59)

The loading condition for elastoplastic material behavior is

λ̇ ≥ 0, F (σ, K) ≤ 0, λ̇F (σ, K) = 0. (2.60)

The rheological model to describe plasticity with hardening is depicted in figure (2.8),

where H denotes the hardening parameter and r is for mixed hardening plasticity.

Figure 2.8: Rheological model for plasticity with hardening.

Based on this rheological model the general format of the free energy function for

plasticity takes the form

Ψ = Ψ[ε, εp, κ, a], (2.61)

where a is the internal parameter for kinematic hardening and it affects the yield

function in the form of plastic parameter α as follow

F = F (σred, K). (2.62)

The free energy function for linear mixed isotropic-kinematic hardening takes the

form

Ψ = 1
2ε

e : Ee : εe + 1
2Hrκ

2 + 1
2H(1− r)a2, (2.63)
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where r determines how much of the hardening is due to isotropic hardening and how

much is for kinematic hardening. In this dissertation only the isotropic hardening is

used and therefore a and r are removed from the equations of this section.

In order to introduce appropriate yield functions for ductile and brittle materials,

it is worthwhile to mention that it is assumed that the hydrostatic stress has little

influence for ductile materials while it has strong influence for brittle materials. For

initial yielding of metals, the yield surface depends on the deviatoric stresses and the

material behaves similar in tension and compression. An appropriate way to describe

this behavior is by von Mises criterion.

2.2.1 von Mises Criterion

This criterion is only dependent on the second invariant of deviatoric stress

tensor and is completely independent of hydrostatic stresses and the third invariant.

F = F (J2) =
√

3J2 − σy0 = 0. (2.64)

For the case of von Mises plasticity with linear isotropic hardening the yield function

Figure 2.9: von Mises criterion in the deviatoric and σ1 − σ2 plane.

becomes

F = F (J2) =
√

3J2 − σy(K) = 0 =⇒ F (J2) =
√

3J2 − (σy0 +K) = 0, (2.65)
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where for linear hardening

K = −
∫
Hκ̇, (2.66)

and the normal to the yield function takes the form

n = ∂F

∂σ
=
√

3
2

s√
J2
. (2.67)

2.2.2 Drucker-Prager Criterion

Drucker and Prager (1952) criteria is used to describe the yielding of materials

like concrete, soil and rocks. In this yield function the hydrostatic stress I1 is of high

importance and it is described as

F = F (I1, J2) =
√

3J2 + αI1 − β = 0, (2.68)

where α and β are material parameters related to cohesion and friction, α is dimen-

sionless and β has the units of stress and they are determined based on yield stresses

of the material in tension and compression,

α = fc − ft
fc + ft

, β = 2fcft
fc + ft

. (2.69)

From figure (2.10) it is observed that the Drucker-Prager yield surface is conical and

the diameter of the circle in the deviatoric plane decreases as the hydrostatic stress

increases. The normal to the yield function (n) is defined as

n = ∂F

∂σ
= ∂F

∂I1

∂I1

∂σ
+ ∂F

∂J2

∂J2

∂σ
= α1 +

√
3

2
s√
J2
. (2.70)
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Figure 2.10: Drucker-Prager criterion in the deviatoric and Rendulic plane.

2.2.3 Tresca Criterion

Tresca Tresca (1864) assumes that yielding in ductile material occurs when the

maximum shear stress achieves a certain limit, this is described by

| τ |= σy0

2 =⇒ F = σ1 − σ3 − σy0 = 0, (2.71)

where based on Mohr’s circle τ is described as

τ = σ1 − σ3

2 , σ1 > σ2 > σ3, (2.72)

where σi is the principal stress. This criteria forms a hexagonal surface which has the

same shape along the hydrostatic axis.

The normal to the yield function becomes

Figure 2.11: Tresca criterion in the deviatoric and Rendulic plane.
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n = ∂F

∂σ
= [
√

2
2 0

√
2

2 ]T , (2.73)

where it is concluded that the normal to the yield surface is 45 degrees inclined with

respect to principal coordinates.

2.2.4 Willam-Warnke Criterion

The Willam and Warnke (1975) yield surface is a three invariant yield surface

that is conical with curved meridians and has a non-circular section which varies along

the hydrostatic axis. In this dissertation the Menétrey and Willam (1995) format of

the yield surface is described and it is expressed in terms of the Haigh-Westergaard

coordinates,

F (ξ, ρ, θ) =
(√

1.5 ρ

K(κ)fc

)2

+m

(
ρ√

6K(κ)fc
r(θ, e) + ξ√

3K(κ)fc

)
− c(κ) = 0.

(2.74)

In equation (2.74) K is the hardening and κ is the internal plastic parameter and

Figure 2.12: Willam-Warnke yield surface in deviatoric plane for varying hydrostatic
stress.
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the parameters m and r are defined as

m = 3(K(κ)fc)2 − (λtft)2

K(κ)fcλtft
e

e+ 1 and (2.75a)

r(θ, e) = 4(1− e2) cos2 θ + (2e− 1)2

2(1− e2) cos θ + (2e− 1)[4(1− e2) cos2 θ + 5e2 − 4e]1/2
, (2.75b)

where λt is a scaling factor for the tensile concrete strength and e is a parameter that

defines the roundness of the yield surface. The parameter c controls the softening or

the hardening of the yield surface. The normal to the yield surface is expressed as

n = ∂F

∂σ
= ∂F

∂ξ

∂ξ

∂σ
+ ∂F

∂ρ

∂ρ

∂σ
+ ∂F

∂θ

∂θ

∂σ
, (2.76)

where the derivatives of the yield function with respect to the Haigh-Westergaard

coordinates are expressed as

∂F

∂ξ
= m√

3K(κ)fc
, (2.77a)

∂F

∂ρ
= 3ρ
K2(κ)f 2

c

+ mr(θ, e)√
6K(κ)fc

and (2.77b)

∂F

∂θ
= mρ√

6K(κ)fc
∂r(θ, e)
∂θ

. (2.77c)

The derivative of r(θ, e) with respect to θ is defines as

∂r(θ, e)
∂θ

= (−4(1− e2) sin 2θ) ∗ P1
P 2

1

− (−2(1− e2) sin θ + 0.5(2e− 1)[4(1− e2) cos2 θ + 5e2 − 4e]−1/2(−4(1− e2) sin 2θ)) ∗ P2
P 2

1
,

(2.78)

where the term P1 is defined as

P1 = 2(1− e2) cos θ + (2e− 1)[4(1− e2) cos2 θ + 5e2 − 4e]1/2 (2.79)
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and the term P1 is defined as

P2 = 4(1− e2) cos2 θ + (2e− 1)2. (2.80)

The derivatives of ξ, ρ and θ with respect to σ are expressed as follow

∂ξ

∂σ
= 1√

3
, (2.81a)

∂ρ

∂σ
=
√

2s
2
√
J2

and (2.81b)

∂θ

∂σ
= ∂θ

∂ cos 3θ
3
√

3
2

(s2 − 2
3J21)J

3/2
2 − 3

2J
1/2
2 J3s

J3
2

, (2.81c)

where

∂θ

∂ cos 3θ = − 1
3
√

1− cos2 3θ
. (2.82)

2.2.5 Rankine Criterion, St. Venant’s Criterion

Rankine [1820-1872] criterion is mostly used for brittle material behavior and it

assumes that yielding occurs when the principal stress achieves a certain value, for

this reason it is called the maximum principal stress criterion,

F = σ1 − σy0 = 0. (2.83)

In this criterion the normal to the yield criterion is parallel to the direction of

maximum principal stress. The St. Venant’s [1797-1886] criterion is similar to the

Rankine criterion except that the yield function is expressed in terms of principal

strains, therefore it is called the maximum principal strain criterion,

F = ε1 − εy0 = 0. (2.84)
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Figure 2.13: Rankine criterion.

This condition provides a cut off condition that can be preceded with plasticity,

damage and degradation of the material.

DAMAGE-PLASTICITY

In this section, the damage-plasticity formulations that are used to model con-

crete behavior are discussed. Two plasticity models of Drucker-Prager and Willam-

Warnke are used in order to account for the permanent deformation that retains

inside the deteriorated material while the scalar isotropic damage model accounts for

the deterioration of the elastic stiffness. At First the damage-plasticity model based

on Drucker-Prager model is discussed which is derived by Salari et al. (2004). In this

model it is assumed that the plasticity and damage have different loading functions

and damage enters the plasticity yield function in terms of effective stresses. For the

case of Willam-Warnke plasticity and damage, Menétrey and Willam (1995) format

of this yield function which is described by Cervenka and Papanikolaou (2008) is used

and the scalar damage is used to model the degradation of the material.

2.3.1 Drucker-Prager and Scalar Damage

The Helmholtz free enery function for this model is

ψ = ψe(εe, D) + ψp(ēp, D) (2.85)
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and the Clausius-Duhem inequality takes the form

(
σ − ∂ψe

∂εe

)
: ε̇+ ∂ψe

∂εe
: ε̇p − ∂ψe

∂ēp
˙̄ep − ∂ψe

∂D
Ḋ ≥ 0. (2.86)

The pressure sensitive yield function of the Drucker-Prager is expressed as

F p(σ, ēp, D) = αI1 +
√
J2 − (1−D)K, (2.87)

where ēp is the effective deviatoric plastic strain, and the term (1−D) is multiplied

by the cohesive resistance of the yield function. α and K may be expressed in terms

of uniaxial tensile and compressive strength as

α = 1√
3
fc − ft
fc + ft

and (2.88a)

K = 2√
3

fcft
fc + ft

. (2.88b)

It is worthwhile to mention that if equation (2.87) is divided by (1−D) the stresses

would become the effective stresses. The plastic hardening is assumed to be only

dependant on the equivalent deviatoric plastic strain, and the material parameters

are expressed in terms of exponential functions proposed by Shao et al. (1998)

α = αm − (αm − α0)e−b1ēp and (2.89a)

K = Km − (Km −K0)e−b2ēp , (2.89b)

where subscripts 0 and m denote the initial and maximum values of frictional and

cohesive parameters. In this model it is assumed that the volumetric part of the plastic

strain does not affect the hardening and it only enters the damage formulation and

therefore controlling the softening. It is also possible to introduce adequate softening

law to the Drucker-Prager formulation in order to increase the amount of permanent
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deformation of the material behavior if it is necessary, the softening law proposed in

this dissertation is

Ks =
(

log (ēp)
log (ēp0)

)
Khm, (2.90)

where Khm is the maximum value of hardening variable at the transition between

hardening and softening and ēp0 is the amount of effective deviatoric plastic strain at

the onset of softening. In summary the hardening/softening law may be expressed as

follow:

Kh = Km − (Km −K0)e−b2ēp , (2.91a)

Ks =
(

log(ēp)
log(ēp0)

)
Khm and (2.91b)

K = H(p2 − ε)Kh + H(ε− p2)Ks, (2.91c)

where p2 is a material parameter defining the transition of hardening to softening and

H is the heaviside function. The plastic potential is described as

Gp(σ, ēp) = βI1 +
√
J2, (2.92)

where β is the cohesive resistance of the potential function and defines whether the

formulation is associative or non-associative plasticity. The rate of the plastic strain

is defined as

ε̇p = λ̇
∂Gp

∂σ
(2.93)

and therefore, the volumetric and deviatoric parts of the plastic strain become

ε̇pm = λ̇β, (2.94a)

33



ėp = λ̇
s

2
√
J2
, (2.94b)

and therefore

˙̄ep =
√

2
3 ė

p : ėp = λ̇√
3
. (2.95)

Prager’s consistency condition assures that stress state remains on the yield surface

during loading and it is expressed as

Ḟ p = n : σ̇ + ∂F p

∂ēp
˙̄ep + ∂F p

∂D
Ḋ = 0, (2.96)

where n is normal to the yield surface and σ̇ is expressed as,

σ̇ = Ed : εe + Ėd : εe (2.97)

and Ed is the secant tensor of elastic damage and is given by

Ed = (1−D)Ee. (2.98)

Therefore equation (2.97) can be reformulated as

σ̇ = Ed :
(
ε− λ̇m

)
− ḊEe : εe, (2.99)

wherem is the normal to the plastic potential. The plastic consistency condition can

be expressed in terms of the plastic multiplier and damage rate as follow

(
n : Ed : m− ∂F p

∂ēp
1√
3

)
λ̇+

(
∂F p

∂σ
: Ee : εe − ∂F p

∂D

)
Ḋ = ∂F p

∂σ
: Ed : ε̇. (2.100)
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The damage function is expressed in terms of the volumetric strain and it assumes

that the deterioration of the material is only due to the expansive volumetric strains

and it is expressed as

Yv = 1
2K

0〈εev〉2 + c
∫ εpv

0
|σm|〈dεpv〉, (2.101)

where K0 is the initial bulk modulus and c has different values for tension and com-

pression and it determines the amount of coupling of the dilatant volumetric plastic

energy dissipation. The damage function is described in terms of energy and is for-

mulated as

F d(Yv, D) = Yv − r(D), (2.102)

where r(D) is the energy resistance function and may be expressed in terms of a

power function as

r(D) = r0(1−D)p−1, (2.103)

where r0 is the modulus of resilience and is defined as the volumetric strain energy

at peak stress in uniaxial tension and p represents the ratio of modulus of resilience

and modulus of toughness which is expressed as

p = r0

gf
. (2.104)

The damage consistency condition based on Prager’s consistency condition is formu-

lated as

Ḟ d = ∂F d

∂Yv
Ẏv + ∂F d

∂D
Ḋ, (2.105)
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Figure 2.14: Uniaxial stress-strain curve of the damage model.

where

Ẏv = K0〈εev〉1 : ε̇− 3λ̇
(
K0〈εev〉

∂Gp

∂I1
− c|σm|〈

∂Gp

∂I1
〉
)

(2.106)

and Macaulay brackets 〈〉 are defined as

〈x〉 = x ∀x > 0 and

〈x〉 = 0 ∀x ≤ 0. (2.107)

Finally by substituting equation (2.106) into (2.105) the second consistency condition

becomes

−3Rd

(
K0〈εev〉

∂Gp

∂I1
− c|σm|〈

∂Gp

∂I1
〉
)
λ̇+ Ḋ −RdK

0〈εev〉1 : ε̇ = 0, (2.108)

where Rd is defined as

Rd =
∂F d

∂Yv
∂F d

∂D

with Rd < 0. (2.109)
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The formulation of damage and plasticity with different loading functions is similar to

multi-surface plasticity models and equations (2.100) and (2.109) may be combined

to form the matrix format of the consistency condition,

A11 A12

A21 A22


 λ̇
Ḋ

 =

B1

B2

 . (2.110)

The plastic multiplier and damage rate are expressed as follow

 λ̇
Ḋ

 = 1
A11A22 − A12A21

 A22 −A12

−A21 A11

 =

B1

B2

 (2.111)

and finally the loading conditions requires that the coefficient matrix must be positive,

A11 has to be positive for plasticity, A22 has to be positive for damage loading and

A11A22 > A12A21 should hold for combined loading together with

Ḋ > 0 if A11B2 − A21B1 > 0 and (2.112a)

λ̇ > 0 if A22B1 − A12B2 > 0. (2.112b)

Now that the background formulations for plasticity, damage and the coupling be-

tween these models is described, an implicit backward Euler method in conjunction

with Newton-Raphson method is used to find the updated values of the unknown

which is explicitly explained and presented in the following chapters.

The elastoplastic damage tangent operator can be achieved analytically based

on the aforementioned equations and it has three formats based on the loading con-

ditions, it could be elastodamage, elastoplastic and elastoplastic damage. In the

absence of the plasticity the elastodamge tangent operator is expressed as

Eed = Ed +RdK
0〈εev〉1⊗ (Ee : εe) (2.113)
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and in the absence of damage the elastoplastic tangent operator becomes

Eep = Ee − Ee : n⊗m : Ee

n : Ee : m− ∂F p

∂ēp
1√
3

(2.114)

where n and m are the normals to the yield and plastic potential. The elastoplastic

damage tangent operator is expressed as

Eepd = Ed +RdK
0〈εev〉1⊗ (Ee : εe)−(

Ed : n+Rd(n : Ee : εe − ∂F p

∂D )K0〈εev〉1
)
⊗
(
Ed : m+ 3Rd

(
K0〈εev〉∂G

p

∂I1
− c|σm|〈∂G

p

∂I1
〉
)
Ee : εe

)
(
n : Ed : m− ∂F p

∂ēp
1√
3 + 3Rd(n : Ee : εe − ∂F p

∂D )
(
K0〈εev〉∂G

p

∂I1
− c|σm|〈∂G

p

∂I1
〉
))
(2.115)

and this is used in order to assemble the global stiffness matrix of the finite element

model and to check the global equilibrium conditions.

2.3.2 Willam-Warnke and Scalar Damage

The Helmholtz free energy function has the same form as of the Drucker-Prager

plasticity and is

ψ = ψe(εe, D) + ψp(κ,D) (2.116)

and the Clasius-Duhem inequality becomes

(
σ − ∂ψe

∂εe

)
: ε̇+ ∂ψe

∂εe
: ε̇p − ∂ψe

∂κ
κ̇− ∂ψe

∂D
Ḋ ≥ 0. (2.117)

In this model the Menétrey and Willam (1995) format of the Willam-Warnke plas-

ticity model is used, while the damage formulation is kept similar to the one used

in connection with Drucker-Prager model. The damage parameter enters the plastic

yield function in the form of effective stresses and then this function is multiplied by
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the term (1−D)2 which takes the form

F (ξ, ρ, θ,D) =
(√

1.5 ρ

K(κ)fc

)2

+ (1−D)m
(

ρ√
6K(κ)fc

r(θ, e) + ξ√
3K(κ)fc

)
−

(1−D)2c(κ) = 0, (2.118)

where as explained in the theory section, this yield function is presented in terms of

Haigh-Westergaard coordinate system, m is the cohesion parameter of the material,

r(θ, e) is a function of θ and e where e defines the roundness of the failure surface,

m = 3(K(κ)fc)2 − (λtft)2

K(κ)fcλtft
e

e+ 1 and (2.119a)

r(θ, e) = 4(1− e2) cos2 θ + (2e− 1)2

2(1− e2) cos θ + (2e− 1)[4(1− e2) cos2 θ + 5e2 − 4e]1/2
. (2.119b)

The hardening variable K is a function of the internal parameter κ that is a function

of the volumetric plastic strain, that is in contrast to the hardening variable of the

Drucker-Prager formulation, where the internal hardening parameter is a function of

effective deviatoric plastic strain,

K(κ) = K(εpv) = K0 + (1−K0)

√√√√1−
(
εpv,t − εpv
εpv,t

)2

, (2.120)

where εpv,t is the volumetric plastic strain at uniaxial material strength and K0 is the

initial value of the hardening which defines the initial yield surface. The function c(κ)

controls the softening branch of the material behavior and it simulates the decohesion

of the material as

c(κ) = c(εpv) =

 1
1 +

(
n1−1
n2−1

)2


2

, (2.121)
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where n1 and n2 are functions of volumetric plastic strain defined as

n1 = εpv
εpv,t

and (2.122a)

n2 = εpv,t + t

εpv,t
(2.122b)

and the parameter t controls the slope of the softening branch. In the case of the

non-associated flow rule, the Drucker-Prager plastic potential is used and is defined

as

Gp = βI1 +
√
J2 (2.123)

and therefore recalling from the plasticity theory the rate of plastic strain and internal

plastic variable become

ε̇p = λ̇
∂Gp

∂σ
and (2.124)

κ̇ = −λ̇∂G
p

∂K
. (2.125)

The Prager’s consistency condition for this yield envelope becomes

Ḟ p = ∂F p

∂σ
: σ̇ + ∂F p

∂εpv
ε̇pv + ∂F p

∂D
Ḋ = 0, (2.126)

where σ̇ may be expressed as

σ̇ = Ed :
(
ε̇− λ̇m

)
− ḊEe : εe (2.127)

and the volumetric plastic strain rate is given by

ε̇pv = 1 : ε̇p = λ̇1 :
(
β1 + 1

2
s√
J2

)
= 3λ̇β (2.128)
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and finally the consistency condition in terms of plastic multiplier and damage rate

become

(
n : Ed : m− 3∂F

p

∂εpv
β

)
λ̇+

(
n : Ee : εe − ∂F p

∂D

)
Ḋ = n : Ed : ε̇. (2.129)

The damage formulation is the same as the one used for Drucker-Prager plasticity

model and therefore the second consistency condition based on damage function is

expressed as

−3Rd

(
K0〈εev〉

∂Gp

∂I1
− c|σm|〈

∂Gp

∂I1
〉
)
λ̇+ Ḋ −RdK

0〈εev〉1 : ε̇ = 0. (2.130)

The structure of this damage-plasticity model is the same as the one described in

the last section. Finally the elastodamage, elastoplastic and elastoplastic tangent

operators are expressed in the equations (2.131), (2.132) and (2.133) respectively. In

the absence of the plasticity the elastodamge tangent operator is expressed as

Eed = Ed +RdK
0〈εev〉1⊗ (Ee : εe). (2.131)

The elastoplastic tangent operator becomes

Eep = Ee − Ee : n⊗m : Ee

n : Ee : m− 3β ∂F p
∂εpv

(2.132)

and in the presence of damage and plasticity the elastoplastic damage tangent oper-

ator is expressed as

Eepd = Ed +RdK
0〈εev〉1⊗ (Ee : εe)−(

Ed : n+Rd(n : Ee : εe − ∂F p

∂D )K0〈εev〉1
)
⊗
(
Ed : m+ 3Rd

(
K0〈εev〉∂G

p

∂I1
− c|σm|〈∂G

p

∂I1
〉
)
Ee : εe

)
n : Ed : m− 3β ∂F p

∂εpv
+ 3Rd(n : Ee : εe − ∂F p

∂D )
(
K0〈εev〉∂G

p

∂I1
− c|σm|〈∂G

p

∂I1
〉
) ,

(2.133)
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where the second term is considering the damage contribution and the third term is

the combination of damage and plasticity.
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Chapter 3. Failure Diagnostics
Discrete failure of a material is preceded by a hierarchy of kinematic deterio-

ration of the continuum into a discontinuum. This hierarchy is consisted of loss of

stability, diffuse failure, localized failure and finally the discrete failure. This topic is

comprehensively discussed and explained by Willam and Iordache (2001), Maier et al.

(1996) and Willam (2002), in this chapter a summary of these failure indicators is

presented in order to have a better vision of localized failure. After this background

about the failure indicators, the localization analysis for different yield functions is

performed and finally the extended finite element method is described.

FAILURE INDICATORS

In this section, the loss of stability, diffuse failure or loss of uniqueness and

localized failure or loss of ellipticity is discussed. The analytical localization analysis

is performed and the critical angles and hardening values associated with Drucker-

Prager, von Mises and Tresca criteria are presented.

3.1.1 Loss of Stability

Loss of material stability is defined with the loss of positive internal work, this

internal work is defined as

d2W = 1
2 ε̇ : Eep : ε̇ (3.1)

and the positiveness of the second order work density is the sufficient condition for

the continuity of the material, that is

d2W = 1
2 ε̇ : Eep : ε̇ > 0, ∀ε̇ 6= 0. (3.2)

In the case of non-associated elastoplasticity where the normal to the yield surface is

different from the normal to the plastic potential, the elastoplastic stiffness matrix is

not symmetric anymore, and since the second order work density only extracts the

43



symmetric part of the tangent operator the equation (3.2) takes the form

d2W = 1
4 ε̇ :

(
Eep + EepT

)
: ε̇, (3.3)

and therefore the condition for loss of stability becomes

d2W = 0, ∀ε̇ 6= 0, (3.4)

where it may be expressed in the form of loss of positive definiteness of the symmetric

elastoplastic tensor as

det
(1

2
[
Eep + EepT

])
= 0 =⇒ λmin

(1
2
[
Eep + EepT

])
= 0. (3.5)

Based on Bromwich bounds, this eigenvalue is the lower bound of the eigenvalues of

the non symmetric elastoplastic tensor,

λmin(Eepsym) ≤ <(λi(Eep)) ≤ λmax(Eepsym). (3.6)

Based on Maier and Hueckel (1979) the critical hardening value that corresponds to

loss of stability is expressed as

H = 1
2

[√
(n : Ee : n)(m : Ee : m)− n : Ee : m

]
. (3.7)

3.1.2 Diffuse Failure, Loss of Uniqueness

Diffuse failure maintains continuity in displacement rates and the gradient of

displacement rates and is defined as a stationary state in the rate of stresses which

manifest itself as a limit point in the material response curve, expressed as

σ̇ = 0 =⇒ Eep : ε̇ = 0. (3.8)
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Based on the equation (3.8), the condition for loss of uniqueness reduces to

det (Eep) = 0 =⇒ λmin(Eep) = 0, (3.9)

where this condition states that in case of associated plasticity the loss of uniqueness

and loss of stability are identical and in the case of non associated plasticity diffuse

failure is preceded by loss of stability. The elastoplastic tangent operator is expressed

as

Eep = Ee − 1
Hp

Ee : m⊗ n : Ee =⇒

(Ee)−1 : Eep = I− (Ee)−1 : 1
Hp

Ee : m⊗ n : Ee, (3.10)

and since the determinant of the elastic tensor is positive, the condition in equation

(3.9) can be expressed as

det
(
(Ee)−1 : Eep

)
= 1− n : Ee : m

H + n : Ee : m = 0, (3.11)

from which the critical hardening value (H) for loss of uniqueness is achieved.

3.1.3 Loss of Ellipticity

Loss of ellipticity is defined as a jump in the gradient of displacement rate across

merging surfaces while the rate of the displacements field remain continuous across

the discontinuity surface, that is

u̇+ = u̇− =⇒ [[u̇]] = 0 and (3.12a)

∇u̇+ 6= ∇u̇− =⇒ [[∇u̇]] 6= 0. (3.12b)
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According to Maxwell compatibility condition, the jump in the gradient of displace-

ment filed can be expressed as

[[∇u̇]] = γ̇M ⊗N , (3.13)

where the scalar value γ̇ expresses the magnitude of the jump across the discontinuity

surface,N is the normal to this surface andM is the polarization vector which defines

the direction of the jump i.e., if it is parallel to N it represents an opening mode,

if it is perpendicular to N the jump is of shear nature, and other angles declare a

mixed mode jump. In order to have equilibrium across the discontinuity surface, it

Figure 3.1: Discontinuity surface.

is required that the traction vectors on the sides should be equal and in opposite

direction, i.e.,

[[ṫ]] = ṫ
+ − ṫ− = 0. (3.14)

According to Cauchy’s lemma

[[ṫ]] = N · [[σ̇]] = N · [[Eep : ε̇]] = N · Eep : [[ε̇]]

=⇒ [[ṫ]] = γ̇N · Eep ·N ·M = γ̇Qep ·M = 0, (3.15)
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where Qep is the elastoplastic localization tensor and is defined as

Qep = N · Eep ·N . (3.16)

Therefore, the loss of ellipticity happens when the elastoplastic localization tensor

(acoustic tensor) is singular, i.e.,

det (Qep) = 0 =⇒ λmin(Qep) = 0. (3.17)

Based on the equation (3.17) the loss of ellipticity occurs when the minimum eigen-

value of the acoustic tensor is equal to zero, the same argument can be carried out for

the case of elastodamage or elastoplastic damage tangent operators. In the case of

elastoplastic material behavior the elastoplastic localization tensor may be expressed

as

Qep = Qe − N · E
e : m⊗ n : Ee ·N

Hp
, (3.18)

where it can be reformulated as

Qep = Qe − em ⊗ en
Hp

, (3.19)

where

em = N · Ee : m and (3.20a)

en = n : Ee ·N . (3.20b)
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Based on Ottosen and Runesson (1991), the generalized eigenvalue problem is defined

as

det
[
Qe−1 ·Qep

]
= 0, (3.21)

where

Qe−1 ·Qep = 1−Qe−1 · em ⊗ en
Hp

. (3.22)

Therefore the solution of the lowest eigenvalue of equation (3.22) becomes

λmin
(
Qe−1 ·Qep

)
= 1− em ·Qe−1 · en

H + n : Ee : m (3.23)

and the critical hardening modulus indicating loss of ellipticity may be expressed as

H = en ·Qe−1 · em − n : Ee : m. (3.24)

LOCALIZATION ANALYSIS

This section covers the analytical solution of the localization analysis of the

elastoplastic models which has been discussed thoroughly by Chaves (2003). The

localization analysis can be performed for the case of associated and non-associated

flow rules, while the non-associated case is divided into the collinear and not collinear

cases. In this work the localization analysis of the associated models ae theoretically

derived and the localization analysis of the non-associated plasticity and damage mod-

els are numerically implemented into the constitutive driver which will be explained

in the numerical implementation chapter.

The critical localization angle in the case of associated plasticity is on the 1− 3
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plane and based on Chaves (2003) it is defined as

tan2(θcr) = −n3 + νn2

n1 + νn2
, (3.25)

where ni’s are the eigenvalues of the normal to the yield surface. The critical angle is

defined as the angle between the first principal axis of the normal to the yield surface,

n1, and the normal to the localization surface. In the case of non-associated flow, the

Figure 3.2: Normal to the discontinuity surface, associated flow rule.

normal to the discontinuity surface has components in all the directions. Based on

figure (3.3) the components of the normal to the discontinuity surface become

N1 = cosφ cosα, (3.26a)

N2 = cosφ sinα, and (3.26b)

N3 = sinφ. (3.26c)

It is also possible to show the normal to the discontinuity surface with regards to the

direction of loading as shown in figure (3.4).
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Figure 3.3: Normal to the discontinuity surface, non-associated flow rule.

Figure 3.4: Demonstration of the critical angle in tension and compression.

3.2.1 Localization Analysis of Rankine Criterion

The Rankine’s criterion is described as

F = σ1 − σy0 = 0, (3.27)
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therefore the normal to the yield surface becomes

n = m = ∂F

∂σ
=


1 0 0

0 0 0

0 0 0

 , (3.28)

and the critical hardening value for this criterion is zero. In short the results of local-

ization analysis are shown in table (3.1). It is interesting to mention that this confirm

Table 3.1: Localization analysis of Rankine’s criterion.

critical angle tan2(θcr) = 0 =⇒
{
θcr1 = 0
θcr2 = 0

critical hardening Hcr = 0

the modes of failure associated with the Rankine’s criterion, that is the material fails

perpendicular to the direction of the principal stress.

Figure 3.5: Critical angle and failure surface based on Rankine’s criterion.

3.2.2 Localization Analysis of von Mises Criterion

The von Mises criterion is describes as

F =
√

3J2 − σy(K) = 0. (3.29)
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The normal to the yield surface is defined as

n = ∂F

∂σ
=
√

3s
2
√
J2
, (3.30)

where s is described in terms of the principal stresses as

s =


2σ1−σ2−σ3

3 0 0

0 2σ2−σ1−σ3
3 0

0 0 2σ3−σ1−σ2
3

 . (3.31)

Therefore the second invariant of the deviatoric stress tensor becomes

J2 = 1
2

√
σ2

1 + σ2
2 + σ2

3 (3.32)

and finally based on equation (3.25) the critical angle and hardening values are pre-

sented in table (3.2). This provides different critical angles and hardening modulus

Table 3.2: Localization analysis of von Mises criterion.

critical angle tan2(θcr) = −S3+νS2
S1+νS2

critical hardening Hcr = − 3ES2
2

2(S2
1+S2

2+S2
3)

based on different loading scenarios which will be thoroughly discussed in the follow-

ing chapters.

3.2.3 Localization Analysis of Tresca Criterion

The Tresca criterion is defined as

F = |σ1 − σ3

2 | − τmax = 0, (3.33)
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therefore the normal to the yield function becomes

n = m = ∂F

∂σ
=


1
2 0 0

0 0 0

0 0 −1
2

 . (3.34)

This results in the critical angle and hardening modulus presented in table (3.3). As

Table 3.3: Localization analysis of Tresca criterion.

critical angle tan2(θcr) = 1 =⇒
{
θcr1 = +45o
θcr2 = −450

critical hardening Hcr = 0

expected, critical angles associated with Tresca criterion are 45 degrees with respect

to the principal direction which is in agreement with the pure shear failure mode of

ductile materials.

3.2.4 Localization Analysis of Drucker-Prager Criterion

The yield function and plastic potential used to model Drucker-Prager plasticity

are

F = αI1 +
√
J2 −K = 0 and (3.35a)

G = βI1 +
√
J2, (3.35b)

therefore for the case of non-associated flow the normal to the yield and potential

functions become

n = α1 + s

2
√
J2

and (3.36a)

m = β1 + s

2
√
J2
. (3.36b)
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Based on Chaves (2003) the critical angle for the non-associated plasticity with

collinearity between n and m is expressed as

tan2 θ13 = [(m3 −m1)n2 + (n3 − n1)m2]ν + (2n3 − n1)m3 −m1n3

[(m1 −m3)n2 + (n1 − n3)m2]ν + (2n1 − n3)m1 − n1m3
. (3.37)

The corresponding values of the critical hardening and critical angle are presented in

table (3.4), where where

Table 3.4: Localization analysis of non-associated Drucker-Prager criterion.

critical angle tan2(θcr) = −(1+ν)(β+α)−2(S3+νS2)
(1+ν)(β+α)+2(S1+νS2)

critical hardening Hcr = − E
(1−ν2) [A1 + A2 + A3]

A1 = [(1− 2ν)S3 + (1 + ν)β][(1− 2ν)S3 + (1 + ν)α]
(1− 2ν) , (3.38a)

A2 = [2(νS2 + S1) + (1 + ν)(β + α)]2
4 , (3.38b)

A3 = −3(1− ν)(1− 2ν)τ 2
oct + (1 + ν)(αβ)
(1− 2ν) , (3.38c)

and τoct is given by

τ 2
oct = 1

9[(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2]. (3.39)

In the case of associated flow rule it is sufficient to substitute β with α.

EXTENDED FINITE ELEMENT METHOD

Extended finite element method is explained and introduced in this section.

This method is a particular form of the partition of unity method (PUM) and it has

been chosen because of its capability to model crack initiation and propagation with-

out remeshing, because of the availability of the subroutines to modify and enhance

the crack propagation and its orientation and because it does not need to conform

with internal boundaries. The articles of Belytschko and Black (1999), Moës et al.
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(1999), Moës et al. (2000) and Giner et al. (1999) and the manual of Abaqus soft-

ware(ABAQUS (2012)) from Dassault company are utilized to explain and introduce

this model. The governing equations for a cracked body in space are expressed as

follow

σji,j + bi = 0 in Ω, (3.40a)

σijnj = ti on Γt, (3.40b)

σijnj = 0 on ΓS+ , and (3.40c)

σijnj = 0 on ΓS− , (3.40d)

where the boundary condition is

u = ū on Γu (3.41)

and the domain and its boundaries are depicted in figure (3.6).

Figure 3.6: The domain and its boundaries.
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The weak format of equilibrium equation is defined as

∫
Ω
σ : ε(v)dΩ =

∫
Ω
b · vdΩ +

∫
Γt
t̄ · vdΓ ∀v ∈ U0, (3.42)

where the test function space U0 is defined as

U0 = {v ∈ V : v = 0 on Γu, v discontinuouson ΓS}. (3.43)

The space V is the space related to the trial function. It is observed that the strong and

weak formulation is very similar to the continuous formulation, however the difference

manifest itself in the discretization of the problem, where the crack is modeled using

discontinuous enrichment of the elements. In the most general case of XFEM, the

displacement approximation is described as

uxfem(x) =
∑
i∈Φ

Ni(x)ui +
∑
i∈ΦH

Ni(x)H(x)ai +
∑
i∈ΦC

[
Ni(x)

4∑
α=1

Fα(x)biα
]
, (3.44)

where Φ is the set of all nodes in the domain, ΦH is the set of nodes containing

the crack and ΦC is the set of nodes containing the crack tip. H is the heaviside

function, Fα are the crack-tip functions, ai and biα are the degrees of freedom of

enriched nodes and ui are physical nodal displacements of non-enriched nodes. As it

is observed from figure (3.7) the crack does not have to follow the element edges and

it could pass through the elements. For simplicity it is assumed that all the elements

are fully cracked, i.e., there is no need to consider crack-tip enrichment functions,

therefore the complexity of the problem is reduced while the accuracy of the model

is preserved. From equation (3.45) it is concluded that the physical displacement at

an enriched node does not correspond to the true displacement, therefore the shifted
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Figure 3.7: Heaviside and crack-tip enrichment.

basis formulation is introduced as a modification to the formulation, expressed as

uxfem(x) =
∑
i∈Φ

Ni(x)ui +
∑
i∈ΦH

Ni(x) [H(x)−H(xi)]ai. (3.45)

In this report it is assumed that the material remains continuous until a certain

fracture initiation criterion is met and then crack grows in the direction that has

the critical localization properties. The XFEM capability of Abaqus software is used

while the initiation and propagation of the crack is controlled by a user subroutine

called UDMGINI which will be discussed in the following chapters. Abaqus software

has a few capabilities of extended finite element method modeling from which the

cohesive segment method with phantom nodes is chosen. This method assumes a

traction-separation cohesive behavior for the element and could be used for both

brittle and ductile material behaviors. Phantom nodes are superposed on the original
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Figure 3.8: Modification of the enrichment by removing crack-tip enrichments.

nodes and are constrained to the original nodes when the element is continuous,

however when the element is cracked the element splits into two parts where each

part contains a combination of real and phantom nodes. The element is assumed

Figure 3.9: Phantom nodes.

to be totally cracked when the cohesive strength of the element becomes zero and

the phantom nodes and real nodes move independently. In order to have a set of full

interpolation basis, the part of the real domain of the cracked element, Ω0, is extended

to the phantom domain, Ωp, and therefore the displacement in the real domain, Ω0,
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can be interpolated by the nodes of the phantom and real domain. The jump in the

displacement field is calculated by only integrating the real part of each domain i.e.,

Ω+
0 and Ω−0 . The traction-separation behavior used in this work is a linear uncoupled

behavior expressed as

t =


tn

ts

tt

 =


Knn 0 0

0 Kss 0

0 0 Ktt




δn

δs

δt

 = Kδ, (3.46)

where the units of Kii is pressure divided by displacement. The implementation of

Figure 3.10: Traction-separation behavior, linear and nonlinear.

the user subroutine requires the introduction of a failure criteria and a normal vector

defining the direction of cracking. The failure criteria used in this work are the strain

format of J2 plasticity, Tresca and St. Venant in the form of nominal formulation

which produces a value between zero to one. The crack propagation occurs when this

criteria is equal to one. The direction of the crack is predicted by the localization

analysis of the failure criteria as an example in the case of cast iron the Rankine

criterions is used and the localization analysis predicts that the crack propagates

perpendicular to the direction of the maximum principal stress. The details of the

implementation of these models is described in the following chapters.
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Chapter 4. Numerical Implementation
In this chapter the numerical implementation of the previously discussed plastic

and damage-plasticity models are discussed, and the the numerical localization anal-

ysis of these models is described. These problems are static problems and they are

solved using a nonlinear displacement control scheme. At each displacement step, for

each element and Gauss point the strains are calculated and a constitutive driver is

called to calculate the updated values of stresses, plastic strains, damage variables

and internal parameters. Afterwards the elastoplastic, elastodamage or elastoplastic

tangent operator is calculated and the global stiffness matrix and force vectors are

assembled for all the elements and finally the error associated with the displacement

guess is calculated, if it is less than the tolerance, it proceeds to next step, otherwise

the Newthon-Raphson method is used to update the displacement values. This pro-

cedure is repeated until the convergence is achieved. For the constitutive driver, a

fully implicit backward Euler method along with the Newthon-Raphson method are

utilized to solve for the unknowns which is explained later in this chapter. It should

be noted that the proposed models are coded in Matlab software [Matlab (2011)] and

Fortran and then they are implemented inside a user subroutine UMAT to be able

to connect it to Abaqus software [ABAQUS (2012)]. For detailed information about

numerical modeling please refer to Simo and Hughes (1998).

BACKWARD EULER FOR PLASTICITY MODELS

The input values for a plastic constitutive driver are the old stress nσ, the old

plastic strain nεp, the old strain nε, the old internal variables nκ and the strain

increment ∆ε. Inside the constitutive driver the trial values are calculated as

σtr = nσ + Ee : ∆ε, (4.1)
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n+1ε = nε+ ∆ε, and (4.2)

Ktr = nK. (4.3)

Based on the trial values of stresses and hardening variables, it is now possible to

calculate the trial yield function by defining the trial value of the stress invariants

I1
tr = 1 : σtr, (4.4a)

J2
tr = 1

21 :
(
σtr − 1

3I
tr
1

)2
, (4.4b)

J2
tr = 1

31 :
(
σtr − 1

3I
tr
1

)3
, (4.4c)

and therefore

F p,tr = F p(I tr1 , J tr2 , J tr3 , Ktr), (4.5)

where the underline is used because the number of the hardening variables may be

different. If the trial yield function is greater than or equal to zero, it means that the

trial values that are calculated are passing the yield envelope and they need to be

returned to the yield surface with a return mapping, otherwise, the material is still

in the elastic range and the trial values are correct, i.e.,

if F p,tr < 0 =⇒

n+1σ = σtr, (4.6a)

n+1εp = nεp, (4.6b)

n+1K = nK, (4.6c)

n+1∆λ = n∆λ, and (4.6d)
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Eep = Ee. (4.6e)

In the case of plastic loading, the backward Euler is applied and the incremental

problem becomes

σ̇ = Ee : (ε̇− ε̇p) =⇒ ∆σ = Ee : (∆ε−∆εp), (4.7)

where the incremental plastic strain is

∆εp = ∆tλ̇m =⇒ ∆εp = ∆λm. (4.8)

Therefore the updated stress becomes

n+1σ = nσ + Ee : ∆ε︸ ︷︷ ︸
σtr

−∆λEe : m. (4.9)

Based on the backward Euler method the hardening variable takes the form

K̇ = ∂K

∂κ
· κ̇ =⇒ n+1K = nK −∆λ∂K

∂κ
· ∂G

p

∂K
, (4.10)

where in the case of single hardening variable it could take the form

n+1K = nK + ∆λH, (4.11)

where the hardening is defined as

H = −∂K
∂κ
· ∂G

p

∂K
. (4.12)

Now in order to solve for the values of stress, hardening and plastic multiplier that

satisfy the conditions in equation (4.13), the Newthon-Raphson method is used and
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expressed as

λ̇ ≥ 0, F p ≤ 0, λ̇F p = 0. (4.13)

In order to use the Newton-Raphson method, the residual functions should be defined

as

Rσ = σ − σtr + ∆λEe : m = 0, (4.14a)

RK = K − nK −∆λH = 0, (4.14b)

R∆λ = F p(σ, K,∆λ) = 0, (4.14c)

and the vector of unknowns X and the residual vector R are defined as

XT =
(
σ K ∆λ

)
and (4.15a)

RT =
(
Rσ RK R∆λ

)
. (4.15b)

Now that the unknown vectors and residuals are specified, the Newthon-Raphson

iteration is acquired to solve for the unknowns as follows:

1. Given the X(k) in iteration k, compute J (k) = ∂R
∂X

where J is the Jacobian matrix

2. Calculate the unknowns of step (k + 1)

X(k+1) = X(k) + δX where δX = −
[
J (k)

]−1
R(k)

3. Update the residuals based on the calculated improved solution, R(k+1) = R(X(k+1))

4. Check the convergence, if |R(k+1)| < TOL, stop, else goto step 1 and continue the

iteration.
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The jacobian matrix can be explicitly expressed as

J =


∂Rσ

∂σ
∂Rσ

∂K
∂Rσ

∂∆λ

∂RK
∂σ

∂RK
∂K

∂RK
∂∆λ

∂R∆λ
∂σ

∂R∆λ
∂K

∂R∆λ
∂∆λ

 . (4.16)

Finally when the return mapping process is finished, the elastoplastic tangent operator

is calculated, the global equilibrium is checked and if the tolerance is achieved it

proceeds to the next step, otherwise, the updated values of the displacement will

enter the constitutive driver in terms of ∆ε and the process is repeated.

BACKWARD EULER FOR DAMAGE MODEL

In this section the constitutive driver for the case of pure damage is discussed.

The damage model that is used here is discussed earlier in the theory chapter, the

damage function is expressed as

F d(Yv, D) = Yv − r(D), (4.17)

where the volumetric strain energy is given by

Yv = 1
2K

0〈εev〉2 + c
∫ εpv

0
|σm|〈dεpv〉 (4.18)

and for the case of pure damage it is reduced to

Yv = 1
2K

0〈εev〉2. (4.19)

The resistance function is expressed as

r(D) = r0(1−D)p−1. (4.20)
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The rate of the volumetric strain energy is expressed as

Ẏv = K0〈εev〉1 : ε̇. (4.21)

The trial value of the volumetric strain energy is calculated based on the equation

(4.19) as

Y tr
v = 1

2K
0εe,trv if εe,trv > 0, (4.22a)

Y tr
v = 0 ≤ 0, (4.22b)

and the trial value of the resistance function is defined as

rtr = r0(1− nD)p−1. (4.23)

The trial damage function is calculated as

F d,tr = Y tr
v − rtr. (4.24)

In the case that F d,tr is greater than or equal to zero, a constitutive driver is used to

calculate the new value of the damage variable D, otherwise the material behavior is

elastic and the updated values are as follows:

n+1σ = σtr, (4.25a)

n+1D = nD, and (4.25b)

Ed = (1− nD)Ee. (4.25c)

If F d,tr > 0 then the trial values are an overestimate of the actual values and they

need to be corrected. The damage variable needs to be modified to satisfy the residual
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equation,

RD = F d = Yv − r = 0 (4.26)

and therefore the updated value for D is defined as

n+1D = nD − [J ]−1 nRD. (4.27)

The jacobian is defined as

J = ∂RD

∂D
= r0(p− 1)(1− nD)p−2 (4.28)

and the updated value of D becomes

n+1D = nD − 1
r0(p− 1)(1− nD)p−2

nRD. (4.29)

The new damage variable, n+1D, is substituted into the residual function and if

the tolerance is achieved, it is used to update the stress and elastodamage tangent

operator, otherwise the process is repeated, finally the updated stress tensor and

tangent operator are given by

n+1σ = σtr
1− n+1D

1− nD
and (4.30)

Ed = (1− n+1D)Ee. (4.31)

BACKWARD EULER FOR DAMAGE PLASTICITY MODELS

The constitutive model of damage-plasticity model is very similar to the plastic-

ity case except that the damage function is also present. This section is divided into
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two parts, one for the Drucker-Prager model and the other for Willam-Warnke model.

In these models the trial values for damage and plasticity functions are calculated and

if both are greater than or equal to zero then the coupled plastodamage constitutive

driver is called.

4.3.1 Constitutive Driver for Drucker-Prager and Damage Model

If both the damage and plastic functions are negative the material is still in the

elastic region and the variables are expressed as follow:

if F p,tr < 0 and F d,tr < 0

n+1σ = σtr, (4.32a)

n+1εp = nεp, (4.32b)

n+1ēp = nēp, (4.32c)

n+1∆λ = n∆λ, (4.32d)

n+1D = nD, (4.32e)

n+1Yv = Y tr
v , and (4.32f)

Eepd = (1− nD)Ee. (4.32g)

In the case that both the damage and plastic functions are positive, the residuals are

given by

if F p,tr ≥ 0 and F d,tr ≥ 0

Rσ = σ − σtr + ∆λ(1− nD + ∆D)Ee : m+ ∆DEe : (εe + ∆ε) = 0, (4.33a)

Rēp = ēp − nēp − ∆λ√
3

= 0, (4.33b)

R∆λ = αI1 +
√
J2 − (1− nD + ∆D)K = 0, and (4.33c)

RD = Yv − r0(1− nD + ∆D)p−1. (4.33d)
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The residual and variable vectors become

XT =
(
σ ēp ∆λ D

)
and (4.34a)

RT =
(
Rσ Rēp R∆λ RD

)
. (4.34b)

Now that the unknown vectors and residuals are specified, the Newthon-Raphson

iteration is acquired to solve for the unknowns as follows:

1. Given the X(k) in iteration k, compute J (k) = ∂R
∂X

where J is the Jacobian matrix

2. Calculate the unknowns of step (k + 1)

X(k+1) = X(k) + δX where δX = −
[
J (k)

]−1
R(k)

3. Update the residuals based on the calculated improved solution, R(k+1) = R(X(k+1))

4. Check the convergence, if |R(k+1)| < TOL, stop, else goto step 1 and continue the

iteration.

Finally when the return mapping process is finished, the elastoplastic damage tangent

operator is calculated based on equation (2.115).

4.3.2 Constitutive Driver for Willam-Warnke and Damage Model

If both the damage and plastic functions are negative the material is still in the

elastic region and the variables are expressed as follow:

if F p,tr < 0 and F d,tr < 0

n+1σ = σtr, (4.35a)

n+1εp = nεp, (4.35b)

n+1εpv = nεpv, (4.35c)

n+1∆λ = n∆λ, (4.35d)

n+1D = nD, (4.35e)

n+1Yv = Y tr
v , and (4.35f)
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Eepd = (1− nD)Ee. (4.35g)

In the case that both the damage and plastic functions are positive, the residuals are

defined as

if F p,tr ≥ 0 and F d,tr ≥ 0

Rσ = σ − σtr + ∆λ(1− nD + ∆D)Ee : m+ ∆DEe : (εe + ∆ε) = 0, (4.36a)

Rεpv = εpv − nεpv − 3∆λβ = 0, (4.36b)

R∆λ =
(√

1.5 ρ

K(εpv)fc

)2

+

(1− nD + ∆D)m
(

ρ√
6K(εpv)fc

r(θ, e) + ξ√
3K(εpv)fc

)
− (1− nD + ∆D)2c(εpv) = 0,

(4.36c)

RD = Yv − r0(1− nD + ∆D)p−1, (4.36d)

and therefore the residual and variable vectors become

XT =
(
σ εpv ∆λ D

)
and (4.37a)

RT =
(
Rσ Rεpv R∆λ RD

)
. (4.37b)

Now that the unknown vectors and residuals are specified, the Newthon-Raphson

iteration is acquired to solve for the unknowns as follows:

1. Given the X(k) in iteration k, compute J (k) = ∂R
∂X

where J is the Jacobian matrix

2. Calculate the unknowns of step (k + 1)

X(k+1) = X(k) + δX where δX = −
[
J (k)

]−1
R(k)

3. Update the residuals based on the calculated improved solution, R(k+1) = R(X(k+1))

4. Check the convergence, if |R(k+1)| < TOL, stop, else goto step 1 and continue the

iteration.
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Finally when the return mapping process is finished, the elastoplastic damage tangent

operator is calculated based on equation (2.133).

NUMERICAL IMPLEMENTATION OF LOCALIZATION ANALYSIS

The numerical localization analysis is performed for the damage, plasticity and

damage plasticity models introduced in the earlier chapters. The elastic, elastodam-

age, elastoplasticity and elastoplastic damage localization second order tensors are

calculated respectively as

Qe = NiE
e
ijklNk, (4.38a)

Qed = NiE
ed
ijklNk, (4.38b)

Qep = NiE
ep
ijklNk, and (4.38c)

Qepd = NiE
epd
ijklNk. (4.38d)

Inside the constitutive driver, after the stresses and strains are updated and the tan-

gent operator is calculated, a function is called to numerically calculate the localiza-

tion tensors. This is performed by understanding that in the 3D case the components

of the normal to the localization surface are defined as

N1 = cosφ cosα, (4.39a)

N2 = cosφ sinα, and (4.39b)

N3 = sinφ. (4.39c)

In the case of associated flow and 2D modeling they are defined as

N1 = cos θ, (4.40a)

N2 = 0, and (4.40b)

N3 = sin θ, (4.40c)
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where θ is the in-plane angle in the 1 − 3 plane. Based on the above equations, in

the general three dimensional case, two loops over φ and α are available and in every

step the value of the components of the localization tensor are calculated as follows:

Q∗11 = N1E
∗
1111N1 +N1E

∗
1121N2 +N1E

∗
1131N3 +N2E

∗
2111N1 +N2E

∗
2121N2

+N2E
∗
2131N3 +N3E

∗
3111N1 +N3E

∗
3121N2 +N3E

∗
3131N3,

Q∗12 = N1E
∗
1112N1 +N1E

∗
1122N2 +N1E

∗
1132N3 +N2E

∗
2112N1 +N2E

∗
2122N2

+N2E
∗
2132N3 +N3E

∗
3112N1 +N3E

∗
3122N2 +N3E

∗
3132N3,

Q∗13 = N1E
∗
1113N1 +N1E

∗
1123N2 +N1E

∗
1133N3 +N2E

∗
2113N1 +N2E

∗
2123N2

+N2E
∗
2133N3 +N3E

∗
3113N1 +N3E

∗
3123N2 +N3E

∗
3133N3,

Q∗21 = N1E
∗
1211N1 +N1E

∗
1221N2 +N1E

∗
1231N3 +N2E

∗
2211N1 +N2E

∗
2221N2

+N2E
∗
2231N3 +N3E

∗
3211N1 +N3E

∗
3221N2 +N3E

∗
3231N3,

Q∗22 = N1E
∗
1212N1 +N1E

∗
1222N2 +N1E

∗
1232N3 +N2E

∗
2212N1 +N2E

∗
2222N2

+N2E
∗
2232N3 +N3E

∗
3212N1 +N3E

∗
3222N2 +N3E

∗
3232N3,

Q∗23 = N1E
∗
1213N1 +N1E

∗
1223N2 +N1E

∗
1233N3 +N2E

∗
2213N1 +N2E

∗
2223N2

+N2E
∗
2233N3 +N3E

∗
3213N1 +N3E

∗
3223N2 +N3E

∗
3233N3,

Q∗31 = N1E
∗
1311N1 +N1E

∗
1321N2 +N1E

∗
1331N3 +N2E

∗
2311N1 +N2E

∗
2321N2

+N2E
∗
2331N3 +N3E

∗
3311N1 +N3E

∗
3321N2 +N3E

∗
3331N3,

Q∗32 = N1E
∗
1312N1 +N1E

∗
1322N2 +N1E

∗
1332N3 +N2E

∗
2312N1 +N2E

∗
2322N2

+N2E
∗
2332N3 +N3E

∗
3312N1 +N3E

∗
3322N2 +N3E

∗
3332N3, and

Q∗33 = N1E
∗
1313N1 +N1E

∗
1323N2 +N1E

∗
1333N3 +N2E

∗
2313N1 +N2E

∗
2323N2

+N2E
∗
2333N3 +N3E

∗
3313N1 +N3E

∗
3323N2 +N3E

∗
3333N3, (4.41)
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where ∗ may be replaced by e, ed, ep and epd in order to calculate elastic, elasto-

damage, elastoplastic and elastoplastic damage localization tensors. When the local-

ization tensor is calculated for each step, the normalized value of the determinant of

the localization tensor for that step is calculated as

Q = det[Q∗]
det[Qe] (4.42)

and is saved to a file with the corresponding angles for that value. Then these data

are imported into the Matlab software and the localization surfaces are plotted, see

figure (4.1) as an example. In the case of associated plasticity or 2D models, the loop

Figure 4.1: 3D numerical localization analysis.

is only designed for angle θ and the corresponding components of the localization

tensor become

Q∗11 = N1E
∗
1111N1 +N1E

∗
1131N3 +N3E

∗
3111N1 +N3E

∗
3131N3,

Q∗12 = N1E
∗
1112N1 +N1E

∗
1132N3 +N3E

∗
3112N1 +N3E

∗
3132N3,

Q∗13 = N1E
∗
1113N1 +N1E

∗
1133N3 +N3E

∗
3113N1 +N3E

∗
3133N3,
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Q∗21 = N1E
∗
1211N1 +N1E

∗
1231N3 +N3E

∗
3211N1 +N3E

∗
3231N3,

Q∗22 = N1E
∗
1212N1 +N1E

∗
1232N3 +N3E

∗
3212N1 +N3E

∗
3232N3,

Q∗23 = N1E
∗
1213N1 +N1E

∗
1233N3 +N3E

∗
3213N1 +N3E

∗
3233N3,

Q∗31 = N1E
∗
1311N1 +N1E

∗
1331N3 +N3E

∗
3311N1 +N3E

∗
3331N3,

Q∗32 = N1E
∗
1312N1 +N1E

∗
1332N3 +N3E

∗
3312N1 +N3E

∗
3332N3, and

Q∗33 = N1E
∗
1313N1 +N1E

∗
1333N3 +N3E

∗
3313N1 +N3E

∗
3333N3. (4.43)

The three dimensional graphical representation of the localization analysis is depicted

in figure (4.2).
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Figure 4.2: 2D and associated numerical localization analysis.

73



Chapter 5. Experimental Observation
This chapter includes the experimental observations on metallic and cementi-

tious specimens, which is carried out at the University of Houston with a Tinius Olsen

testing frame under displacement control. The first section contains the experiments

performed on mild steel, cast iron, high strength steel and aluminum. The exper-

iments are monitored with a non-contact photogammetric digital image correlation

system, the displacement and strain fields are extracted and the failure mechanisms

associated with each material type is observed and discussed. The corresponding

load-deformation curves are obtained and the accuracy of DIC system is compared

with the results obtained by LVDT.

The second section of this chapter contains the experimental observations on

cylindrical concrete specimens, the strain and displacement field data are captured

by DIC system and the corresponding load-deformation curves for the uniaxial and

cyclic loading scenarios are extracted.

The last section of this chapter is the error analysis of the DIC data. Raw dis-

placement data that are captured using a DIC system are extracted from the Aramis

software and are imported into Matlab, then a finite element mesh is generated that

covers all the data and using the least square method the best nodal displacement

values are obtained, these values are compared with the DIC data and the error asso-

ciated with this approximation is measured for different element types. Afterwards,

infinitesimal and finite strain theories are used to calculate the strain field on the

specimen and it is compared with the results obtained from Aramis software.

EXPERIMENTAL OBSERVATION ON METALLIC SPECIMENS

Several perforated and unperforated flat bar specimens made of mild steel, high

strength steel, cast iron and aluminum are prepared based on ASTM standard and

tested under uniaxial tension. There are a couple of flat bars for each material

type and a pair of flat bars for each of the perforated bars. A Tinius Olsen and a
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Shore Western testing machine are used for the purpose of axial experiments and a

photogrammetric non-contact device is acquired in order to provide additional data

in the form of displacement and strain field on the surface of the specimens. The

observations of this Digital Image Correlation (DIC) system is compared with the

LVDT measurements in order to study the accuracy of the device. The ultimate load

capacity and strength of each material is obtained and the effect of perforation on

the ductility, strength and load capacity of that material is assessed and compared.

Modes of failure and fracture based on the material behavior are explained and the

transition of brittle-ductile failure is studied. The load-deformation curves of this

experiments are presented and the effect of perforation on the ultimate load capacity

and strength of the material is studied.

5.1.1 Experiments

Flat bars that are tested are made of mild steel, high strength steel, cast iron

and aluminum, the chemical composition of the alloys are presented in table (5.1).

Table 5.1: Chemical composition of the tested flat bars.

C Mn P S Si Ni Mo Cr Cu

Cast iron 3.09 .76 .022 .19 2.69 .04 <.01 .08 .07

Mild Steel .16 .41 .01 .004 .045 .07 .01 .08 .24

High Strength .21 .66 .009 .012 .20 .07 .01 .13 .16

Al V Ti Nb Co B W Zr Sn

Cast iron .01 <.01 <.01 <.01 .008 <.0005 <.01 <.01 .06

Mild Steel .023 <.002 <.002 <.002 .007 <.005 <.01 <.01 .009

High Strength .006 <.002 <.002 <.002 0.007 <.005 <.01 <.01 .006

Si Fe Cu Mn Mg Cr Zn Ti Other

Al 6061 .4-.8 <.7 .15-.4 <.15 .8-1.2 .04-.35 <.25 <.15 .15
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These flat bars are made based on ASTM standard, there are two of each flat

bar without perforation and there are a pair for each diameter of the perforated flat

bar. The geometry of the flat bars is depicted in figure (5.1a). In this figure, Φ is

the diameter of the perforations and it varies from a 1/16 to 1/4 of an inch. These

flat bars are tested in uniaxial tension using displacement control and the rate of

the displacement controlled test is kept the same for all test samples in order to

eliminate possible strain rate effects. The test is performed on a Tinius Olsen and a

Shore Western test frame and the data is recorded using LVDT and Digital Image

Correlation (DIC) system. The test setup is depicted in figure (5.1b). The flat bars are

placed inside the grips and the photogrammetric non contact digital image correlation

system is mounted in front of the specimen according to the instructions of the GOM

optical measuring techniques company. The specimens are painted in white and then

black speckles of black paint is sprayed on the specimen. The speckle pattern of a

painted cast iron specimen is depicted in figure (5.2). Two cameras are placed in

front of the specimen in order to have a 3D measurement field, these cameras observe

the deformation of the specimen through the images captured at time intervals by

various rectangular image details known as facets. These facets are quadrilaterals

that include a portion of the specimen in form of pixels and cover n by n pixels of

the specimen that are equally distanced from one another. The 2D coordinates of

the facets are calculated based on the corners points of the quadrilaterla and center

of the facet is calculated by averaging the four corners. Using the information from

left and right cameras, the 3D coordinates of the facet points are calculated.

5.1.2 Failure Mechanism

Having all the specimen carefully painted, the tension test is performed on the

specimens and the failed specimens are shown in figure (5.4). Metals failure and

fracture can be described by three mechanisms that are ductile fracture, cleavage and

inter-granular fractue from which the first two are the most common mechanisms.
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(a) Dimension of the flat bars (b) Test setup

Figure 5.1: Dimension of the flat bars and test setup.

Figure 5.2: Speckle pattern on the painted specimen.

Ductile fracture is consisted of three stages, formation of a free surface at an in-

clusion or second phase material, void growth because of hydrostatic stress and the

coalescence of voids. Void nucleation and coalescence are the main cause of failure

at the center of the specimen because of the presence of triaxial state of stress and

higher density of voids, however because of the lower density of the voids and the
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shear dominant state of stress close to the edges the material exhibits a shear domi-

nant failure close to the free edges. This explains the failure of mild steel specimen,

while in the case of the Aluminum, the failure is a shear dominant failure with an

inclined out of plane failure plane. In the case of high strength steel the failure is also

a mixed mode of void coalescence and shear failure. It should be noted that since the

thickness of the specimens are relatively small in compare to the width of them, the

out of plane failure mechanism is a shear failure. In the case of perforated specimens,

the cracks tend to grow in the direction of the maximum equivalent strain while the

global geometry constraints force the cracks to remain perpendicular to the direction

of loading, the presence of these constraints form a zig-zag pattern as described by

Anderson (1995) that results in a cleavage failure mechanism of the core material.

Cleavage failure mechanism is the rapid propagation of a crack in a trans-

granular pattern. This is the most common failure mechanism for brittle metals,

however it should be noted that it can be preceded by ductile and plastic behavior.

The plane of failure is perpendicular to the direction of loading and for brittle be-

havior the failure can be explained by the principal of maximum stress. This failure

mechanism perfectly describes the failure of the cast iron specimens. Cleavage failure

of cast iron flat bars and shear failure of mild steel and high strength steel flat bars

are depicted in figure (5.3).

(a) Mild steel (b) High strength steel

(c) Cast iron

Figure 5.3: Through-the-thickness failure of flat bars.
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(a) Mild steel (b) Aluminum

(c) High strength steel (d) Cast iron

Figure 5.4: Failed flat bars under uniaxial tension test.
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5.1.3 Experimental Observations

The load-deformation response curve of the tested flat bars of mild steel, alu-

minum, high strength steel and cast iron are presented in figures (5.5), (5.6), (5.7)

and (5.8) respectively.

Figure 5.5: Load-deformation curve of mild steel flat bars.

Figure 5.6: Load-deformation curve of aluminum flat bars.
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Figure 5.7: Load-deformation curve of high strength steel flat bars.

Figure 5.8: Load-deformation curve of cast iron flat bars.

Having the load-deformation curves, it is possible to obtain the stress-strain

curves of the flat bars and consequently plot the change in the ultimate load capac-

ity and ultimate strength of these specimen with respect to the circular perforation

diameter. In order to have a comparison between different materials, the nominal

strength or load capacity of the notched specimens are normalized by the ultimate

strength or load capacity of the unnotched specimen. As a result of circular perfo-

ration, it is expected the ultimate load capacity of the perforated specimens decrease
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Figure 5.9: Ultimate load ratio of the perforated specimen.

Figure 5.10: Ultimate stress ratio of the perforated specimen.

to a third of the unperforated specimens, but from the figures (5.9) and (5.10) it is

observed that the reduction is about 15 percent. It is also concluded that although

the ultimate load capacity of the specimens decrease by increasing the hole size, the

ultimate tensile strength of those specimens does not change drastically.
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5.1.4 Digital Image Correlation

Digital Image Correlation system is used in order to capture the displacement

and strain field distribution over the entire region of interest. In order to justify the

readings of Digital Image Correlation (DIC) system, a series of test experiments are

performed on flat bars made of cast iron. The LVDT is mounted on the Specimen as

Figure 5.11: Schematic of LVDT and ARAMIS data.

shown in figure (5.11) in order to collect the displacement data during the test. Hav-

ing the DIC system configured and calibrated, the test is started using displacement

control and both the DIC system and the LVDT start to collect the data simultane-

ously. After the test is over, the displacements are measured in the vicinity of the

area that the LVDT is mounted using the post processing toolbox in Aramis software

and are compared to that of the LVDT, the results are shown in figure (5.12). Test

one, refers to the sample without perforation and the rest are for the samples with

different hole sizes, where test two is for the smallest hole size, and test five for the

largest. Based on the experiment data the root mean square deviation is calculated

and presented in table (5.2).

Table 5.2: Root mean square deviation of ARAMIS and LVDT.

Test 1 2 3 4 5
Error [in] 0.00050502 0.000484562 0.000575622 0.000242378 0.000397895

From the root mean square deviation calculation it is observed that the difference
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between the LVDT and DIC measurements is negligible.

The results of strain and displacement distribution on the mild steel, cast iron

and aluminum specimens are depicted in figures (5.13), (5.14), (5.15) and (5.16). The

Figure 5.12: Comparison of LVDT and ARAMIS data.

longitudinal strain distribution field on the mild steel specimen with varying diameter

is depicted in figure (5.13), these images are showing the formation of shear bands

prior to failure that are also present for the case of high strength steel and aluminum

specimens.

Figure 5.13: Longitudinal strain field on the mild steel specimen.
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Figure 5.14: Longitudinal strain field on the aluminum specimen.

Figure 5.15: Longitudinal strain field on the high strength steel specimen.

The comparison of longitudinal strain distribution in the vicinity of the perfo-

ration with the diameter of 1/4 of an inch for mild steel, aluminum, high strength

steel and cast iron is shown in figure (5.17). Figure (5.17) clearly shows the presence

of shear (Lüder) bands for ductile steel, aluminum and high strength steel, while the

brittle cast iron does not show shear dependency.
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Figure 5.16: Longitudinal strain field on the cast iron specimen.

Figure 5.17: Longitudinal strain field, mild steel, aluminum, high strength steel and cast
iron.

EXPERIMENTAL OBSERVATIONS ON CEMENTITIOUS SPECIMENS

Concrete cylinders are tested in compression and cyclic loading and unloading in

compression. A Tinius Olsen compression machine is used to perform the tests under

displacement control for twenty five concrete samples, and a digital image correlation

system is used to capture the displacement field data at prescribed load steps and

calculates the corresponding field strains. These samples are first painted in white

and speckles of black paint is sprayed on the white background. This DIC system
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which is consisted of two 12 megapixel cameras is mounted in front of the samples

in order to continuously record the relative movement of the black dots by assigning

quadrilateral image details in form of so-called facets. The data are transferred into

a computer and Aramis software is used for post processing reasons.

5.2.1 Experiments

The dimension of the tested specimens is depicted in figure (5.18). The mixture

Figure 5.18: Dimension of the concrete specimen.

used to make these concrete specimens are tabulated in table (5.3). The mixture is

based on the mass of the components and the values are normalized with respect to

the mass of cement content. The fractured specimen under cyclic loading is depicted

Table 5.3: Mixture of the concrete specimens.

Cement Water Sand Aggregate
Normalized mass 1 0.5 1.53 2.37

in figure (5.19). It is observed that the concrete has failed in the direction perpen-

dicular to the direction of the compression. The corresponding stress-strain curves

of the uniaxial and cyclic compression tests are presented in figures (5.20) and (5.21)

respectively.
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Figure 5.19: Failed concrete specimen.

Figure 5.20: Stress-strain curve under uniaxial compression test.
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Figure 5.21: Stress-strain curve under cyclic compression test.

5.2.2 Digital Image Correlation Analysis

During the experiments the DIC systems takes pictures of the specimens at a

constant pace and records the data on a computer. After the test is completed these

data are used to post process the results and find the strain and displacement fields

on the samples. The transverse displacement evolution of the concrete sample under

compression for different stages of the experiment is depicted in figure (5.22). In the

right figures it is observed that there is a jump in the transverse displacement which

confirms the cracking of the specimen at that stage. The transverse infinitesimal strain

distribution evolution over the concrete specimen for different stages is depicted in

figure (5.23). The evolution of the discontinuities and jumps in the strains are visible

in different stages of the experiment.
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Figure 5.22: Evolution of the transverse displacement [mm] for different stages of the
experiment.

Figure 5.23: Evolution of the transverse strain for different stages of the experiment.

ERROR ANALYSIS OF DIC DATA WITH LEAST SQUARE AP-

PROXIMATION

The facet data that are captured by Digital Image Correlation (DIC) system

are used in the Aramis software to come up with field data and distribution of the

displacement field and calculating the infinitesimal as well as finite and logarithmic

strains. In this section the raw facet data are extracted from the Aramis software and

are treated as the exact spatial position and displacement of the material points to

come up with the best finite element representation of the displacement field based on

the least square method. As an example, the data are extracted from the aluminum

sample without perforation, these data are depicted in figure (5.24) where the left

image is showing the facet data at the beginning of the tension test and the right

image is showing the data prior to failure and cracking of the specimen. The schematic
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Figure 5.24: Facet data of aluminum flat bar captured by DIC.

of facet data distribution on the perforated aluminum specimen is shown in figure

(5.25), note that only a fraction of facet data are shown. Having the facet data, a

Figure 5.25: Facet distribution on the measurement surface.

finite element mesh is generated on the domain that covers the facet data and the

procedures of least square are performed in order to have the nodal displacement

values that best represent the facet data and consequently the best approximation

of the displacement field based on least square method. This procedure is briefly
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described here. The goal is to minimize the squared of displacement differences as

F =
NrElm∑
i=1

NFP∑
j=1

(∆ū∗ −∆uDIC)2
j , (5.1)

where NFP stands for number of facet points, ∆ū∗ is the smoothed displacement

over an element and ∆uDIC is the vector of facet data inside each element. For each

element ∆ū∗ may be expressed as

∆ū∗j = Nji∆u∗i or ∆ū∗ = N .∆u∗, (5.2)

where ∆u∗ is the vector of nodal values of displacement which is unknown at this

stage. The minimum error is achieved when derivative of function F is set to zero,

∂F

∂∆u∗ = 0 =⇒ 2(∆ū∗j −∆uDICj )
∂∆ū∗j
∂∆u∗k

= 0 =⇒ (Nji∆u∗i −∆uDICj )Njk = 0.

(5.3)

In equation (5.3) N is the matrix of shape functions associated with the element and

number of facet data inside the element. Finally equation (5.3) is expressed in terms

of nodal displacements as

∆u∗ = (N ·N )−1 · (N ·∆uDIC). (5.4)

In order to solve this equation and find the best nodal displacement values, a search

algorithm is used to locate the facet data associated with each element. In order to

find the error of this method and find out what types of element could best represent

the facet data three types of elements are chosen, a four node quadrilateral element

(Q4), an eight node serendipity element (Q8) and a nine node Lagrange element (Q9).

The shape functions are defined as N = P ·C−1 where for a Q4 element C and P
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defined as

C =



1 x1 y1 x1y1

1 x2 y2 x2y2

1 x3 y3 x3y3

1 x4 y4 x4y4


, P =



1

x

y

xy


. (5.5)

Figure 5.26: Q4, Q8 and Q9 elements.

Similarly the matrix C and vector P associated with Q8 and Q9 elements are

expressed in equations (5.6) and (5.7),

C =



1 x1 y1 x1y1 x2
1 y2

1 x1y
2
1 x2

1y1

1 x2 y2 x2y2 x2
2 y2

2 x2y
2
2 x2

2y2

1 x3 y3 x3y3 x2
3 y2

3 x3y
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and (5.6)
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. (5.7)

In above equations xi and yi are x and y coordinates of the nodes of the elements and

x and y define the spatial position of the facet data inside the element, finally the

multiplication of matrix C−1 and vector P provides the value of the shape functions

at the facet point of interest. The nodal positions are depicted in figure (5.26), the

node numbering is counter clockwise. In order to find out which type of element

has a better representation of the facet data with less error, an error analysis is

performed for Q4, Q8 and Q9 element types based on the data of the non perforated

aluminum at the initial and final stage of the experiment. A closer look at the elements

containing facet data is shown in figure (5.27). The error analysis is performed for

Figure 5.27: Facet data distribution inside the elements.
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different number of elements starting from two and increasing to 128 elements as

shown in figure (5.28). The results of error analysis for these elements considering

Figure 5.28: Finite element mesh with different number of elements.

three different element types is depicted in figure (5.29). It should be noted that

Figure 5.29: Error analysis based on least square for different elements.

the horizontal axis of figure (5.29) is a logarithmic axis in order to have a better

presentation of the results. It is observed from this figure that error is decreasing by

increasing the number of elements, however if the facet data inside the element are

less than the number of nodes, the error is going to increase, i.e., increasing number

of elements will only help if the number of facet data are sufficient for each element.
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It is also observed that the error associated with the Q9 element is lower than the

two other element types and therefore it is a better choice, however if the number of

elements is sufficiently large, the difference is minimal.

Having the best nodal displacement values based on DIC facet data, it is possible

to calculate infinitesimal and finite strain distribution. In order to calculate small

strain the gradient of the shape functions are calculated at each element and then

multiplied by the nodal displacements as

εele = B.∆uele, (5.8)

where

B =


∂N1
∂x

0 ∂N2
∂x

0 ... ∂Ni
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0

0 ∂N1
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∂N1
∂y

∂N1
∂x

∂N2
∂y

∂N2
∂x

... ∂Ni
∂y

∂Ni
∂x

 (5.9)

and

∆uele =
(

∆ux1 ∆uy1 ∆ux2 ∆uy2 ... ∆uxi ∆uyi
)T

. (5.10)

In order to calculate the finite strains two stages of the experiment is required, one

is the initial configuration and the other one is the current configuration. Having

the nodal coordinates of initial and current stages, the gradient of displacements are

calculated as

F (1 : 2, 1 : 2) =

x1

y1

(∂N1
∂x

∂N1
∂y

)
+

x2

y2

(∂N2
∂x

∂N2
∂y

)
+ ...+

xi
yi

(∂Ni∂x
∂Ni
∂y

)

(5.11)

and F (3, 1 : 2) and F (1 : 2, 3) are zero and F (3, 3) is equal to one. Therefore the
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Green’s (Lagrangian) finite strain tensor is expressed as

EG = 1
2(F · F − 1). (5.12)

Having the proper formulation, the facet data of an aluminum flat bar with circular

perforation of 1/4 of inch is extracted in order to perform the least square analysis.

Abaqus software is used to generate the finite element mesh. The finite element mesh

and facet distribution in the vicinity of the perforation for the finite element mesh

are depicted in figures (5.30) and (5.31).

Figure 5.30: Initial and final mesh.

Figure 5.31: Facet distribution in the vicinity of perforation.
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The least square analysis based on a Q4 element is performed and the calculated

error is 0.6492 [mm2]. The comparison of the DIC observations and the least square

approximation of the facet data are presented in figures (5.32), (5.33), (5.34), (5.35),

(5.36) and (5.37). The strain field distribution based on least square approximation

of displacement data is showing higher values at the edge of the perforation, this

might be due to the fact that the finite element representation of the facet data is

capable of presenting strain data at the edge of the circular perforation while the

Aramis strain field does not cover there. The same comparison could be made based

on finite strain formulation. It should be noted that although the strains are different

for the perforated specimen, for the non perforated specimen, the strains are almost

the same.

Figure 5.32: Longitudinal displacement [mm], left: DIC observation, right: least square
approximation.
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Figure 5.33: Transverse displacement [mm], left: DIC observation, right: least square
approximation.

Figure 5.34: Longitudinal strain %, left: DIC observation, right: least square approxima-
tion.
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Figure 5.35: Transverse strain %, left: DIC observation, right: least square approximation.

Figure 5.36: Longitudinal finite strain %, left: DIC observation, right: least square
approximation.
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Figure 5.37: Transverse finite strain %, left: DIC observation, right: least square approx-
imation.

In order to investigate this difference in the strain distribution, two cases are

studied. The first one is the data derived from DIC based on facet size of 15 pixels

and facet step of 9 pixels and the second one has the facet size of 11 pixels and facet

step of 7 pixels. The information related to these tests is presented in table (5.4).

Table 5.4: DIC data for different facet size.

size step No. εy % εx % εGy % εGx %

Test 1 15 9 3598 0.32↔9.95 -0.06↔-3.14 0.32↔12.56 -0.06↔-3.088

Test 2 11 7 7989 -1.17↔12.55 -3.91↔2.45 -1.1↔32.3 -7.83↔4.45

From these two different tests, it is observed that the change in the facet size

has drastically affected the infinitesimal and finite strain values calculated by Aramis

software and in extreme cases the difference is about 200% as shown in figure (5.38).

Both of these facet data are extracted and the best finite element approximation of

the displacement field is calculated based on the least square method. Based on the
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equations mentioned earlier the infinitesimal and final strains are derived and the

results are shown in table (5.5).

Figure 5.38: Difference in strain for the same stage due to different facet sizes.

Table 5.5: FE appoximation of the facet data for difeerent facet sizes.

εy % εx % εGy % εGx %

Test 1 -0.04↔ 21.96 -7.49↔0.46 -0.04↔32.14 -6.73↔0.46

Test 2 -0.81↔21.51 -6.43↔0.46 -0.79↔ 31.19 -5.87↔0.74

From table (5.5) it is concluded that the change in the number of facets does

not significantly change the finite and infinitesimal strains of the least square approx-

imation and therefore confirms the robustness of the results obtained by the least

square approximation and finite element discretization. The comparison of strain

distribution in the vicinity of perforation for different facet sizes is depicted in figure

(5.39).
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Figure 5.39: Difference in strain distribution in the vicinity of perforation at the same
load stage for different facet sizes.
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Chapter 6. Simulations
This chapter includes the results of numerical modeling of the fracture of duc-

tile and brittle materials earlier introduced in this dissertation. The first section is

dedicated to numerical results obtained for metallic specimens and starts with the

calibration of the numerical models proposed for mild steel, aluminum, high strength

steel and cast iron based on the experimental observations performed on the flat bars.

Then the concept of inelastic XFEM is introduced by coupling localization analysis

and extended finite element and the ductile and brittle behavior of these specimens

is examined and investigated by acquiring different failure criteria and localization

properties.

The second part of this chapter is the numerical modeling of concrete specimen

and contains the calibration of the concrete models proposed earlier based on the

uniaxial and cyclic experiments performed on concrete cylinders. Then the numerical

localization analysis is performed for the damage, plastic and damage-plasticity mod-

els where the differences of the localization properties of these models is discussed

and assessed based on the observations achieved by experiments.

SIMULATION OF METALLIC SPECIMENS

In order to simulate the behavior of the metallic specimens, the experimen-

tal data of the non perforated specimens is extracted and used for calibration of the

proposed models in this work. These models includes the von Mises istotropic harden-

ing/softening plasticity formulation for mild steel, high strength steel and aluminum

and the St. Venant criterion for cast iron. These criteria are used in order to trigger

the onset of plastification for the ductile specimens and the onset of brittle failure for

cast iron, however for the case of ductile material another criterion has to be achieved

before the material behavior becomes unstable and the crack growth rapidly ruptures

the specimen, this criterion is expressed in terms of the strain invariants since it is

preceded by huge plastification. The second deviatoric invariant is more important
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in this work because of the nature of the ductile failure, however the first invariant

could also be of importance. In summary, two criteria are required for ductile failure,

the first one in terms of stresses to account for plasticity and the second one in terms

of strains to initiate cracking, while for the brittle failure one criterion is sufficient

and it could be either in terms of strains or stresses. Afterwards the direction of the

failure is predicted based on the localization analysis of the failure criteria. It should

be noted that in this work the localization analysis of the strain format of the von

Mises and Tresca criteria is considered for ductile material while for the cast iron the

localization properties of the St. Venant or Rankine criteria is used.

6.1.1 Calibration of the Numerical Models

In the case of mild steel, a linear elastic numerical model is assumed up to the

yielding, the von Mises plasticity with isotropic hardening coupled with extended

finite element method and localization analysis is used for the post yield behavior

and this model is calibrated with the experimental results obtained from the non-

perforated experiments. The comparison of the calibrated model and experimental

results is depicted in figure (6.1). The stress values that are used for calibration are

the true stress values and are obtained as

σtrue = (1 + εnom)σnom. (6.1)

The corresponding load-deformation curves of the calibrated models for mild steel

and aluminum in the case of non-perforated specimens are depicted in figures (6.1)

and (6.2) respectively. In these pictures the continuous line is used for the simulation

results and the dotted line is used for the experimental data. The stress-strain curve

of the calibrated model for cast iron is depicted in figure (6.3).
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Figure 6.1: Comparison of the load-deformation of the experiment and numerical model
for mild steel.

Figure 6.2: Comparison of the load-deformation of the experiment and numerical model
for aluminum.
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Figure 6.3: Comparison of the stress-strain curves of the experiment and numerical model
for cast iron.

6.1.2 Analysis of the Failure Direction

In this part three different failure criteria are implemented in UDMGINI in order

to trigger the onset of discrete failure and cracking. The header of the UDMGINI

subroutine is depicted in figure (6.4). These criteria are St. Venant’s maximum

principal strain which is used for cast iron, Tresca maximum shear stress and von

Mises that are used for mild steel and aluminum specimens. Since cast iron has a

brittle behavior the St. Venant or Rankine criteria can be used for the initiation

of the failure and the localization analysis of these criteria will result in a failure

direction that is perpendicular to the direction of the maximum principal stress or

strain. A comparison of the experimental observations and numerical models for the

perforated cast iron specimen is presented in figure (6.5). For the ductile materials

that are used here, the Tresca and von Mises criteria are used to predict the failure

directions. For Tresca criteria the localization analysis is performed earlier in this
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Figure 6.4: UDMGINI function for implementation of failure criteria and localization
analysis.

Figure 6.5: Comparison of the XFEM and experimental result for cast iron.

work and the critical angles are determined to be ±45 degrees. This predicts that

the normal to failure surface is inclined 45 degrees in the plane of n1 − n3 and based

on the direction of the n3 vector this surface could be inclined on the surface and

perpendicular to the direction of loading in the out of plane direction or it could be

inclined in the out of plane direction and normal to the direction of the loading on the

plane. The failure surface based on the second case of the n1−n3 surface is presented

in figure (6.6).
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Figure 6.6: Failure surface based on localization analysis of Tresca Criterion.

For von Mises criteria, the localization analysis provides different results for

an associated in compare to a non-associated plasticity model, also this model has

different critical angles based on the type of loading and whether the model is a 3D

model or 2D plane stress or plane strain. The results of localization analysis for the

associated case are summarized in table (6.1), where f(ν) is defined as

Table 6.1: Critical angles of associated von Mises plasticity based on localization analysis.

Tension Compression Shear Biaxial tension
Plane Stress θcrit 35.26 54.74 45.00 0.00
Plane Strain θcrit 45.00 45.00 45.00 45.00
Three Dimensional θcrit f(ν) f(ν) f(ν) f(ν)

θcrit = ±atan
√
−n3 + νn2

n1 + νn2
. (6.2)

The comparison of the inelastic XFEM modeling of associated von Mises plasticity

for the case of plane stress and plane strain under compressive loading is depicted in
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figure (6.7). The critical angle for plane stress case under compression is 54.74 with

Figure 6.7: Critical angle for plane stress and plane strain under compression for associated
von Mises plasticity.

respect to the direction of maximum principal and this angle is 45 degrees for the

case of plane strain. As an example, for the case of three dimensional modeling and

Figure 6.8: Critical angle for compression.

uniaxial tension, the critical angle for von Mises associated plasticity is calculated as

σ =



σ

0

0

0

0

0
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0

0
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0



→ tan2(θcrit) = 1 + ν

2− ν (6.3)
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In this work the general case of associated von Mises plasticity localization analysis is

used to find the critical angle of localization. For this reason at every step of loading,

for each element and gauss point the principal values and directions of the normal

to the yield function are calculated and based on that the critical angle is calculated

and it is multiplied by a rotation matrix to transform it to the global coordinates. In

the case that the equivalent von Mises strain reaches the critical value, the crack is

initiated and will propagate in the direction perpendicular to the critical angle, i.e.,

if F = εeq
εcr

= 1 then θcrit = ±atan
√
−n3 + νn2

n1 + νn2
(6.4)

where this angle is on the n1 − n3 plane as shown in figure (6.9).

Figure 6.9: Crack surface.

Failure Directions, Rankine

Based on the Rankine criterion, the normal to the localization surface is parallel

to the direction of maximum principal stress. The localization analysis of this model

is used to investigate the behavior of the brittle cast iron flat bars. The boundary

conditions and loading are designed in a manner to simulate the experimental tests.

Five layers of brick elements are used in the thickness direction and the global element

size is 0.35[in], this is shown in figure (6.10). For the case of perforated flat bars, four
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layers of elements are used and the global element size is 0.35[in] while finer elements

are used in the vicinity of the perforation, this is shown in figure (6.11).

Figure 6.10: Mesh of the flat bar.

Figure 6.11: Mesh of the perforated flat bar.
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The longitudinal stress distribution for the cast iron specimen in different stages

of loading is depicted in figure (6.12).

Figure 6.12: Distribution of the longitudinal stress at different stages of loading.

The failure direction of the perforated cast iron specimen is presented in figure

(6.13).

Figure 6.13: Isometric and front view of the cracked specimen.
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Failure Directions, Tresca

Tresca criterion is used for modeling the behavior of ductile material and it

predicts that the critical angle of the normal to the localization surface is 45 degrees

for all the loading conditions, therefore it is assumed as a priori for initial investigation

of the failure surface in compare to von Mises where this angle is varying based on

the loading conditions. For this model the same mesh as described in the previous

section is used. If the n1 − n3 surface is parallel to the front surface of the specimen,

then the crack would be inclined on the surface of the specimen, and if the n1 − n3

surface is perpendicular to the surface of the specimen, the crack would be inclined

through the dept of the specimen and it would be horizontal on the surface, this is

shown in figure (6.14).

Figure 6.14: Comparison of the failure surface for different principal directions n1 − n3.
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Failure Directions, von Mises Plasticity

The localization analysis of the associated von Mises plasticity is applied to the

ductile flat bars in order to investigate the behavior of this model. The same mesh as

depicted in figure (6.10) is used. The evolution of the von Mises stress and maximum

principal strain distributions from the beginning of the test, onset of plastification,

cracking and failure are depicted in figures (6.15) and (6.16) respectively. These

Figure 6.15: Distribution of the von Mises stress at different stages of loading.

results confirm the calculations of the localization analysis of the von Mises associated

plasticity, wich predicts that the crack is inclined with an angle approximately 41

degrees. The directions of the maximum and minimum principals at the onset of

cracking is presented in figure (6.17). This shows that the n1−n3 surface is parallel to
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Figure 6.16: Distribution of the plastic strain at different stages of loading.

the surface of the specimen and n1 is in the direction of loading. The calibrated model

Figure 6.17: Direction vectors of maximum and minimum principal stresses.

is used for the perforated specimen and the evolution of the crack and plastic strain

for the flat bar with 1/4 circular diameter is depicted in figure (6.18). A magnified

view of the cracked surface for the perforated specimen is presented in figure (6.19).

It is observed that not only there is in-plane inclination of the crack surface in the

x− y plane, but also the crack is inclined in the x− z plane.
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Figure 6.18: Distribution of the plastic strain at different stages of loading.

Figure 6.19: Isometric view of the cracked specimen.

SIMULATION OF CONCRETE SPECIMENS

In order to simulate the behavior of concrete the experimental data are extracted

and used in order to calibrate the numerical model introduced earlier in this work.

This numerical model is a Drucker-Prager plasticity model coupled with scalar dam-

age where the plasticity and damage functions are separate and damage enters the

yield function in terms of effective stresses. The benefit of using plasticity models for
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concrete is that it provides the capability of simulating the permanent deformation

in the case of unloading while the damage models will have an unloading path that

returns to initial values of strains. In order to investigate and calibrate this model,

experimental observations are performed for concrete under uniaxial compression as

well as concrete under cyclic compression. The cyclic behavior of the concrete is de-

picted earlier in this work and in this section the numerical model is calibrated based

on that and the axial experiments. The numerical model is written in Fortran and

then connected to Abaqus software using user subroutine UMAT. This provides the

capability of using this model for a variety of geometries and loading scenarios. The

heading of the UMAT subroutine is depicted in figure (6.20).

Figure 6.20: User subroutine UMAT.

6.2.1 Calibration of the Damage-Plasticity Model

The Drucker-Prager plasticity and damage model behavior for cyclic compression

behavior is depicted in figure (6.21). The plotted figure is based on the calibration

data used in Salari et al. (2004) and it is tabulated in table (6.2). This model is also

Table 6.2: Parameters used in damage-plasticity model from Salari et al. (2004).

E [MPa] ν α0 αm b1 K0 [MPa] Km [MPa] b2 β ct cc p
21500 0.192 0.23 0.23 0 6.27 8.16 5000 0.115 1.0 0.1 0.01

calibrated with the experimental results obtained from in-house experiments and the
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Figure 6.21: Cyclic behavior of the damage plasticity model under compression.

results are tabulated in table (6.3). The comparison of the stress-strain curves for

uniaxial compression and cyclic compression tests based on the calibrated data are

depicted in figures (6.22) and (6.23) respectively.

Table 6.3: Parameters calibrated based on the experiments at the University of Houston.

E [MPa] ν α0 αm b1 K0 [MPa] Km [MPa] b2 β ct cc p
27000 0.2 0.36 0.36 0 3.27 9.16 1500 0.11 1.0 0.5 0.7

Figure 6.22: Comparison of the experimental and numerical model for uniaxial compres-
sion test.
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Figure 6.23: Comparison of the experimental and numerical model for cyclic compression
test.

These calibrated parameters are used in the model in order to calculate the nu-

merical localization properties of the damage, plasticity and damage-plasticity mod-

els. The localization analysis for the damage, plasticity and damage-plasticity models

under uniaxial tension of a unit brick are depicted in figures (6.24), (6.25) and (6.26)

respectively. Also the comparison of the localization analysis of these models is de-

picted in figure (6.27).

Figure 6.24: Localization analysis of the damage model for tension test.
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Figure 6.25: Localization analysis of the plastic model for tension test.

Figure 6.26: Localization analysis of the damage-plastic model for tension test.
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Figure 6.27: Comparison of the localization analysis of the plastic (top), damage-plasticity
(middle) and damage (bottom) models for tension test.

In the case of compression, since the damage model is based on the positive

volumetric strains, the pure damage model is not activated and therefore there is no

localization analysis for that case, but in the case of damage-plasticity the positive

volumetric plastic strains will trigger the damage initiation as discussed earlier in

equation (2.101). The localization properties of the plastic and damage-plasticity

models for compression test are presented in figures (6.28) and (6.29) respectively.

The comparison of the localization analysis of damage-plasticity and plasticity models

is depicted in figure (6.30). It is observed that the damage-plasticity model is more

susceptible to loss of ellipticity in compare to the plasticity model and therefore it

is expected that the formation of weak discontinuities be a priori for the combined

damage-plasticity formulation.
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Figure 6.28: Localization analysis of the plastic model for compression test.

Figure 6.29: Localization analysis of the damage-plastic model for compression test.
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Figure 6.30: Comparison of the localization analysis of the plastic and damage-plasticity
models for compression test.

In the case of associated plasticity it is expected to see lower critical values of the

localization analysis, the comparison of the associated and non-associated damage-

plasticity models is depicted in figure (6.31).

Figure 6.31: Comparison of the localization analysis of the associated and non-associated
damage-plasticity models for compression test (grey=associated, hot=non-associated).
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Chapter 7. Concluding Remarks
Theoretical background of plasticity and damage-plasticity models were dis-

cussed, then the failure diagnostics of the material behavior was explained and stud-

ied by the loss of stability, loss of uniqueness and loss of ellipticity and theoretical

localization analysis of different yield criteria were presented. The backgrounds of

the extended finite element method was described and this method was utilized in

conjunction with localization analysis to form the concept of inelastic XFEM. In the

numerical implementation chapter, the general framework for modelling the plasticity

and damage-plasticity models was introduced and adequate formulations for solving

the unknowns of the constitutive driver based on the fully implicit backward Euler

and Newthon-Raphson methods were explained. Moreover numerical implementation

of the localization analysis of these models for associated and non-associated plasticity

were presented.

Experimental observations on the metallic and cementitious materials were per-

formed. Mild steel, aluminum, high strength steel and cast iron flat bars were tested

under uniaxial tension and the effect of perforation on the ultimate load capacity

and ultimate tensile strength of these materials was studied. Uniaxial and cyclic

compression tests were performed on concrete specimens and the corresponding load-

deformation and stress-strain curves were achieved. A digital image correlation sys-

tem was used to monitor the experiments and provide displacement and strain fields

on the surface of the specimens at different stages of the experiment. The accuracy

of the DIC system in terms of displacement measurements was compared with the

results obtained by LVDT and it was observed that corresponding root mean square

deviation was very small.

The spatial and displacement data obtained by DIC system were extracted and

based on a finite element discretization and the least square approximation the best

nodal displacements of the elements were calculated. The error associated with this
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procedure was calculated and compared for different element types. Finally the in-

finitesimal and finite strain distribution of the finite element were calculated and

compared with the results obtained by Aramis software. It was observed that this

method has very small sensitivity to the number of facets while the strain values

calculated by the Aramis software were sensitive to facet size.

Furthermore, the numerical models exploited to model metallic specimens were

calibrated with the experimental results of the non-perforated specimens and used to

predict the behavior of the perforated and non-perforated specimens. The comparison

of the failure modes and directions observed by the experimental observations and

these models were presented and discussed. The von Mises and Tresca criteria were

used in order to initiate crack propagation for ductile metals and the Rankine or St.

Venant criteria was used to model cast iron.

Finally, the damage-plasticity model of Drucker-Prager and scalar damage was

calibrated with the experimental results obtained by uniaxial and cyclic compression

tests performed on concrete cylinders. The numerical localization analysis was imple-

mented inside the constitutive driver of this model and the normalized values of the

determinant of the localization tensor were calculated at the onset of damage, plastic-

ity and damage-plasticity and compared for the case of associated and non-associated

plasticity.

REMARKS ON THE LEAST SQUARE APPROXIMATION

It was observed that the displacement data obtained by DIC system were con-

gruous with the results obtained by LVDT, this was shown in figure (5.12) and table

(5.2). The least square approximation of the finite element discretization covering the

facet data was performed for different element types, and it was concluded that the

error associated with this method decreases while increasing the element numbers,

however this was true while there were enough facet data inside the element. It was

also observed that the error associated with Q9 elements was smaller than Q8 and
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Q4, but as the number of elements increases the difference in the errors were minimal.

This is depicted in figure (5.29).

The results of the finite and infinitesimal strain obtained by least square anal-

ysis were compared to the ones calculated by Aramis software, it was observed that

although the displacements were in good agreement with each other the strains were

not the same. Therefore a study was conducted to see the effect of facet size and

facet number on the strain distributions of these methods. It was perceived that the

Aramis software provided different values of the strain distribution on the specimen

as shown in table (5.4) and figures (5.38) and (7.3) while the least square approxi-

mation provided very close results as presented in table (5.5) and figure (7.1). It

(a) Facet size = 15, step = 9 (b) Facet size = 11, step = 7

Figure 7.1: Difference in longitudinal Green strain distribution for the same load stage
due to different facet sizes based on least square approximation.

was observed from figure (7.1) that the strain calculation based on the least square

approximation was almost identical for different facet sizes.

The future work on this method is focused on comparing different stages of the

experiment and calculating the strain distributions based on an updated Lagrange
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(a) Facet size = 15, step = 9 (b) Facet size = 11, step = 7

Figure 7.2: Difference in longitudinal Green strain distribution for the same load stage
due to different facet sizes, Aramis software.

approach and to come up with appropriate methodologies to find localized failures on

the specimen. This could be achieved in several ways, one would be to calculate the

vorticity, shear and divergence distribution on the surface of the specimen as discussed

by Peterson and Sulsky (2011) and find the onset of discrete behavior, in another way

it is possible to calculate the strain rate from one stage to another stage and find the

rank of the strain tensor by an eigenvalue analysis, if there exists a rank deficiency

in the strain tensor, this could indicate a jump in the strain rate and therefore a sign

of the loss of ellipticity in the material at that point.

REMARKS ON THE INELASTIC XFEM MODELING

The load-deformation curves of the experimental observations on the perforated

and non-perforated mild steel, aluminum, high strength steel and cast iron flat bars

were obtained and based on that the effect of circular opening on the ultimate load

capacity and tensile strength of these materials was investigated. Although it was
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expected to observe a sixty percent drop in the load capacity of the cast iron specimen

because of the stress concentration effects, the load capacity of the perforated cast

iron specimen only decreased by fifteen percent, this was also true for ductile materials

where local plastification in the vicinity of the perforation was the main reason for

this. The results of these comparisons were depicted in figures (5.9) and (5.10).

It was observed that the Rankine or St. Venant criteria were capable of predict-

ing the behavior of the brittle cast iron specimens, the comparison of the calibrated

stress-strain curve of the model and the experiment was depicted in figure (6.3).

Based on the localization analysis, the normal to the failure surface was parallel to

the principal stress/strain direction and therefore, the material failed perpendicular

to this direction which was in agreement with the experimental observations and was

depicted in figure (6.5).

In the case of Tresca criteria, it was perceived that in the case that the direction

of the minimum principal of the normal to the yield surface was pointing through the

thickness of the specimen, the failure surface predicted by this model was similar to

the failure surface observed in the case of aluminum specimen. It should be noted

that the critical angle based on this method was 45 degrees. This method was also

a good prediction of the failure surface of the non-perforated mild steel that has an

inclined failure surface in the out of plane direction and it was perpendicular to the

direction of loading in the in plane direction.

In the case of von Mises plasticity, the critical angle was different based on the

associativity and non-associativity of the problem, however in this work the associated

plasticity model was used. The prediction of the normal to the failure surface for this

model differed for 2D and 3D cases. It was observed that in case of uniaxial tension for

plane stress this angle was 35.26 and for the plane strain it was 45 degrees. However

in 3D cases, the critical angle was a function of the normal to the yield surface and the

Poisson’s ratio. For the uniaxial 3D case this angle was approximately 41 degrees.
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This confirmed the experimental results observed in the perforated mild steel and

non-perforated high strength steel specimens as depicted in figures (7.3) and (7.4)

respectively.

Figure 7.3: Comparison of the failure mode predicted by von Mises criterion and the
experimental result on perforate mild steel.

Figure 7.4: Comparison of the failure mode predicted by von Mises criterion and the
experimental result on high strength steel.
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REMARKS ON THE DAMAGE-PLASTICITY MODEL

Drucker-Prager yield function and scalar damage model were used together to

model the behavior of concrete. This model was calibrated with uniaxial and cyclic

compression experiments performed at the university of Houston. The calibrated

parameters were presented in table (6.3). The numerical localization analysis was im-

plemented inside the constitutive driver written for this model to find the localization

properties of the damage, plasticity and damage-plasticity models. In tension test it

was observed that the localization properties of the damage model were very critical

and for the calibrated parameters the normalized value of the determinant of the lo-

calization tensor was mostly negative as depicted in figure (6.24). The critical angle

associated with this model was 90 degrees in the n1− n2 plane. The plasticity model

in tension had stable localization properties and the minimum eigenvalue associated

with this was greater than zero as presented in figure (6.25). Therefore plasticity

regularized the damage localization properties in the case of damage-plasticity in

tension, however as observed from figure (6.26) the normalized determinant of the

localization tensor still exhibits negative values.

In the compression test, since the damage model used here was based on the

positive values of volumetric strain it was not activated in the absence of plasticity

and therefore there was no pure damage case in compression test. The localization

analysis of the plasticity model in compression was depicted in figure (6.28), it was

observed that all the values were positive and the minimum eigenvalue was associated

with α equal to zero and φ equal to approximately 47 degrees. When the damage-

plasticity model was analyzed, the localization properties were more critical than the

pure plastic case, however all the values were still in the positive range and the critical

values were associated with α equal to 24.7 degrees and φ equal to 43.21 degrees. The

summary of the localization properties for this model in tension and compression are

presented in table (7.1).
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Table 7.1: Localization properties of the damage, plasticity and damage-plasticity models.

Tension Test
Damage Plasticity Damage-Plasticity

αcrit 90 90 90
φcrit CST CST CST

Compression Test
Damage Plasticity Damage-Plasticity

αcrit NA 0 - 180 24.7 - 155.3
φcrit NA 47 - 133 43.2 - 136.8

In the case of associated flow plasticity, based on equation (3.6) and Bromwich

bounds, it was expected that the minimum eigenvalues of the localization tensor, form

a lower bound for the eigenvalues of the non-associated model. This rose from the fact

that the minimum eigenvalues of the symmetric part of a tensor were smaller than the

eigenvalues of that unsymmetric tensor. The comparison of the localization surfaces

of the associated and non-associated models was presented in figure (6.31). It was

observed that the associated model has formed a lower bound for the non-associated

model and the values of the normalized determinant of the localization tensor are

more critical for the associated case. The difference between the normal to the yield

function and the normal to the potential function provided an unsymmetrical elasto-

plastic damage tangent operator and when this fourth order tensor was contracted

into a second order tensor by multiplying the normal to the localization surface, it

formed the unsymmetrical second order localization tensor.
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