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Abstract

Inverse scattering series (ISS) de-multiple methods do not require any subsurface in-

formation to achieve seismic processing objectives. In specific applications of the ISS

de-multiple methods, the subsurface is assumed to 1D, 2D, or 3D and the dimension

of the source is typically chosen to agree with the dimension of the subsurface, for

example, choosing a 2D line source for a 2D subsurface. And often in deriving a 1D

subsurface theory from a 2D algorithm the 2D line source is brought along into the

1D subsurface theory. However, field data are generated by a locally 3D source and

realistic synthetic data need to incorporate a 3D source. The lesson is that there

are times when a 1D or 2D subsurface can be a reasonable approximation, but it is

always important to incorporate a 3D source to have an effective multiple predictor

and removal. This dissertation describes how to incorporate a 3D source in ISS de-

multiple methods for a 1D and 2D subsurface. We then evaluate the positive added

value of incorporating a 3D source in the distinct 1D subsurface algorithms, using

synthetic data generated by a 3D source.

The second part provides an approach to address the challenge of current internal

multiple attenuator. The current algorithm provides accurate time and approximate

amplitude of all internal multiples. For complex circumstances, where internal mul-

tiples are often proximal to or interfering with primaries, the current ISS internal

multiple attenuator plus an adaptive subtraction can fail to remove multiples with-

out damaging primaries. This challenge demands an internal multiple eliminator, in

which both time and amplitude of internal multiples can be accurately predicted.

There are circumstances where it is possible to provide reliable subsurface informa-

tion to transform the internal multiple attenuator into an eliminator. For example,
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in marine exploration, the earth properties down to and across the ocean bottom can

often be estimated from a velocity analysis. With that information, the ISS inter-

nal multiple attenuator can eliminate all internal multiples having their shallowest

downward reflection at the ocean bottom. The effectiveness of the proposed method

is evaluated by a 1D normal incidence test.
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Chapter 1

Introduction and Background

This chapter briefly introduces the seismic experiment/acquisition, definitions of seis-

mic events, and a typical seismic processing chain. In addition, certain challenges and

corresponding strategies are discussed to provide a better understanding of the con-

tributions in this dissertation. The last section in this chapter provides an overview

of this dissertation.

1.1 General introduction to seismic exploration

The objective of seismic exploration is to determine subsurface information from

the recorded seismic reflection data by applying different mathematical and physical

tools to estimate rock and fluid properties. The ultimate goal is to locate and analyze
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Introduction and background

hydrocarbon reservoirs1 in the earth.

1.1.1 Seismic acquisition

Figure 1.1: Marine acquisition (http://www.sercel.com)

Seismic experiment/acquisition starts from a man-made source, which could explode

in the water column (e.g., air-gun for marine plays) or on the surface of earth (e.g.,

Vibroseis for onshore) or near the surface of earth (e.g., dynamite for onshore). This

explosion generates waves that propagate in the subsurface. When a seismic wave

traveling through the earth encounters a reflector (a rapid change of earth properties)

between two materials with different impedances, part of the wave energy is reflected

1A petroleum reservoir is a subsurface pool of hydrocarbons contained in porous or fractured
rock formations.
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Introduction and background

off the reflector and is detected by an array of seismic receivers2. As an example of

seismic acquisition, a marine acquisition is seen in Figure 1.1, where a vessel is towing

air-guns and hydrophone streamers that move in the ocean environment for repeated

measurements.

1.1.2 Definitions of seismic events

For a given source, the seismic energy recorded by one receiver produces a time

sequence of different arrivals (which is defined as a seismic trace). These distinct

arrivals are called seismic events, which are temporally localized. Due to their dif-

ferent experiences in the subsurface, seismic events can be categorized into different

types. A cartoon in figure 1.2 shows the events in different categories in terms of

their history. The air-water boundary is defined as a free surface. The categories are

defined in sequence, where the first class contains reference waves, ghosts, primaries,

and multiples.

(1) Reference wave. Instead of describing the actual medium directly, pertur-

bation theory is used to separate the actual medium into a reference medium plus

a perturbation. The choice of a reference medium depends on the specific seismic

objective and application. Waves that propagate in the reference medium are called

reference waves. The waves that travel in the actual medium are called actual waves.

The difference between the actual and reference waves is defined as the scattered

wave. For separating the reference wave and scattered wave in marine application,

2A seismic receiver is a device that record the seismic wave energy in the form of a ground
motion (e.g., geophone) or a pressure wave in the fluid (e.g., hydrophone) and transforms it into
an electrical impulse.

3
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a half-space of air plus a half-space of water can be selected as a reference medium.

As a consequence, the reference wave contains a direct wave (solid green line), which

travels directly from the source to the receiver, and a downward reflection of the

direct wave at the free surface (dash green line), which starts the history from the

source upward, hits the free surface, and then reaches the receiver. For this reference

medium, the events in the reference wave do not experience the earth; hence, they do

not carry subsurface information. However, the reference wave contains information

of the source signature and radiation pattern.

Figure 1.2: Marine-seismic events

The parts of the wave that has experienced contact with the earth are further

separated by the direction the event was moving when it left the source and the

direction the event was moving when it was recorded:

(2) Ghosts. Ghost events are defined as the seismic events that begin their history

by traveling up from source to the free surface or end their history by traveling down

4
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from free surface to the receiver or both. This type of events can be further described

as source-side ghost3 (Figure 1.2, solid blue line), receiver-side ghost 4 (Figure 1.2,

dash blue line) and source-receiver-side ghost5 (Figure 1.2, dash-dot blue line).

After defining a ghost, the events that begin their history by downward travel

from source and end their history by upward travel to the receiver can be further

classified from their history in the subsurface as follows:

(3) Primary. The primaries are events that experience only one upward reflection

from the subsurface as seen by the solid red line in figure 1.2.

(4) Multiple. In contrast to a primary event, a multiple is defined as an event that

has been upward reflected multiple times and downward reflected at least once. De-

pending on the location of the downward reflection, multiple events can be divided

into two categories, free-surface multiple (dash orange line) and internal multiple

(solid purple line). As seen in Figure 1.2, a free-surface multiple has at least one

downward reflection at the free surface for a marine measurement (or air-land bound-

ary for onshore), whereas an internal multiple has all of its downward reflections occur

below the free surface. Both free-surface and internal multiples can be classified into

different orders. The order of a free-surface multiple is defined by the total number

of downward reflections at the free surface or the air-land boundary. And the order

of an internal multiple is determined by the total number of the downward reflections

3Source-side ghost is the event that starts its propagation history by traveling up from the source
and then reflecting down by the free surface.

4Receiver-side ghost is the event that ends its propagation history by reflecting down by the free
surface and then traveling down to the receiver.

5Source-receiver-side ghost is the event that carries both the features of source-side ghost and
receiver-side ghost.

5
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at any subsurface reflector in its traveling history.

1.1.3 A typical processing chain and corresponding tools

Figure 1.3: A typical seismic processing chain and corresponding mathematical tools.

This dissertation focuses on the highlighted steps (red box): free-surface multiple

removal and internal multiple removal.

One of the ultimate purposes in seismic exploration is to know where the reflectors

are located in the subsurface and how the properties change across these reflectors.

The goal of imaging is to locate subsurface reflectors, and inversion aims to delineate

the change of properties in the subsurface. Both conventional imaging and inversion

methods assume seismic data consists of only primaries. However, the primary-only

data are not the total recorded seismic data that often contain a wide range of events.

6
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This primary-only assumption demands a series of processing to remove the unde-

sired events (e.g., reference waves, ghosts, and multiples). A typical and simplified

processing chain and the corresponding mathematical tools are illustrated in figure

1.3, where the highlighted parts in red boxes are the topics advanced by this disserta-

tion. This specific chain can be classified into two categories, (1) preprocessing (e.g.,

reference wave removal, wavelet estimation, and ghost removal) and (2) processing

(e.g., multiple removal, imaging, and inversion). The details of each stage and the

corresponding concepts are discussed below.

The first stage called preprocessing includes (1) identifying and removing the

reference wave, (2) estimating the source signature and radiation pattern from the

reference wave, and (3) deghosting.

For a marine application, as discussed in section 1.1.2, the reference wave includes

the direct wave and the downward reflection of the direct wave at the free surface.

Due to the traveling history of the reference wave, it contains the information on the

source signature and radiation pattern, but no subsurface information. On one hand,

the objective of wavelet estimation6 can be achieved by identifying the reference wave.

On the other hand, imaging and inversion can benefit from removing the reference

wave. Thereby, it is useful to identify the reference wave (for wavelet estimation) and

remove the reference wave (for the subsequent steps) before the remaining analysis.

After accomplishing the reference wave removal and wavelet estimation, the data

will have ghosts. Ghosts lead to notches in the data spectrum, which can generate

6Wavelet estimation can provide the source signature with radiation pattern plus, e.g., all factors
that are outside the assumed physics of the subsurface and acquisition, for example, instrument
response.
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a serious issue in Amplitude-Versus-Offset analysis (Zhang, 2007). The reason is

that ghost notches result from the destructive interference between up- and down-

going waves. Therefore, part of the frequency in the source can be destroyed in

the recorded seismic data due to the interference of a reflection wave and its ghost.

Removing ghosts can boost the low-frequency information and remove the notches

in data spectrum; hence, it can improve the resolution of the seismic data. The stage

of preprocessing delivers the prerequisites of subsequent multiple removal, imaging,

and inversion.

The second stage is the process of removing multiples, imaging, and inversion.

Among typical imaging methods, there are two available imaging principles. One is

defined as Claerbout II (CII) imaging principle (Claerbout, 1971; Baysal et al., 1983;

Whitmore, 1983; McMechan, 1983), which is considered as the industry standard

imaging principle. This standard imaging principle is based on a space-time coinci-

dence of up- and down-going waves. The other newly developed imaging principle is

defined as Claerbout III (CIII) imaging principle (Weglein et al., 2011a,b; Liu and

Weglein, 2014). CIII imaging predicts what a source and receiver would record inside

the earth, then arranges the predicted source and receiver to be coincident and asks

for t = 0. Both of them request a velocity model as input. Weglein (2016) concludes

that by choosing an accurate and discontinuous velocity model in CIII, multiples

would not contribute to the imaging of a geological structure. However, if a smooth

and continuous velocity model (i.e., generally assumed in practice) is chosen, each

multiple will result in a false, misleading, and potentially injurious subsurface image

and should be removed before imaging. In practice, we image with a smooth velocity

8
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model, and hence multiples (free-surface multiples and internal multiples) must be

removed.

The mission-oriented seismic research program (M-OSRP) pioneered and devel-

oped two basic mathematical tools (Figure 1.3) that provide a framework for a

seismic-data processing chain. The tools are Green’s theorem and the sub-series in

inverse scattering series (ISS). Among the ISS methods, which can achieve the seismic

objectives without any subsurface information, the free-surface multiple elimination

and internal multiple attenuation algorithms are advanced in this dissertation.

1.2 Challenges and strategy

Many seismic processing methods require subsurface information to be effective. As

the petroleum industry moves to more complex offshore and onshore locations, that

requirement can be increasingly difficult to satisfy, leading to processing and drilling

failures. The Inverse Scattering Series (ISS) communicates that all seismic processing

objectives can be achieved directly and without subsurface information. Among

seismic processing objectives are: (1) the removal of reference wave, (2) deghosting,

(3) multiple removal, and (4) imaging and inverting primaries. The seismic processing

task this dissertation focuses on is multiple removal.

Since ISS de-multiple methods are a subseries of the ISS. These methods do not

require subsurface information. However, general challenges and open issues still

exist in ISS multiple removal. These have been addressed by a comprehensive three-

pronged strategy (Weglein, 2014):

9
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1. The improvement of current preprocessing methods for both offshore play (e.g.,

reference wave removal, wavelet/radiation pattern estimation, and deghosting)

and onshore play (e.g., ground roll removal) to provide satisfactory prerequi-

sites;

2. The development of the ISS internal multiple elimination algorithm and en-

hancing the effectiveness of current ISS-multiple removal methods;

3. The Building of an alternative criteria for adaptive subtraction, derived from

and serves the ISS free-surface and internal multiple removal.

This three-pronged strategy represents a consistent and aligned processing chain,

which provides a direct and practical solution to the removal of all multiple without

damaging the primaries. This section describes two certain concerns in the ISS de-

multiple methods. This dissertation discusses and addresses each of them, thus being

a part of the three-pronged strategy.

In specific applications of the ISS methods for free-surface and internal multi-

ples, the subsurface is assumed to 1D, 2D, or 3D and the dimension of the source is

typically chosen to agree with the dimension of the subsurface, for example, choos-

ing a 2D line source for a 2D-subsurface. And often in deriving a 1D subsurface

theory from a 2D algorithm the 2D line source is brought along into the 1D-earth

varying theory. Field data is generated by a locally 3D-source and realistic synthetic

data tests need to incorporate a 3D-point like source to be effective and realistic.

This dissertation describes how to incorporate a 3D point source in ISS de-multiple

methods for 1D and 2D subsurfaces. The lesson of this dissertation is that there are

10
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times when a 1D or 2D subsurface can be a useful and is a reasonable approximation,

but it is always important to incorporate a 3D-source to have an effective multiple

predictor and removal.

The second part of this dissertation addresses an open issue of the current internal

multiple attenuator. The current algorithm provides accurate time and approximate

amplitudes of all internal multiples. For complex circumstances, where internal mul-

tiples are often proximal to or interfering with primaries, the current ISS internal

multiple attenuator plus an adaptive subtraction may not remove multiples without

damaging the primaries. This issue demands an internal multiple eliminator, in which

both time and amplitudes of internal multiples can be accurately predicted. There

are circumstances where it is possible to provide reliable and accurate subsurface in-

formation to transform the ISS internal multiple attenuator into an eliminator. For

example, in marine exploration, the earth properties down to and across the ocean

bottom can often be well-estimated from a conventional velocity analysis. With that

information, the ISS internal multiple attenuator can eliminate all internal multiples

that have their shallowest downward reflector at the ocean bottom.

The topics discussed in this dissertation provide two advances to the capabilities

of ISS de-multiple methods by (1) adding the physics of a realistic 3D source to

enhance the effectiveness within current ISS methods; (2) in a further step, utilize

the achievable subsurface information to develop an internal multiple eliminator.

11
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1.3 Overview of this dissertation

Chapter 1 reviews the general background of seismic exploration and specific chal-

lenges of ISS de-multiple methods addressed by this dissertation.

Chapter 2 explains how to incorporate a 3D point source in the ISS free-surface

multiple elimination algorithm for a 1D subsurface. The difference a 3D point source

assumption can make, comparing to a frequently used 2D line source assumption, is

exemplified and analyzed on realistic synthetic data generated by a 3D point source

and a 1D subsurface.

Chapter 3 focuses on the effect of incorporating a 3D point source in the ISS

internal multiple attenuation algorithm for a 1D/2D subsurface. First, a realistic

3D point source is added for a 1D-earth ISS internal multiple prediction theory by

starting from a complete 3D theory and then reducing the earth dimension from 3D

to 1D. The significance has been shown by comparing internal multiple predictions

assuming a 2D line source versus a 3D point source for synthetic 3D-source data.

Second, the negative consequence of mismatching source dimension in free-surface

multiple removal to the subsequent internal multiple prediction is exemplified. As an

extension, a 2D-earth ISS internal multiple attenuator accommodating a 3D point

source is also advanced and analyzed.

Chapter 4 provides a way to eliminate a specific but important class of internal

multiples, by directly giving the information of a specific attenuation factor7. Instead

7Attenuation factor is defined as the difference between current internal multiple prediction
(from attenuation algorithm) and actual-internal multiple.

12
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of extracting the attenuation factor from reflection data (Herrera and Weglein, 2012;

Zou and Weglein, 2014; Zou et al., 2016), the attenuation factor can be found by

velocity analysis of the ocean bottom in a typical marine exploration. For those

internal multiples having only one downward reflection at the ocean bottom, an

alternative ISS internal multiple eliminator can be achieved with the knowledge of

the properties down to and across the ocean bottom, independent of how deep and

how many layers the internal multiples travel trough. As a preliminary study, a

1D-normal incidence test is designed and performed to evaluate the effectiveness of

the proposed ISS internal multiple eliminator.

Chapter 5 summarizes the contributions of this dissertation.

13



Chapter 2

Incorporating a 3D point source in

ISS free-surface multiple

elimination (FSME) algorithm for

a 1D subsurface

Based on the current 3D-inverse scattering series (ISS) free-surface multiple elim-

ination (FSME) algorithm (Carvalho, 1992; Weglein et al., 1997, 2003) that was

developed for a 3D point source and 3D earth, this chapter derives an ISS FSME

algorithm that retains the dimension of the source (i.e., 3D point source) and re-

duces the subsurface dimension from 3D to 1D. Numerical tests were performed on

3D source synthetic data generated from a 1D subsurface, to examine the signifi-

cance of incorporating a 3D source in FSME algorithm, compared to a frequently

14
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used 2D line source algorithm (i.e., 1.5D algorithm). The results demonstrate that

the 3D source/1D subsurface ISS FSME algorithm can completely remove the free-

surface multiples in 3D source data. This successful removal of free-surface multiples

provides a satisfactory prerequisite for subsequent processing (e.g., internal multiple

attenuation/elimination).

2.1 Introduction

Multiple removal is a long-standing and challenging task in seismic data processing,

which impacts the subsequent imaging and inversion procedures. Many efforts have

been made to attenuate or eliminate the free-surface multiples (events that have ex-

perienced at least one downward reflection at the air-water surface) in data (e.g., Ver-

schuur et al., 1992; Carvalho, 1992; Weglein et al., 1997, 2003; Weglein and Dragoset,

2008). Among these methods, the inverse scattering series (ISS) free-surface multi-

ple elimination (FSME) algorithm provides a multidimensional procedure that elim-

inates all free-surface multiples (Carvalho, 1992; Weglein et al., 1997, 2003) through

a simple subtraction. This approach has its strengths in that it does not require

subsurface information, and it can provide the accurate time and amplitude of all

free-surface multiples. However, other approaches, such as the surface-related mul-

tiple elimination (SRME) method, often adopt adaptive subtraction with certain

criteria (e.g., energy minimization) to eliminate the free-surface multiples, because

these methods can provide accurate time but approximate amplitude of free-surface

multiples. Adaptive subtraction works well at times when the events are isolated,
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however, it can generate issues when the free-surface multiples and primaries are in-

terfering or destructively overlapping. This is because energy minimization assumes

a minimized/decreased energy in data after multiple subtraction, which is invalid

when the energy increases after removing destructively overlapping free-surface mul-

tiples and at the same time recovering the primaries. In other words, for a complex

geology, it is in need of accurate free-surface multiple predictions for both time and

amplitude, where the adaptive subtraction can fail to effectively remove the free-

surface multiples and can possibly damage the primaries.

As we mentioned before, the ISS FSME algorithm is a multidimensional procedure

that can completely remove the free-surface multiples from data without knowledge

of any subsurface information. If we consider a 3D point source as the real source

dimension, the complete 3D ISS FSME algorithm, which assumes a 3D point source

and a 3D subsurface, can successfully predict both accurate time and amplitudes of

all free-surface multiples with a complete dataset (requires areal coverage of sources

and for each source requires the areal coverage of receivers). Even though the 3D ISS

FSME algorithm is a complete and accurate method, there are reasonable circum-

stances that require less data and less computational cost, for instance, when the

earth property only varies in 1D and the source dimension retains 3D. For a typical

pre-stack shot gather coming from a 1D subsurface, the 1.5D ISS FSME algorithm is

frequently and naturally applied to predict free-surface multiples (Carvalho, 1992).

Since the 1.5D ISS FSME algorithm assumes a 2D line source, it can only provide

the accurate time and amplitude of free-surface multiples generated by a 2D line

source, rather than a 3D point source. When the data come from a realistic point
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source and a 1D subsurface, this 1.5D algorithm can produce issues and even fail to

effectively eliminate the free-surface multiples.

This chapter will develop a specific 3D source/1D subsurface ISS FSME algorithm

by reducing a complete 3D ISS FSME algorithm. The reduced algorithm preserves

the real 3D source dimension and demands only one pre-stack shot gather for the

3D-source data coming from a 1D earth. The numerical tests were performed on

3D-source data. The results evaluated the significance of incorporating a 3D source

in free-surface multiple removal by comparing to a frequently used 1.5D algorithm

for realistic synthetic data.

2.2 Review of complete 2D and 3D ISS free-surface

multiple elimination algorithms

The ISS free-surface multiple elimination algorithm was originally pioneered by Car-

valho (1992); Weglein et al. (1997) for 1D, 2D, and 3D world. This multidimensional

method will be revisited in this section for 3D and 2D cases.

The preparation of the 3D FSME algorithm starts from dataD(xg, yg, εg, xs, ys, εs; t),

where (xg, yg, εg) and (xs, ys, εs) are the receiver- and source-location, respectively.

The depth of sources (εs) and receivers (εg) are fixed and known. In addition, the

preprocessing - including the reference wave removal, deghosting, and wavelet esti-

mation - needs to be achieved before the ISS free-surface multiple prediction. The
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preprocessed data are represented by D′. Fourier transform the data D′ in the space-

time domain to the wavenumber-frequency domain as input D′1(kxg, kyg, kxs, kys;ω).

The 3D source ISS free-surface multiple elimination algorithm can be written as

D′n(kxg, kyg, kxs, kys;ω) =
1

2iπ2ρrB(ω)

∫ ∞
−∞

∫ ∞
−∞

dkxdkyD
′
1(kxg, kyg, kx, ky;ω)

×qD′n−1(kx, ky, kxs, kys;ω)eiq(εg+εs), (2.1)

for n ≥ 2 and

D′(kxg, kyg, kxs, kys;ω) =
∞∑
n=1

D′n(kxg, kyg, kxs, kys;ω). (2.2)

D′ contains only the primaries and internal multiples. B(ω) and ρr are the source

signature and reference medium density, respectively. The vertical wavenumber is

defined by q = sgn(ω)
√

(ω/c0)2 − k2x − k2y. The 3D algorithm in equations (2.1) and

(2.2) assumes that the acquisition applies 3D point sources and 3D point receivers

for a 3D subsurface. The source dimension is always close to 3D in real data.

Similarly, a set of 2D preprocessed data D′(xg, xs; t) can be Fourier transformed

into the wavenumber-frequency domain as D′1(kg, ks;ω). The 2D ISS free-surface

multiple elimination algorithm is,

D′n(kg, ks;ω) =
1

iπρrB(ω)

∫ ∞
−∞

dkD′1(kg, k;ω)qD′n−1(k, ks;ω)eiq(εg+εs), (2.3)

for n ≥ 2 and

D′(kg, ks;ω) =
∞∑
n=1

D′n(kg, ks;ω), (2.4)

where the vertical wavenumber is q = sgn(ω)
√

(ω/c0)2 − k2. The algorithm in equa-

tions (2.3) and (2.4) assumes an entire 2D world, in which everything is 2D, including

source dimension as well as earth dimension.
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2.3 Theory

In the following sections, both the 3D and 2D free-surface multiple algorithms are

reduced for the data from a 1D subsurface, where in the 3D algorithm the source is

assumed to be a 3D point source and in the 2D algorithm the source is assumed to

be a 2D line source. For convenience, the superscript 1DE represents the 1D earth

assumption for different sources (for example, 2D1DE represents 2D line source and

1D earth; 3D1DE represents 3D point source and 1D earth).

2.3.1 Frequently used 2D line source/1D subsurface ISS FSME

algorithm

In developing the algorithm for 1D earth pre-stack data, it was natural that people

started with the 2D line source ISS FSME algorithm and then reduced it for a 1D

subsurface. The data that occur in a 2D world can be written as D(xg, xs;ω) or

D(xm, xh;ω) in the space-frequency domain, where xm = xg + xs and xh = xg − xs.

The data coming from a 1D earth, shown as D2D1DE(xh;ω), depends only on the

source-receiver offset (xh) and the frequency (ω). The Fourier transform over a

complete 2D data coming from a 1D earth can be shown as,

D(kg, ks;ω) =

∫∫
eikgxge−iksxsD2D1DE(xh;ω)dxgdxs. (2.5)

Rearranging the variables from (kg, ks) to (kh, km) can give us,

D(kh, km;ω) =
1

2

∫
eikhxhD2D1DE(xh;ω)dxh

∫
eikmxmdxm

= D2D1DE(kh;ω)(2π)δ(2km), (2.6)
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where kh = kg+ks
2

and km = kg−ks
2

. The dataset is independent of xm and it can

come out of the xm integral. Consequently, the Fourier transform integral over xm

can produce a Dirac delta function in km. Since the 2D source ISS FSME algorithm

needs data in (kg, ks), we can change the variables in equation (2.6) back to (kg, ks)

as,

D(kg, ks;ω) = D2D1DE(kg;ω)(2π)δ(kg − ks), (2.7)

where the relation kg = ks = km is defined by the sifting property of the Dirac delta

function.

As part of a complete data set, the preprocessed data D′ has the same symmetry

as D, which is D′n(kg, ks;ω) = D
′2D1DE
n (kg;ω)(2π)δ(kg − ks). By applying this 1D

earth data D
′2D1DE
n to equation (2.1), the algorithm becomes

D
′2D1DE
n (kg;ω)(2π)δ(kg − ks)

=
1

iπρrB(ω)

∫ ∞
−∞

dkD
′2D1DE
1 (kg;ω)(2π)δ(kg − k)

×qD′2D1DE
n−1 (k;ω)(2π)δ(k − ks)eiq(εg+εs). (2.8)

The lateral integral (
∫
dk) can be evaluated using the Dirac delta functions. Then

equation (2.8) produces the reduced 1.5D free-surface multiple eliminator as,

D
′2D1DE
n (kg;ω)δ(kg − ks)

=
2

iρrB(ω)
δ(kg − ks)D

′2D1DE
1 (kg;ω)qD

′2D1DE
n−1 (ks;ω)eiq(εg+εs). (2.9)

Integrating over kg on both sides provides the FSME assuming a 2D line source as

D
′2D1DE
n (kh;ω) =

2

iρrB(ω)
D

′2D1DE
1 (kh;ω)qD

′2D1DE
n−1 (kh;ω)eiq(εg+εs), (2.10)
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for n ≥ 2 and q = sgn(ω)
√

(ω/c0)2 − k2h,

D
′2D1DE(kh;ω) =

∞∑
n=1

D
′2D1DE
n (kh;ω), (2.11)

where kh = kg = ks (by evaluating the Dirac delta functions). Free-surface multiple

removed data in the space domain can be obtained by an inverse Fourier transform

as,

D
′2D1DE(xh;ω) =

1

2π

∫
D

′2D1DE(kh;ω)e−ikhxhdkh. (2.12)

The process following equations (2.6), (2.10), (2.11), and (2.12) provides us the ISS

FSME algorithm assuming a 2D line source for a 1D subsurface.

2.3.2 Reduced 3D point source/1D subsurface ISS FSME

algorithm

3D data generated by a 1D subsurface only depend on the source-receiver offset and

the frequency, which is a spatial circular symmetry in cylindrical coordinates (inde-

pendent of azimuth angle). This symmetry makes it convenient to study the 1D earth

problem with cylindrical coordinates, which is characterized by a radial length, an az-

imuth angle and a vertical position. The 3D vectors (x, y, z) and (kx, ky, kz) in Carte-

sian coordinates can be transformed to (ri, θi, zi) and (kri, φi, kzi), i ∈ {g, 1, 2, s}, in

cylindrical coordinates.

The dependence of 3D data for a 1D earth can be expressed as D3D1DE(|~rg−~rs|, ω)

or D3D1DE(rh, ω), where ~rg and ~rs are the projections of receiver and source locations

on to the x− y plane, respectively. Set ~rh = ~rg − ~rs and rh is the magnitude of the
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difference between ~rg and ~rs. The Fourier transforms over 3D-source data become

D(~kg, ~ks;ω)

=

∫∫ ∫∫
D3D1DE(rh, ω)ei

~kg ~rg−i ~ks ~rsd~rgd~rs

=

∫∫ ∫∫
D3D1DE(rh, ω)ei

~kg( ~rg−~rs)+i( ~kg− ~ks)~rsd~rgd~rs

=

∫∫
D3D1DE(rh, ω)ei

~kg ~rhd~rg︸ ︷︷ ︸
part 1

∫∫
ei(

~kg− ~ks)~rsd~rs︸ ︷︷ ︸
part 2

. (2.13)

Appendix A transforms integral variables from ~rg to ~rh for part 1 and appendix B

solves the part 2 in equation (2.13). The equation (2.13) becomes,

D(~kg, ~ks;ω) =

∫∫
D3D1DE(rh, ω)ei

~kg ~rhrhdrhdθh(2π)2
δ(krg − krs)δ(φg − φs)

krg
. (2.14)

Due to the definition of a Hankel transform (expressed by a zero-order Bessel function

of first kind J0), the 3D source/1D subsurface data can be transformed to the (kri, ω)

domain as,

D(~kg, ~ks;ω) = D3D1DE(krh;ω)(2π)2
δ(krg − krs)δ(φg − φs)

krg
, (2.15)

where

D3D1DE(krh;ω) = 2π

∫ ∞
0

D3D1DE(rh;ω)J0(krhrh)rhdrh. (2.16)

Substitute the D3D1DE(rh;ω) by the deghosted data D
′3D1DE(rh;ω) and change

D3D1DE(krh;ω) to D
′3D1DE
1 (krh;ω) as a notation of free-surface multiple prediction

input, and then equation (2.15) and (2.16) turns to be,

D(~kg, ~ks;ω) = D
′3D1DE
1 (krh;ω)(2π)2

δ(krg − krs)δ(φg − φs)
krg

, (2.17)
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where

D
′3D1DE
1 (krh;ω) = 2π

∫ ∞
0

D
′3D1DE(rh;ω)J0(krhrh)rhdrh. (2.18)

The form of data in the (kri;ω) domain (equation (2.17)) contains the Dirac delta

functions in cylindrical coordinates, which is equivalent to δ(kxg− kxs)δ(kyg− kys) in

Cartesian coordinates.

Substituting equation (2.17) into the full 3D ISS FSME algorithm in equation

(2.3) and then changing the variables of integration dkxdky to krdkrdφ can produce,

D
′3D1DE
n (krg;ω)(2π)2

δ(krg − krs)δ(φg − φs)
krg

=
1

2iπ2ρrB(ω)

∫ ∞
−∞

∫ ∞
−∞

krdkrdφ(2π)2
δ(krg − kr)δ(φg − φ)

krg
D

′3D1DE
1 (krg;ω)

×q(2π)2
δ(kr − krs)δ(φ− φs)

kr
D

′3D1DE
n−1 (kr;ω)eiq(εg+εs), (2.19)

where εg and εs are the depth of source and receivers, respectively. The lateral

integrals
∫∫

krdkrdφ can be evaluated due to the Dirac delta functions. The equation

(2.19) turns out to be,

D
′3D1DE
n (krg;ω)

δ(krg − krs)δ(φg − φs)
krg

=
2

iρrB(ω)

δ(krg − krs)δ(φg − φs)
krg

D
′3D1DE
1 (krg;ω)qD

′3D1DE
n−1 (krs;ω)eiq(εg+εs).(2.20)

Integrating over krg and φg on both sides gives the 3D source ISS FSME algorithm

for 1D subsurface as,

D
′3D1DE
n (krh;ω) =

2

iρrB(ω)
D

′3D1DE
1 (krh;ω)qD

′3D1DE
n−1 (krh;ω)eiq(εg+εs), (2.21)

for n ≥ 2 and

D
′3D1DE(krh;ω) =

∞∑
n=1

D
′3D1DE
n (krh, ω), (2.22)

23



3D point source ISS free-surface multiple elimination algorithm

where krh = krg = krs and q = sgn(ω)
√

(ω/c0)2 − k2rh.

D
′3D1DE
n (krh, ω) (nth-order free-surface multiple prediction) or D

′3D1DE(krh, ω)

(free-surface multiple removed data) need to be transformed back to the space domain

by an inverse Hankel transform (derived from two dimension Fourier transform due

to the independence of the azimuth angle), instead of an inverse Fourier transform.

The free-surface multiple prediction D
′3D1DE
n (rh;ω) can be obtained by using,

D
′3D1DE
n (rh;ω) =

1

2π

∫ ∞
0

D
′3D1DE
n (krh;ω)J0(krhrh)krhdkrh. (2.23)

Similarly, the free-surface multiple removed data can be transformed to the space-

time domain by,

D
′3D1DE(rh;ω) =

1

2π

∫ ∞
0

D
′3D1DE(krh;ω)J0(krhrh)krhdkrh. (2.24)

In an acquisition geometry where sources and receivers are on the same streamer in

a 3D survey, we can take r along any angle in the x− y plane, including the specific

choice of r = x.
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2.4 Numerical tests

Figure 2.1: Three-reflector model with density-velocity variation for generating syn-

thetic data. The depth of source, receivers, and reflectors are noted. Receiver internal

is 4 m.

To show the significance of matching the source dimension in data and processing, a

velocity-density varying model (Figure 2.1) is designed to synthesize 3D point source

data. The synthetic 3D-source dataset (Figure 2.2) is a pre-stack shot gather without

the reference wave and ghost, generated by reflectivity modeling method with a

limited bandwidth. The synthetic data contain primaries, free-surface multiples, and

internal multiples, where primaries and free-surface multiples dominate the energy

of data. The free-surface multiples (up to 2rd order) are the targets to be removed.
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Figure 2.2: Synthetic 3D point source data for evaluating the difference between ISS

free-surface multiple elimination assuming a 3D point source and a 2D line source.

The color scale represents amplitude intensity.

Figure 2.3 presents the ISS free-surface multiple prediction results with different

assumptions of source dimension. Please notice that the plot scales in Figure 2.3 (a)

and (b) are different as shown in the highlighted red box at color bars. Shown with

different color scales, both 2D line source and 3D point source free-surface multiple

predictions provide distinct events in Figure 2.3. When the source dimension (3D

point source) in processing matches the data, as seen in Figure 2.3 (a), the prediction

result provides the accurate time and accurate amplitude of free-surface multiples,
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which can be plotted in the same scale as data (−4 ∼ 4 × 10−5). However, the 2D

line source prediction (Figure 2.3 (b)) produces a much less effective result. To make

the 2D line source prediction result be visible, this plot applies a different color scale,

which is 200 times smaller than actual data (red box, Figure 2.3 (b)).

In order to detect the difference between predicted and actual free-surface mul-

tiples, the comparison of trace plot is provided in Figure 2.4. The sample trace is

extracted from 200 m offset. The top Figure in 2.4 compares input data (black line),

ISS free-surface multiple predictions assuming a 2D line source (dash-dot blue line)

and a 3D point source (dash red line). The 3D point source prediction (dash red line)

agrees with actual data in both time and amplitude of free-surface multiples, which

delivers the promise of ISS FSME algorithm. Subtracting this 3D-source prediction

from input data can surgically remove the free-surface multiples as seen in Figure

2.5 (a).
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Figure 2.3: ISS free-surface multiple predictions assuming (a) a 3D point source

versus (b) a 2D line source. The color scale represents amplitude intensity.
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Figure 2.4: Top figure shows trace comparison at 200 m offset of input 3D point

source data (solid black line), ISS free-surface multiple predictions assuming a 3D

point source (dash red line) and a 2D line source (dash-dot blue line). Bottom figure

replots the 2D line source prediction in top figure with a different scale.

In contract to 3D point source prediction, the 2D line source prediction (dash-dot

blue line in Figure 2.4, top) shows a flat line because of the difference in amplitude

scales. A visible plot of 2D line source prediction is provided at the bottom of Figure

2.4, which use a 100 times smaller amplitude scale than actual data. This replotted

figure indicates that the mismatch of source dimension generates a significantly less

effective result with deviated wavelet and small amplitude. In this case, subtracting
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the 2D line source prediction from the 3D point source data can produce serious

free-surface multiple residues (Figure 2.5 (b)), which are harmful to subsequent pro-

cessing (e.g. ISS internal multiple attenuation/elimination). Generally, the energy

minimization criterion will be applied in this situation to make the subtraction effec-

tive, which is known as adaptive subtraction. And indeed, the adaptive subtraction

works well when the events in the data are isolated. However, when the all the events

are overlapping, the energy minimization criterion can fail to remove the multiples

without harming the primaries.

Figure 2.5: ISS free-surface multiple eliminated results assuming (a) a 3D point

source versus (b) a 2D line source. The color scale represents amplitude intensity.
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2.5 Analysis

Figure 2.6: The essential difference between ISS free-surface multiple elimination

algorithm assuming a 2D line source and a 3D point source in calculation.

To analyze the different results shown in previous section 2.4, Figure 2.6 illustrates

the essential differences of calculations in 2D line source and 3D point source algo-

rithms. Apparently, the differences between 2D line source algorithm and 3D point

source algorithm are how to prepare input data in the wavenumber domain and how

to transform the output back to the space domain. 2D line source algorithm requests

a forward and an inverse Fourier transform. Instead, 3D point source algorithm needs

a forward and an inverse Hankel transform. Meanwhile, the ISS free-surface multiple

prediction kernel does not need to be altered.

The goal of analysis turns to clarify what is the difference between Fourier trans-

form and Hankel transform and how this difference affects the ISS free-surface mul-

tiple prediction algorithm. In a 2D line source algorithm, the preparation of data

requests a Fourier transform, which is

D2D1DE(kh;ω) =

∫
D2D1DE(xh;ω)eikhxhdxh. (2.25)
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When data come from a 3D point source (D3D1DE(rh;ω)) but processing depends on

a 2D line source, the variable xh in equation (2.25) can be changed to rh (dummy

variable), which produces

D2D(krh;ω) =

∫ +∞

−∞
D(rh;ω)eikrhrhdrh, (2.26)

where the krh is the Fourier conjugate of rh in the wavenumber domain. The super-

script of data in the space domain is omitted since data are always coming from a 3D

point source. In addition, on the left-hand side, the superscript of 2D1DE is changed

to 2D to represent the source dimension carried by processing algorithm. Thereby,

D2D(krh;ω) is the input of a 2D line source ISS free-surface multiple elimination

algorithm.

Switch to a 3D point source algorithm. Preparing the input data needs a Hankel

transform, which is

D3D(krh;ω) = 2π

∫ +∞

0

D(rh;ω)J0(krhrh)rhdrh, (2.27)

where the superscript 3D represents the source dimension assumed by a processing

algorithm. The Bessel function of first kind J0 does not have a close form. In order

to compare to a Fourier transform (applied in a 2D algorithm), two things need to

happen: (1) rewriting a equivalent form of a Hankel transform with integral from −∞

to +∞, instead of 0 to +∞; (2) explicitly writing out a form of the Bessel function

with an asymptotic approximation. The rearranged formula of an asymptotic Hankel

transform (appendix C) is,

D3D(krh;ω) =

∫ +∞

−∞
D(rh;ω)

√
2πrh
krh

eikrhrh−i
π
4 drh. (2.28)
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Comparing equation (2.28) with (2.26), the asymptotic Hankel transform (equivalent

to Hankel transform applied in a 3D point source algorithm for far-field) provides

two factors which make it different from a Fourier transform. One is a e−i
π
4 , which

produces a phase change in the data. The other one is the factor
√

2πrh/krh, which

affects the amplitude of input. Reversely, when a 2D line source is assumed (where

a Fourier transform is applied), the input preparation of data is lacking of these

two factors. The input of a 2D line source algorithm carries one extra phase factor

ei
π
4 (depending on the convention of the applied Fourier transform, appendix C)

and one extra amplitude factor
√
krh/(2πrh), compared to the input of a 3D-source

algorithm. Particularly, the amplitude in 2D line source input is
√
krh/(2πrh) times

of 3D point source input, which can be estimated as a number < 1 with typical

sampling parameters.

Continue to the ISS free-surface multiple prediction algorithm. Take the first-

order free-surface multiple prediction as an example, which is quadratic in terms of

input data. Namely, algorithm asks the multiplication of data to predict free-surface

multiples. In this step, the phases of input are added and amplitudes of input are

multiplied (by a rule that ISS method defines). Suppose that the 2D line source

prediction is D2D
2 (krh;ω) and the 3D point source prediction is D3D

2 (krh;ω). Hence,

the factors expected to be carried by D2D
2 (krh;ω) are ei

π
2 and krh/(2πrh) compared

to D3D
2 (krh;ω). In higher order free-surface multiples prediction, the deviation on

phase and decrease on amplitude in prediction can be more serious.

At the output step, different transforms have impact on predicted free-surface

multiple events. Consistent with the convention in forward transforms, the inverse
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Fourier transform (2D line source algorithm) and asymptotic inverse Hankel trans-

form (3D point source algorithm) can be expressed as,

D2D
n (rh;ω) =

1

2π

∫ +∞

−∞
D2D
n (krh;ω)e−ikrhrhdkrh, (2.29)

and

D3D
n (rh;ω) =

1

2π

∫ +∞

−∞
D3D
n (krh;ω)

√
krh

2πrh
e−ikrhrh+i

π
4 dkrh, (2.30)

where D2D
n and D3D

n represent the ISS prediction result assuming a 2D line source

and a 3D point source, respectively. Recall the example of the first-order free-surface

multiple prediction. D3D
2 is transformed by adding two factors, ei

π
4 and

√
krh/(2πrh),

which are missed in an inverse Fourier transform of D2D
2 . Eventually, all events in

a 2D line source prediction D2D
2 (rh;ω) are altered by ei

π
4 in phase and

√
krh/(2πrh)

in amplitude compared to a 3D point source prediction that provides accurate time

and amplitude of all free-surface multiples. And the small amplitude issue, which

is shown in section 2.4, can be explained by the small number factor
√
krh/(2πrh).

The 1/
√
rh indicates that the negative impact of assuming a 2D line source varies

along offset, which makes the adaptive subtraction even more difficult.

It is also worthwhile to point out that an asymptotic Hankel transform can adapt

the Fast Fourier transform in numerical test, which is a way to reduce the cost of a

real Hankel transform in computation when applying a 3D point source algorithm.

However, the effectiveness of near offset can be sacrificed due to the far offset as-

sumption in an asymptotic approximation.
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2.6 Summary

In this chapter, a reduced and modified 3D point source ISS free-surface multiple

elimination method is proposed for data coming from a 1D subsurface. The numerical

results demonstrate that the reduced algorithm can successfully eliminate the free-

surface multiples for one single 3D-source shot gather. The ignorance of 2D source

dimension in the 1.5D algorithm can lead to dramatically decreased effectiveness

of the ISS free-surface multiple prediction, which contains small amplitudes and

distorted phases. Applying a 2D line source free-surface multiple prediction plus an

adaptive subtraction can generate issues. When the events are interfering with each

other, adaptive methods have difficulties in removing the multiples without harm to

the primaries, whether a local search method (Verschuur et al., 1992) is used or a

global search method (Carvalho and Weglein, 1994) is used. No matter what the

earth dimension is 1D, 2D, or 3D, it is always important to incorporate a 3D-source

dimension in processing, which is consistent of the real source dimension.
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Chapter 3

Incorporating a 3D point source in

ISS internal multiple attenuation

(IMA) algorithm for a 1D/2D

subsurface

This chapter firstly revisits the complete 2D and 3D ISS internal multiple attenua-

tion algorithms. Secondly, based on these complete algorithms, it explains how to

incorporate a 3D point source in ISS internal multiple prediction for a 1D/2D sub-

surface and shows the difference in internal multiple removal. The negative impact

of mismatching the source dimension in free-surface multiple removal to the sub-

sequent internal multiple prediction will be examined and analyzed. These results

indicate that it is essential to accommodate a 3D point source in each step in seismic
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processing.

3.1 Introduction

The current state of ISS de-multiple algorithms provides a multidimensional proce-

dure that attenuates all internal multiples (Araújo et al., 1994; Weglein et al., 1997,

2003). New ISS capabilities for internal multiple removal are pioneered by Liang

et al. (2013); Zou and Weglein (2014); Ma and Weglein (2014). This approach has

its unique strengths and does not require subsurface information. It is even inde-

pendent of the earth model-type. Among these multidimensional methods, the ISS

internal multiple attenuation algorithm (Araújo et al., 1994; Weglein et al., 1997) can

predict the accurate time and approximate amplitude of internal multiple (that are

downward reflected by the reflectors below the free-surface). Although ISS internal

multiple removal does not require any subsurface information, it does care about the

assumption of the source and earth dimensions. In history of developing 1D, 2D,

and 3D algorithms, people have paid more attenuation to the earth dimensions, but

ignored the source dimension. It is worthwhile to point out that a 2D algorithm is

entirely 2D, including earth dimensions as well as the source dimension. When the

the earth approximately varies in either 1D or 2D, the 2D algorithm is frequently

used or reduced for a 1D earth. The reduced algorithm brings along the 2D source

assumption, a line source in 3D sense. However, the source dimension in field data

is actually a localized 3D point source, instead of a 2D line source. This discrepancy

needs to be accommodated in the ISS de-multiple methods, including in free-surface
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multiple (chapter 2) and internal multiple removal, to deliver the promised effective-

ness of de-multiple methods.

The implementations of ISS internal multiple attenuation have shown promising

results for marine (e.g., Ferreira, 2011; Matson and Weglein, 1996) and onshore

cases (e.g., Fu et al., 2010; Luo et al., 2011; Terenghi et al., 2011), with help of

adaptive subtraction. There are circumstances where it is reasonable to assume a 1D

subsurface (e.g., Central North sea, onshore Canada, and the Middle East). Recently,

the 1.5D ISS internal multiple attenuator (2D line source/1D subsurface algorithm)

has been successfully applied to Saudi Aramco onshore data (Luo et al., 2011) and

also produced a positive result for the Encana land data (Fu and Weglein, 2014).

Real data from a 2D subsurface have been tested by Ferreira (2011) using a complete

2D algorithm, which produces a positive internal multiple removed result. In these

applications, people were aware that there was a danger of damaging interfering

primaries by using an adaptive subtraction. Incorporating a more realistic 3D point

source can improve the effectiveness of current internal multiple prediction, which

benefits the reliability of simple subtraction and reduced the burden of adaptive

subtraction.

This chapter presents how to incorporate a 3D point source in the ISS internal

multiple attenuation to develop a more realistic algorithm for a 1D/2D subsurface.

The significance of including a 3D source in the algorithm is numerically evalu-

ated by synthetic 3D point source data. Moreover, the impact of an unsatisfactory

free-surface multiple removal to the internal multiple prediction is exemplified and

analyzed by numerical tests.
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3.2 Review of complete 2D and 3D ISS internal

multiple attenuation algorithms

The ISS internal multiple attenuator was originally proposed by Araújo et al. (1994)

and Weglein et al. (1997), which provides a multi-dimensional approach for a 1D,

2D, and 3D world. The preparation of the 3D ISS internal multiple prediction

starts from data D(xg, yg, εg, xs, ys, εs;ω), where (xg, yg, εg) and (xs, ys, εs) are the

receiver- and source-location, respectively. For the fixed depth of sources and re-

ceivers (omit εs, εg), the b1 term is defined by the data in wavenumber-frequency

domain as b1(~kg, ~ks; qg + qs) = −2iqsD(~kg, ~ks;ω), where the vertical wavenumber is

qi = sgn(ω)
√

(ω/c0)2 − k2xi − k2yi , i ∈ {g, s} and ~kg = (kxg , kyg), ~ks = (kxs , kys). The

b1 term can be Fourier transformed to the depth domain as b1(~kg, ~ks; z), and corre-

sponds to an un-collapsed Stolt migration. The ISS internal multiple attenuation

algorithm in 3D is

b3D3 (kxg , kyg , kxs , kys ;ω)

=
1

(2π)4

∫∫
dkx1dkx2

∫∫
dky1dky2e

−iq1(εg−εs)eiq2(εg−εs)

×
∫ +∞

−∞
dz1b1(kxg , kyg , kx1 , ky1 ; z1)e

i(qg+q1)z1

×
∫ z1−ε

−∞
dz2b1(kx1 , ky1 , kx2 , ky2 ; z2)e

−i(q1+q2)z2

×
∫ +∞

z2+ε

dz3b1(kx2 , ky2 , kxs , kys ; z2)e
i(q2+qs)z3 , (3.1)

where the qi = sgn(ω)
√

(ω/c0)2 − k2xi − k2yi , i ∈ {g, 1, 2, s}, and b3D3 is a 3D-internal-

multiple attenuator in the wavenumber-frequency domain. The 3D algorithm in
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equation (3.1) assumes that the acquisition applies 3D sources and 3D receivers for

a 3D subsurface. Inverse Fourier transforming b3D3 (kxg , kyg , kxs , kys ;ω)/(−2iqs) can

produce the space-time domain attenuator. This attenuator predicts accurate time

and approximate amplitude of all internal multiples at once. In addition, (b1 +

b3D3 )/(−2iqs) is the internal multiple removed 3D data when it returns to the space-

time domain.

Similarly, a set of 2D data D(xg, xs; t) can be transformed into wavenumber-

frequency domain as D(kg, ks;ω), which defines the 2D b1(kg, ks, qg + qs) = −2iqs ·

D(kg, ks;ω). And then the 2D ISS internal multiple attenuation algorithm is

b2D3 (kg, ks;ω)

=
1

(2π)2

∫∫
dk1dk2e

−iq1(εg−εs)eiq2(εg−εs)

×
∫ +∞

−∞
dz1b1(kg, k1; z1)e

i(qg+q1)z1

×
∫ z1−ε

−∞
dz2b1(k1, k2; z2)e

−i(q1+q2)z2

×
∫ +∞

z2+ε

dz3b1(k2, ks; z2)e
i(q2+qs)z3 , (3.2)

where the vertical wavenumber is qi = sgn(ω)
√

(ω/c0)2 − k2i , i ∈ {g, 1, 2, s}, b1(kg, ks; z)

is an un-collapsed Stolt migration of a 2D data (transform b1(kg, ks, qg + qs) back

to depth domain), and b2D3 (kg, ks;ω) is a 2D-internal-multiple attenuator in the

wavenumber-frequency domain. The 2D attenuator in the space-time domain can be

obtained by inverse Fourier transforming b2D3 (kg, ks;ω)/(−2iqs). In contrast to the

3D case, the algorithm in equation (3.2) assumes the acquisition corresponding to

2D line sources and 2D line receivers for a 2D subsurface.
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3.3 Incorporating a 3D point source in ISS IMA

for a 1D subsurface

In this section, the complete 3D ISS internal multiple attenuation algorithm is mod-

ified for a one-dimensional subsurface to improve realism and effectiveness. The new

algorithm, which assumes that the earth only varies in the z-direction and the data

carries along a 3D point source, represents more than a small increase in the effec-

tiveness of predicting the amplitude of internal multiples, compared to a frequently

employed 1.5D ISS internal multiple attenuator (assuming a 2D line source and a 1D

earth). The difference of internal multiple prediction/removal assuming a 3D point

source versus a 2D line source is exemplified by testing on synthetic 3D point source

data, which matches the realistic source dimension in real data.

3.3.1 Theory

In the following sections, both the 3D and 2D internal multiple attenuation algo-

rithms are reduced for the data coming from a 1D subsurface, where in the 3D case

the source is a localized point source and in the 2D case the source is a line source.

For convenience, the superscript 1DE represents the 1D earth assumption for dif-

ferent sources (For example, 2D line source 1D earth: 2D1DE; 3D point source 1D

earth: 3D1DE).
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3.3.1.1 Frequently used 2D line source/1D subsurface ISS IMA algo-

rithm

In developing the algorithm for a 1D earth pre-stack data, it was natural that people

started with the 2D ISS internal multiple attenuation algorithm and then reduced

it for 1D-subsurface data. The data that occurs in the 2D earth can be represented

as D(xg, xs;ω) or D(xm, xh;ω) in space-frequency domain, where xm = xg + xs and

xh = xg − xs. The data from a 1D earth, shown as D2D1DE(xh;ω), only depends

on the source-receiver offset (xh) and the frequency (ω). The Fourier transform over

the 2D data for a 1D earth, which is needed for the algorithm, can be shown as,

D(kg, ks;ω) =

∫∫
eikgxge−iksxsD2D1DE(xh;ω)dxgdxs

=
1

2

∫
eikhxhD2D1DE(xh;ω)dxh

∫
eikmxmdxm

= D2D1DE(kh;ω)(2π) · δ(kg − ks), (3.3)

where kh = kg+ks
2

and km = kg−ks
2

. The data is independent of xm and can come out

of the integral. Consequently, the Fourier transform integral over xm can produce a

Dirac delta function in km. b1 is defined as b1(kg, ks, qg + qs) = −2iqs ·D(kg, ks;ω).

The uncollapsed Stolt migration b1 can be expressed by b2D1DE
1 as,

b1(kg, ks; z) = b2D1DE
1 (kh; z)(2π) · δ(kg − ks). (3.4)

By applying this 1D earth b1 to the equation (3.2), the lateral integrals (
∫ ∫

dk1dk2)

can be evaluated by the Dirac delta functions. Then equation (3.2) produces the
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reduced 1.5D internal multiple attenuator as,

b2D1DE
3 (kh;ω) =∫ +∞

−∞
dz1b

2D1DE
1 (kh; z1)e

i2qz1

∫ z1−ε

−∞
dz2b

2D1DE
1 (kh; z2)e

−i2qz2

×
∫ +∞

z2+ε

dz3b
2D1DE
1 (kh; z3)e

i2qz3 , (3.5)

where kh = kg = ks (evaluating by the Dirac delta functions) and q = sgn(ω)
√

(ω/c0)2 − k2h.

Prediction D3 in the space domain can be obtained by an inverse Fourier transform

as,

D2D1DE
3 (xh;ω) =

1

2π

∫
b2D1DE
3 (kh;ω)/(−2iqs)e

ikhxhdkh. (3.6)

The process following equation (3.5) and (3.6) provides the ISS internal multiple

attenuation algorithm assuming a 2D line source for a 1D subsurface.

3.3.1.2 Reduced 3D point source/1D subsurface ISS IMA algorithm

The 3D data generated by a 1D earth only depends on the source-receiver offset

and the frequency, which has a spatial circular symmetry in cylindrical coordinates

(independence of azimuth angle). This symmetry makes it convenient to study

the 1D earth problem with cylindrical coordinates. The 3D vectors (x, y, z) and

(kx, ky, kz) in Cartesian coordinates can be transformed to (ri, θi, zi) and (kri, φi, kzi),

i ∈ {g, 1, 2, s}, in cylindrical coordinates, which is characterized by a radial length,

an azimuth angle and a vertical position.

The dependence of 3D data for a 1D earth can be expressed as D3D1DE(|~rg−~rs|;ω)

or D3D1DE(rh;ω), where the ~rg and ~rs are the projection of receiver and source
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locations on x−y plane, respectively. By defining ~rh = ~rg− ~rs, rh is the magnitude of

the difference between ~rg and ~rs. Due to the cylindrical symmetry, the 3D source/1D

subsurface data can be transformed to (kri;ω) domain as,

D(~kg, ~ks;ω) = D3D1DE(krh;ω)(2π)2
δ(krg − krs)δ(φg − φs)

krg
, (3.7)

where krh = krg. The receivers are required along the r-direction as D3D1DE(rh;ω),

because

D3D1DE(krh;ω) = 2π

∫ ∞
0

D3D1DE(rh;ω)J0(krhrh)rhdrh. (3.8)

The 3D-source data in (kri;ω) domain (equation (3.7)) contain the Dirac delta func-

tions in cylindrical coordinates, which is equivalent to δ(kxg − kxs)δ(kyg − kys) in

Cartesian coordinates. Preparing input b1 uses,

b1(~kg, ~ks; z) = b3D1DE
1 (krg; z)(2π)2

δ(krg − krs)δ(φg − φs)
krg

, (3.9)

which is a 3D uncollapsed Stolt migration with water-speed. Substitute formula (3.9)

into the full 3D ISS internal multiple attenuation algorithm in equation (3.1) with

arranging the integral variable from dkxdky to krdkrdφ as,

b3D1DE
3 · δ(krg − krs)δ(φg − φs)

krg

=

∫ ∞
0

kr1dkr1

∫ 2π

0

dφ1

∫ ∞
0

kr2dkr2

∫ 2π

0

dφ2

×
∫ +∞

−∞
dz1b

3D1DE
1 (krg; z1)e

i(qg+q1)z1
δ(krg − kr1)δ(φg − φ1)

krg

×
∫ z1−ε

−∞
dz2b

3D1DE
1 (kr1; z2)e

−i(q1+q2)z2 δ(kr1 − kr2)δ(φ1 − φ2)

kr1

×
∫ +∞

z2+ε

dz3b
3D1DE
1 (kr2; z3)e

i(q2+qs)z3
δ(kr2 − krs)δ(φ2 − φs)

kr2
. (3.10)
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The lateral integrals
∫∫∫∫

kr1dkr1dφ1kr2dkr2dφ2 can be evaluated due to the Dirac

delta functions in equation (3.7). The reduced form of the 3D algorithm is

b3D1DE
3 (krh;ω) =∫ +∞

−∞
dz1b

3D1DE
1 (krh; z1)e

i2qz1

∫ z1−ε

−∞
dz2b

3D1DE
1 (krh; z2)e

−i2qz2

×
∫ +∞

z2+ε

dz3b
3D1DE
1 (krh; z3)e

i2qz3 , (3.11)

where krh = krg = krs (evaluated by Dirac delta functions), vertical wavenumber

q = sgn(ω)
√

(ω/c0)2 − k2rh and εg = εs. Equation (3.11) has the same form as the

1.5D internal multiple attenuator (equation (3.5)) in the wavenumber-frequency do-

main, which indicates that the prediction kernel does not change in different source-

dimension assumptions.

b3D1DE
3 (krh;ω) needs to be transformed back to the space domain by an inverse

Hankel transform (derived from two dimension Fourier transform due to the indepen-

dence of the azimuth angle), instead of an inverse Fourier transform. The internal

multiple prediction D3D1DE
3 (rh;ω) can be obtained by using,

D3D1DE
3 (rh;ω) =

1

2π

∫ ∞
0

J0(krh · rh)
b3D1DE
3 (krh;ω)

−2iqs
krhdkrh. (3.12)

In a specified acquisition geometry that sources and receivers are on the same

streamer in a 3D survey, we can make r along any angle in x − y plane, includ-

ing r = x. The equations (3.11), (3.8), and (3.12) forms the ISS internal multiple

attenuator assuming a 3D point source for 1D subsurface.
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3.3.2 Numerical tests

Figure 3.1: Two-reflector model with velocity-density variation for generating syn-

thetic data. The depths of source, receivers, and reflector locations are noted. Re-

ceiver intervel is 4 m.

To show the significance of matching the source dimension in ISS internal multiple

attenuation algorithm and actual data, a two-reflector model (Figure 3.1) is designed

to synthesize 3D point source data (Figure 3.2), without the reference wave, ghost

and free-surface multiple. The forward modeling employs a reflectivity method with

limited bandwidth. The data contains primaries and internal multiples in different

orders. In following test, only the first-order internal multiple is the target, which is

supposed to be attenuated in principle.
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Figure 3.2: Synthetic 3D point source data for evaluating the difference between ISS

internal multiple attenuation assuming a 3D point source and a 2D line source. The

color scale represents amplitude intensity.

The ISS internal multiple prediction results with different assumptions of source

dimension are presented in Figure 3.3. Both results were able to predict internal

multiple events, but the effectiveness in these two results were different. The 3D

point source internal multiple prediction (Figure 3.3 (a)) provides an accurate time

and approximate amplitude for internal multiples, which delivered the promise of an

ISS internal multiple attenuation algorithm. However, the 2D line source prediction

(Figure 3.3 (b)) produced a much less effective result due to the mismatch of the
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source dimension. To make the 2D line source prediction visible, the plot of Figure

3.3 (b) applies a significantly small color scale (104 ∼ 105 times smaller than data),

which indicates that the amplitude difference is greater than the amplitude difference

in a mismatched free-surface multiple prediction can produce (chapter 2, section 2.4).

The difference between the amplitude intensity of 3D point source and 2D line source

prediction is highlighted by red boxes seen in Figure 3.3.

To further study this difference, the trace at 200 m offset is extracted from the

input 3D point source data (Figure 3.2), a 2D line source IMA prediction (Figure

3.3 (a)) and a 3D point source IMA prediction (Figure 3.3 (b)). The comparison of

these three traces is shown on the top part of Figure 3.4. The first-order internal

multiple event is an isolated event (at 0.68s). By tracking this event, the 3D point

source prediction (solid red line) provides accurate phase and approximate amplitude

of this event. The approximate amplitude is still in the same scale of input data,

which allows the internal multiple attenuation through a simple subtraction between

data (Figure 3.2) and 3D point source prediction (Figure 3.3 (a)). The attenuated

result after subtraction is shown in Figure 3.5 (a), in which the energy of internal

multiples is effectively suppressed.
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Figure 3.3: ISS internal multiple predictions assuming (a) a 3D point source versus

(b) a 2D line source. The color scale represents amplitude intensity.

The 2D line source prediction (dash-dot blue line in Figure 3.4) shows a flat

line because of a less effective prediction. A visible trace of 2D line source predic-

tion (dash-dot blue line) is replotted at the bottom of Figure 3.4 with a new scale

(−4 ∼ 8× 10−10). In other words, the internal multiples predicted by 2D line source

algorithm is about 104 ∼ 105 times smaller than actual 3D point source internal

multiples in amplitude. A change of phase is not observed in the 2D line source in-

ternal multiple prediction, which will be discussed in section 3.3.3. Subtracting this

prediction from the 3D point source data cannot help the removal or attenuation of

internal multiples. Figure 3.5 (b) gives the result after subtracting the 2D line source
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internal multiple prediction from 3D point source data. There is few change of in-

ternal multiple energy, especially compared to the 3D point source internal multiple

attenuated result in Figure 3.5 (a).

Figure 3.4: Top figure shows trace comparison at 200 m offset of input 3D point

source data (solid black line), ISS internal multiple predictions assuming a 3D point

source (solid red line) and a 2D line source (dash blue line). Bottom figure replots

the 2D line source prediction in top figure with a different scale.
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Figure 3.5: ISS internal multiple attenuated results assuming (a) a 3D point source

versus (b) a 2D line source. The color scale represents amplitude intensity.

3.3.3 Analysis

Figure 3.6: The essential difference between ISS internal multiple attenuation algo-

rithm assuming a 2D line source and a 3D point source in calculation.
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Figure 3.6 illustrates the essential difference of how to implement 2D line source and

3D point source ISS internal multiple prediction algorithms, in order to analyze the

numerical results of internal multiple predictions seen in section 3.3.2. Similar to

free-surface multiple prediction, the difference between 2D line source and 3D point

source internal multiple predictions are how to prepare input data in the wavenumber

domain and how to transform the output back to the space domain. In general,

internal multiple prediction utilizes transformed data to prepare b1 as input, which

is a water-speed migration. After predicting internal multiples in b3, ISS algorithm

applies a transform on b3 to output internal multiple prediction in the space domain.

The 2D line source algorithm requests a forward and an inverse Fourier transform.

Instead, the 3D point source algorithm requires a forward and an inverse Hankel

transform. Meanwhile, the ISS internal multiple prediction kernel is not altered.

The difference between a Fourier transform and an asymptotic Hankel transform

can be shown by two classes of factors, discussed section 2.5. One is a e−i
π
4 , that

produces a phase change. The other one is the factor
√

2πrh/krh, which affects the

amplitude of the input and output. Reversely, input of 2D line source carries one

more phase factor ei
π
4 and one more amplitude factor

√
krh/(2πrh). Particularly, the

amplitude in 2D line source input is
√
krh/(2πrh) times the 3D point source input.

This can be estimated as a number < 1 with typical sampling parameters.

ISS internal multiple multiple prediction algorithm is extracted/selected from

the subseries higher than third-order in inverse scattering series. In the first-order

internal multiple prediction b3(kh;ω) (extracted from the third-order subseries), pre-

diction demands the cubic multiplication of migrated data b1(kh; z). Fortunately,

52



3D point source ISS internal multiple attenuation algorithm

b1(kh; z) is linear. With three migrated b1(kh; z)s, the algorithm adds the phase from

two outer b1(kh; z)s and subtracts the phase from the middle b1(kh; z). If the al-

gorithm assumes a 2D line source, the phase factor e−i
π
4 is canceled by adding the

phase of two b1s and subtracting the phase of one b1. Only one ei
π
4 is left in b3(kh;ω).

Also, the algorithm multiplies the amplitude in each b1, so the amplitude factor is

multiplied three times. Consequently, b3(kh;ω) with a 2D line source assumption

carries a factor (krh/(2πrh))
3/2 in amplitude.

When the 2D line source internal multiple prediction is transformed into the space

domain, the difference of inverse Fourier and Hankel transform produces factors in

a reverse of forward transforms. If a 2D line source is assumed in the algorithm,

there will be no phase change in the final internal multiple prediction in the space-

time domain, but the amplitude of predicted internal multiples can be altered by

an extremely small factor krh/(2πrh). That is the reason why mismatching the

source dimension and ISS internal multiple attenuation can produce a significantly

less-effective result, especially for amplitude prediction.
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3.4 Negative consequence of mismatching the source

dimension in the ISS FSME to the ISS IMA

This section aims to examine the consequence of mismatching the source dimen-

sion in free-surface multiple removal to the subsequent internal multiple prediction.

Completely removing free-surface multiples in data is a prerequisite for ISS internal

multiple prediction. For 3D point source data coming from a 1D subsurface, the ef-

fective free-surface removal assuming a 3D point source can be obtained by applying

equation (2.22) and (2.24) in section 2.3.2. However, a 1.5D free-surface multiple

removal for 3D-source data leads to serious free-surface multiple residues, which be-

comes sub-events in b1. The influence of these free-surface multiple residues in a 3D

point source internal multiple prediction is illustrated by a numerical example.

3.4.1 Numercial tests

This test was performed on the data generated by a 3D point source and a density-

variable model (Figure 3.7) using a reflectivity method. The original data seen in

Figure 3.8 contain two primaries, three free-surface multiples and one internal multi-

ple. Since the data contains both first-order and second-order free-surface multiples,

the second-order ISS FSME algorithm was applied to eliminate the free-surface mul-

tiples in the original data.
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Figure 3.7: The synthetic model for the numerical test.

Figure 3.9 (a) presents the free-surface multiple removed result assuming a 3D

point source, which matches the source dimension in the synthetic data. Incorporat-

ing the 3D source can provide both the accurate time and amplitude for this 3D point

source dataset. Therefore, all the free-surface multiples can be removed. The result

is seen in Figure 3.9 (a) produces the satisfactory prerequisite of subsequent ISS in-

ternal multiple attenuation algorithm. Continued ISS internal multiple attenuation

prediction is seen in the right panel of Figure 3.9 (b). The yellow arrow is pointed

to the predicted internal multiple event. The internal multiple attenuation predic-

tion works well as an attenuator, which provides accurate time and approximate

amplitude of the internal multiple event.
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Figure 3.8: The synthetic data generated by the model seen in Figure 3.7 for the

numerical test.

However, applying a frequently used 2D line source FSME algorithm on a 3D

point source data can produce an ineffective free-surface multiple prediction. The

free-surface multiple removal assuming a 2D line source is seen in Figure 3.10 (a).

Compared to the original data seen in Figure 3.8, the free-surface multiple residues

present in the result after free-surface multiple removal. If the residues of free-surface

multiples exist in the input of subsequent ISS internal multiple attenuation, several
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artifacts occur in the internal multiple prediction. Figure 3.10 (b) shows the source-

dimension-mismatched FSME prediction in the left panel and the internal multiple

prediction using the left panel result as input in the right panel. The artifacts (right

panel of Figure 3.10 (b)) are cataloged as (1) false events (green arrows), (2) events

sitting on the free-surface multiple residues (red arrows), and (3) events sitting on

the internal multiple prediction (yellow arrow).

Figure 3.9: (a) ISS free-surface multiple removal result assuming a 3D point source

and (b) comparison between 3D point source FSME result (left panel) and continued

3D point source ISS internal multiple attenuation prediction (right panel) using the

result in (a) as input. Yellow arrow indicates the internal multiple prediction.
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Figure 3.10: (a) ISS free-surface multiple removal result assuming a 2D line source

and (b) comparison between 2D line source FSME result (left panel) and a continued

3D point source ISS internal multiple attenuation prediction (right panel) using the

result in (a) as input. Green arrow shows false events. Red arrow shows events on

the FSM residue. Yellow arrow shows events on the internal multiple prediction.

3.4.2 Analysis

The causes of different artifacts are presented in Figure 3.11, 3.12, and 3.13 with

ray-path plots. The internal multiple attenuation algorithm selects events, which

satisfy the lower-higher-lower relation of vertical time in input b1. Summing over

the time in two b1s (denoted by blue font in Figure 3.11, 3.12, and 3.13) and then
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subtracting the time in middle b1 (denoted by red font in Figure 3.11, 3.12, and 3.13)

can produce an accurate phase of internal multiples.

Figure 3.11: The analysis of the false events generated by ISS internal multiple

prediction using the input that contains free-surface multiple residues.

Figure 3.11 shows the origin of false events (green arrow) that do not exist in the

original data. Generally, false events can occur when the outer b1s contribute pri-

maries arriving at long times and the middle b1 contributes to a free-surface multiple

event arriving at a short time.

Figure 3.12 shows the second type of artifact (red arrow), sitting on the free-

surface multiple residues in time. This artifact always exists as long as the free-

surface multiple cannot be completely removed before internal multiple prediction.

After subtracting this internal multiple prediction (right panel) from the input (left

panel), this artifact can make the free-surface multiples residues worse.
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Figure 3.12: The analysis of the events sitting on the free-surface multiple residues

generated by ISS internal multiple prediction using the input that contains free-

surface multiple residues.

The third kind of artifact, sitting on the internal multiple prediction as seen in

Figure 3.13, has the possibility to destroy the internal multiple attenuation. The

way to predict the internal multiple ray-path seen in Figure 3.13 is not supposed to

happen. Nevertheless, if the input data contain free-surface multiple residues, this

combination (which produces the same phase as actual internal multiple) can happen

and it can enlarge the amplitude of the internal multiple prediction. In this case,

the attenuation of internal multiples can fail when the amplitude of the prediction

is higher than the amplitude of the original internal multiple.
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Figure 3.13: The analysis of events sitting on the internal multiple prediction gen-

erated by ISS internal multiple prediction algorithm using the input that contains

free-surface multiple residues.

3.5 Incorporating a 3D point source in ISS IMA

for a 2D subsurface

In this section, ISS internal multiple-attenuation algorithm for a 3D point source

and a 3D subsurface is reduced for the data arising from a 2D subsurface. The mod-

ified 3D ISS internal multiple algorithm for a 2D subsurface presents the same data

requirement and computational cost as a 2D ISS internal multiple attenuation algo-

rithm (assuming a 2D line source and a 2D subsurface). Unlike the 2D source/2D
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earth algorithm, the modified/reduced algorithm preserves the effectiveness of pre-

dicting the amplitude and the shape of internal multiples for 3D point source data

coming from a 2D subsurface. The similar discussions are named as 2.5D problems

in history (Deregowski and Brown, 1983; Bleistein, 1986). The 2.5D problems have

been presented and discussed by various authors in different contexts, including for-

ward modeling (Deregowski and Brown, 1983; Liner, 1991; Williamson and Pratt,

1995; Miksat et al., 2008), migration (Esmersoy and Oristaglio, 1988) and inversion

(Clayton and Stolt, 1981; Stolt and Benson, 1986; Bleistein, 1987). Different from the

mentioned projects, this section focuses on a 2.5D ISS internal multiple-attenuation

algorithm which can be reduced from a complete 3D algorithm.

3.5.1 Theory

The following sections will discuss the reduced 3D algorithm for the data from a 2D

subsurface. For convenience, the superscript 2DE represents the 2D earth assump-

tion for different sources (for example, 3D2DE represents a 3D point source and a

2D earth). The derivation starts from a complete 3D-internal-multiple attenuation

algorithm, which is seen in equation (3.1), and then reduce the earth dimension from

3D to 1D.
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3.5.1.1 The reduction of the source-side data by applying cross-line sym-

metry

3D data can be rearranged from D(xg, yg, xs, ys; t) to D(xg, xs, yh, ym; t), where yh =

yg−ys (offset along y-direction) and ym = yg+ys (double the midpoint location along

y-direction). Assuming the earth property is invariant along the y direction, then the

dependence of data can be reduced from D(xg, xs, yh, ym; t) to D3D2DE(xg, xs, yh; t),

which is independent of ym. The Fourier transform over the 3D source/2D subsurface

data, which is needed for the algorithm, can be seen as,

D(kxg , kyg , kxs , kys ;ω)

=

∫∫
dxgdxs

∫∫
dygdyse

i(kxgxg+kygyg)e−i(kxsxs+kysys)
∫
dteiωtD3D2DE(xg, xs, yh, t)

=
1

2

∫
eikyhyhD3D2DE(kxg , kxs , yh;ω)dyh

∫
eikymymdym

= D3D2DE(kxg , kxs , kyh ;ω)(2π)δ(kyg − kys), (3.13)

where kyh =
kyg+kys

2
and km =

kyg−kys
2

. The data is independent of ym and can

come out of the integral. Consequently, the Fourier transform integral over ym can

produce a Dirac delta function in kym . b1 is defined as b1(kxg , kxs , kyh , kym , qg + qs) =

−2iqsD(kxg , kxs , kyh , kym ;ω). The uncollapsed Stolt migration b1 is expressed as,

b1(kxg , kyg , kxs , kys ; qg + qs) = −2iqsD(kxg , kyg , kxs , kys ;ω)

= −2iqsD
3D2DE(kxg , kxs , kyh ;ω)(2π)δ(kyg − kys)

= b3D2DE
1 (kxg , kxs , kyh ; qg + qs)(2π)δ(kyg − kys), (3.14)

where qi = sgn(ω)
√

(ω/c0)2 − k2xi − k2yi . The symmetry factor in equation 3.14 is

independent of kz = qg + qs. In the following step, b1 needs to be transformed back
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to the depth domain:

b3D2DE
1 (kxg , kxs , kyg , kys ; z) = b3D2DE

1 (kxg , kxs , kyh ; z)(2π)δ(kyg − kys), (3.15)

which is an uncollapsed Stolt migration. When the structure from 2D-earth symme-

try in equation (3.14) is applied into current 3D ISS internal multiple attenuation

algorithm in equation (3.1), the algorithm becomes,

b3D2DE
3 (kxg , kxs , kyg ;ω)δ(kyg − kys)

=
1

(2π)2

∫∫ ∞
−∞

dkx1dky1

∫∫ ∞
−∞

dkx2dky2

×
∫ +∞

−∞
dz1b

3D2DE
1 (kxg , kx1 , kyg ; z1)e

i(qg+q1)z1δ(kyg − ky1)

×
∫ z1−ε

−∞
dz2b

3D2DE
1 (kx1 , kx2 , ky1 ; z2)e

−i(q1+q2)z2δ(ky1 − ky2)

×
∫ +∞

z2+ε

dz3b
3D2DE
1 (kx2 , kxs , ky2 ; z3)e

i(q2+qs)z3δ(ky2 − kys). (3.16)

The lateral integrals
∫∫

dky1dky2 is evaluated using the Dirac delta functions and

then the algorithm is reduced to,

b3D2DE
3 (kxg , kxs , kyh ;ω)

=
1

(2π)2

∫ ∞
−∞

dkx1

∫ ∞
−∞

dkx2

∫ +∞

−∞
dz1b

3D2DE
1 (kxg , kx1 , kyh ; z1)e

i(qg+q1)z1

×
∫ z1−ε

−∞
dz2b

3D2DE
1 (kx1 , kx2 , kyh ; z2)e

−i(q1+q2)z2

×
∫ +∞

z2+ε

dz3b
3D2DE
1 (kx2 , kxs , kyh ; z3)e

i(q2+qs)z3 , (3.17)

where kyh = kyg = kys (evaluated by integrating over kyg on both sides), the vertical

wavenumber qi = sgn(ω)
√

(ω/c0)2 − k2xi − k2yh and εg = εs (receivers and sources are

located at the same depth).
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In contrast to the complete 3D ISS internal multiple attenuator, which needs

an areal coverage of receivers for each shot gather and also areal coverage of source

locations, the reduced algorithm for a 2D subsurface requires an areal coverage of

receivers for each pre-stack shot gather and also multiple sources along the inline

direction (x-direction here).

3.5.1.2 The reduction of the receiver-side data using the stationary-

phase approximation

People choose the 2D algorithm (which assumes a 2D line source) to process 3D

data due to missing crossline data and efficiency. The line recording acquisition

(multiple shot gathers along the inline direction) does not provide enough information

to predict the internal multiple in a 3D algorithm. Even though we assume the earth

varies the direction in (x, z), the areal coverage of receivers for each source and

all the sources on one inline direction are required in equation (3.17), which shows

kyg = kys = kyh . That is because the algorithm is initially derived and calculated

in the (kyg , kys ;ω) domain. To obtain each kyh (or kyg , kys), the Fourier transform

needs all receivers on the measurement surface. If the acquisitions are restricted to

the central plane (yh = 0 in this report) assuming a 3D point source, the asymptotic

method will be applied to evaluate the summation of the wavenumber spectra only

from the contribution of kyh = 0. The physics behind this approximation can be

interpreted as that no out-of-plane wave arrivals are seen in the 2.5D data.
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The uncollapsed Stolt migration b3D2DE
1 (kxg , kxs , kyh ; z) is related to the data,

b3D2DE
1 (kxg , kxs , kyh ; z) =

1

2π

∫
(−2iqs)D(kxg , kxs , kyh ;ω)e−i(qg+qs)zdkz, (3.18)

where kz = qg + qs and qi = sgn(ω)
√

(ω/c0)2 − k2xi − k2yh . The acquisition along

yh = 0 can provide only D(kxg , kxs , yh = 0;ω). The rearranged Fourier transform

seen in equation (3.18) as,

D(kxg , kxs , kyh ;ω) =
1

−2iqs

∫
b3D2DE
1 (kxg , kxs , kyh ; z)ei(qg+qs)zdz. (3.19)

To fix the y-offset at yh = 0, the kyh needs to be inverse Fourier transformed back to

the space domain as,

D(kxg , kxs , yh;ω) =
1

2π

∫ ∫
1

−2iqs
b3D2DE
1 (kxg , kxs , kyh ; z)ei(qg+qs)ze−ikyhyhdzdkyh .

(3.20)

This integration does not have a closed form solution; however, it involves all wavenum-

ber along the y-direction. Using the stationary phase approximation with respect

to kyh , the integral/summation over all the kyh spectrum is replaced by the single

contribution at k̂yh = 0 for yh = 0 (seen in appendix D), where the k̂yh represents

the stationary point. Setting yh = 0 in equation (3.20) and applying the asymptotic

approximation of integral
∫
dkyh gives

D(kxg , kxs , yh = 0;ω) ≈
∫

e−i
π
4

−2iq̂s

√
1

2πz

q̂g q̂s
q̂g + q̂s

b3D2DE
1 (kxg , kxs , k̂yh = 0; z)ei(q̂g+q̂s)zdz,

(3.21)

where q̂i = sgn(ω)
√

(ω/c0)2 − k2xi . A hat sign represents a variable that can be eval-

uated at a stationary point. The formula is rearranged to calculate the uncollapsed
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Stolt migration at kyh = 0 as,

b3D2DE
1 (kxg , kxs , k̂yh = 0; z)

≈
√
i2πz

1

2π

∫
(−2iq̂s)

√
1

q̂g
+

1

q̂s
D(kxg , kxs , yh = 0;ω)e−i(q̂g+q̂s)zdk̂z, (3.22)

where k̂z = q̂g + q̂s and q̂i = sgn(ω)
√

(ω/c0)2 − k2xi . Recall the formula in (3.17),

which is reduced by crossline (y-direction) symmetry. When the wavenumber kyh is

set to be zero, the equation is,

b3D2DE
3 (kxg , kxs , k̂yh = 0;ω)

=
1

(2π)2

∫ ∞
−∞

dkx1

∫ ∞
−∞

dkx2

×
∫ +∞

−∞
dz1b

3D2DE
1 (kxg , kx1 , k̂yh = 0; z1)e

i(q̂g+q̂1)z1

×
∫ z1−ε

−∞
dz2b

3D2DE
1 (kx1 , kx2 , k̂yh = 0; z2)e

−i(q̂1+q̂2)z2

×
∫ +∞

z2+ε

dz3b
3D2DE
1 (kx2 , kxs , k̂yh = 0; z3)e

i(q̂2+q̂s)z3 , (3.23)

where b3D2DE
1 (kxg , kxs , k̂yh = 0; z) is calculated by equation (3.22). The internal

multiple prediction result is expressed by b3D2DE
3 (kxg , kxs , kyh ;ω) as,

D3D2DE
3 (kxg , kxs , yh; t) =

1

(2π)2

∫∫
b3D2DE
3 (kxg , kxs , kyh ;ω)

−2iqs
e−ikyhyhe−iωtdkyhdω,

(3.24)

where qi = sgn(ω)
√

(ω/c0)2 − k2xi − k2yh , D3 is the internal multiple prediction in the

(kxg , kxs , yh, t) domain, and kxg , kxs are omitted for convenience. Applying the same

stationary phase approximation strategy with respect to kyh (appendix E),

D3D2DE
3 (kxg , kxs , yh = 0; t) ≈ 1

2π

∫ √
−iω
2πtc20

b3D2DE
3 (kxg , kxs , k̂yh = 0;ω)

−2iq̂s
e−iωtdω,

(3.25)
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where qi = sgn(ω)
√

(ω/c0)2 − k2xi . The complete procedure of the ISS internal mul-

tiple attenuation algorithm predicts D3D2DE in the (xg, xs, yh; t) domain, which is

approximated by equation (3.25).

For a 2D subsurface and a 3D point source, the ISS internal multiple attenuation

is used by reducing a complete 3D algorithm. By applying an asymptotic approxima-

tion, the reduced algorithm only requires multiple shot gathers in the inline direction

(x-direction), where sources and receivers are located at the yh = 0 plane. This in-

put requirement is the same as a 2D line source ISS internal multiple attenuator

(equation (3.2)). Differences occur in the transforms of input and output data. Af-

ter incorporating a 3D point source, the transforms of input (equation (3.22)) and

output (equation (3.25)) contain several correction factors, as compared to Fourier

transforms used by a 2D algorithm. The corrections have to be added to preserve

the 3D point source assumption. The next section will discuss what is the relation

between the derived formulas in this section and a conventional filter used in 2.5D

studies.

3.5.2 Analysis

The yh = 0 to kyh = 0 conversion filters (also understood as point-source to line-

source conversion filters) have been presented by various authors in different contexts

(Deregowski and Brown, 1983; Bleistein, 1986; Williamson and Pratt, 1995; Miksat

et al., 2008). The simplest case is the difference between 2D and 3D Green’s func-

tions in a homogeneous acoustic medium. The frequency-domain solution (Fourier
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transformed Green’s function) to the acoustic wave equation assuming a 3D point

source can be expressed as (Aki and Richards, 2002)

G3D(r;ω) =
1

4πr
e
iωr
c0 , (3.26)

where ω is the angular frequency, r =
√
x2h + y2h + z2h and c0 is the acoustic wave

speed. The 2D frequency-domain Green’s function solution for an acoustic homoge-

neous full space is given by Abramowitz and Stegun (1965):

G2D(r′;ω) =
i

4
H

(1)
0 (

ωr′

c0
), (3.27)

where H
(1)
0 is the Hankel function of the first kind and zeroth order and r′ is the dis-

tance between source and receiver in 2D (r′ =
√
x2h + z2h). Using the large argument

approximation of the Hankel function (Morse and Feshbach, 1953), one obtains the

asymptotic 2D-acoustic Green’s function

G2D(r′;ω) ≈
√

c0
8π|ω|r′

e
i(ωr

′
c0

+π
4
)
. (3.28)

If we let yh = 0 in equation (3.26), r reduces to r′ =
√
x2h + z2h. A simple derivation of

the filter function is based on forming the ratio of the acoustic 3D and the asymptotic

2D Green’s function as,

G2D(r′;ω) = G3D(r′;ω)

√
i2πσ

|ω|
, (3.29)

where σ = c0r
′ for an acoustic homogeneous medium. For a general heterogeneous

medium, σ is given as the line integral of the velocity with respect to the arc length

s of a ray trajectory (Miksat et al., 2008), σ =
∫
c(s)ds, where s is the arc length

defined in a ray tracing method.
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The correction filter in equation (3.22) can be compared to the conventional filter

that transfers 3D source data to 2D line source data, which is in equation(3.29). The

difference is that formula (3.17) corrects the source dimension in the image domain,

instead of the temporal frequency domain (
√
r ∼
√
z,
√

1
|ω|/c0 ∼

√
| 1
qg

+ 1
qs
|). In this

step, the correction filter
√
z modifies the geometric spreading in wave propagation

from ∼ 1
r

(3D) to ∼ 1√
r

(2D) in the depth domain. Also,
√
i| 1
qg

+ 1
qs
| adds a frequency

scale and a π
4

phase shift on the 3D data. The filter we obtained in equation (3.22)

is identical with the conversion filter from kyh = 0 (2D) to yh = 0 (one 3D plane) for

an acoustic homogeneous medium in equation (3.29).

For a 2D subsurface, the 3D ISS internal multiple attenuator can be reduced

and performed as seen in equation (3.22), (3.23) and (3.25). The successive steps

can be interpreted as three procedures. Firstly, the 3D point source data can be

migrated and corrected to a 2D line source uncollapsed migration result (equation

(3.22)). The second step applies the b1(· · · , k̂yh = 0;ω) to a reduced 3D ISS internal

multiple attenuator, where the wavenumber kyh was approximated to be zero. In fact,

the attenuator was degraded to a 2D line source ISS internal multiple attenuator

when k̂yh = 0, because there was no wave propagation out of the yh = 0 plane

which provides a cylindrical wave front as in 2D propagation. Finally, equation

(3.25) produced the prediction result in the space-time domain by inverse Fourier

transforming the corrected b3(· · · , k̂yh = 0;ω)/(−2iq̂s). The correction is a filter that

transfers the 2D prediction back to 3D-source data.
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3.6 Summary

A reduced and modified 3D source ISS internal multiple attenuator has been proposed

for a 1D/2D subsurface, which enhances the realism of source dimension assumption.

Numerical tests and analysis on synthetic 3D source/1D subsurface data illustrate

that it is important to incorporate a more realistic source dimension in the ISS

internal multiple attenuation. Incorporating a 3D point source can always effectively

reduce the internal multiple. Using an internal multiple predictor that assumes a

2D line source can make the prediction significantly less effective with an extremely

small amplitude. That was an interesting and surprising result for the important role

that a 3D point source accommodation is effective for internal multiple prediction.

Therefore, no matter what the earth dimension is 1D, 2D, or 3D, it is always essential

to incorporate a 3D point source in multiple prediction since the real source is close

to a localized 3D point source.

Furthermore, the subsequent ISS internal multiple prediction depends on the

success of free-surface multiple removal. The results show that using input data

with free-surface multiple residues can produce significant artifacts in the subsequent

ISS internal multiple attenuation algorithm. Therefore, any step/prerequisite that

cannot be carried out effectively can lead to negative consequences for subsequent

processing. In this chapter, we demonstrate that incorporating a 3D source in a

1D ISS free-surface elimination algorithm is an important factor for both predicting

free-surface multiples and in subsequent processing steps.
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Chapter 4

An alternative ISS internal

multiple elimination algorithm for

the first-order internal multiples

generated by the ocean bottom

This chapter finds an alternative way to remove attenuation factors. Instead of

extracting T01T10 from the reflection data, those transmission factors can be found

by velocity analysis at the ocean bottom for a typical marine case. For the internal

multiple with a downward reflection at ocean bottom, to obtain T01T10 requires

knowledge of the model down to and across the ocean bottom, independent on how

deep and how many layers the first-order internal multiple travels through. With

that information, it turns the internal multiple problem into the free-surface multiple
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case.

4.1 Introduction

The ISS provides all seismic processing techniques, for example, free-surface multiple

removal and internal multiple removal, without the need to know earth properties.

Among those methods, the ISS internal multiple attenuation algorithm (Araújo,

1994; Weglein et al., 1997) can predict the accurate time and approximate amplitude

for all first-order internal multiples generated from all reflectors at once. When the

multiple is completely isolated from other events, the energy minimization adaptive

subtraction works by filling the gap between the prediction and the actual internal

multiple plus, e.g., all pre-processing factors that are outside the assumed physics of

the subsurface and acquisition. However, the primaries and multiples often interfere

with each other in complex offshore and onshore plays where energy minimization

fails (e.g., destructively interfering events). The reason is that the energy can increase

after multiples are removed from interfering/overlapping events, which is against

the assumption of energy minimization. In order to remove internal multiples for

these circumstances, ISS elimination algorithm is needed and eliminating the internal

multiples without damaging primary events becomes a challenging topic.

To address this challenging problem, Weglein (2014) proposed a three-pronged

strategy, which aims to develop (1) ISS prerequisites by reference wave field pre-

diction and data deghosting; (2) internal multiple elimination algorithm; (3) a new

adaptive subtraction as a replacement for the energy minimization criteria. The
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method developed in this chapter belongs to the second aspect in this strategy.

Developing the ISS internal multiple elimination algorithm continued to draw

high interest in processing history. To make the current internal multiple attenu-

ator towards an eliminator, Weglein and Matson (1998) systematically studied the

amplitude differences between predicted internal multiple (from the attenuation al-

gorithm) and the true internal multiples. The difference is called an attenuation

factor (which consists of extra transmission coefficients). An analytic example of

the ISS internal multiple attenuator (Weglein and Matson, 1998) demonstrated that

for a normal incident plane wave on a two-reflector model the predicted first-order

internal multiple is T01T10 times the amplitude of actual internal multiple, where

T01T10 are the transmission coefficients at the shallowest reflector. To produce an

internal multiple eliminator from the ISS would require the removal of the T01T10

factor in terms of reflection data 1/(T01T10) = 1/(1−R2
1) = R2

1 +R4
1 + . . . , where R1

is the reflection coefficient at the shallowest reflector. That idea was first discussed

in Ramı́rez (2007) and progressed in Herrera and Weglein (2012). Zou and Weglein

(2014) and Zou et al. (2016) developed and advanced this idea into a comprehensive

algorithm for 1D and 2D case, respectively. Those algorithms removed T01T10 in

terms of reflection data and shared the unique advantage of the current ISS internal

multiple attenuator, which is no need for subsurface information.

For a marine measurement containing a salt bed, recent progress in seismic pro-

cessing can provide a well-estimated velocity/density model for down to and across

the ocean bottom (but above the sub-salt body). For the internal multiple with a

downward reflection at the ocean bottom, gives T01T10 with knowledge of the model
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above and below the ocean bottom, independent of how deep and how many layers

the internal multiple travels through. It turns the internal multiple problem into

the free-surface multiple case – the velocity/density properties where the downward

reflections are known. With that information and inspired by the development of

the Stolt extended Claerbout III migration, we utilize the known properties down

to and across the ocean bottom in migration (the first step in ISS internal multiple

prediction algorithm) to compensate for the T01T10. In this case, the ISS internal

multiple attenuator can be made towards an eliminator.

This chapter will provide an alternative way to remove T01T10 from the first-order

internal multiple predictions generated at the ocean bottom by applying the Stolt

extended Claerbout III migration method, when the properties down to and across

the ocean bottom are well known or estimated.

4.2 The 1D ISS internal-multiple attenuation al-

gorithm and the idea of the ISS internal-multiple

eliminator for the first-order internal multiple

generated by the ocean bottom

The ISS internal multiple attenuation algorithm is pioneered by Araújo (1994) and

Weglein et al. (1997), which is a multi-dimensional method for 1D, 2D, and 3D cases.
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The 1D-normal incidence version of this algorithm was presented as following:

b3(ω) =

∫ +∞

−∞
dz1e

2ikz1b1(z1)

∫ z1−ε2

−∞
dz2e

−2ikz2b1(z2)

∫ +∞

z2+ε1

dz3e
2ikz3b1(z3), (4.1)

where zg = zs = 0, k = ω/c0, b1(z) is a constant velocity(c0) Stolt-extended Claer-

bout III migration of a 1D-normal incidence plane wave data , b3(ω) is the ISS internal

multiple attenuator, and εi is a positive number that avoids self-interactions. This

algorithm can predict the correct time and approximate amplitude of all first-order

internal multiples at once without subsurface information. The amplitude difference

between the predicted internal multiples (from attenuation algorithm) and actual in-

ternal multiples is called an attenuation factor (which consists of extra transmission

coefficients).

Figure 4.1: An example of the attenuation factor T01T10 of a first-order internal

multiple generated at the shallowest reflector.

Figure 4.1 shows the general ISS procedure of predicting a first-order internal

multiple generated at the shallowest reflector and why the prediction result is an

76



An alternative ISS internal multiple eliminator

attenuator. The ISS internal multiple attenuation algorithm can automatically select

three primaries in the data to predict a first-order internal multiple. (The same

procedure happens for predicting higher-order internal multiples, which will not be

discussed in this chapter.) Since every sub-event on the left hand side experiences

the phenomena making its way down to the earth then back to the receiver, the

prediction result carries an extra attenuation factor - T01T10 - compared to the actual

internal multiple in data. Removing this specific attenuation factor can provide an

ISS internal multiple eliminator for all first-order internal multiples generated by

the shallowest reflector, independent of how deep and how many layers the internal

multiple travels through.

This ISS internal multiple eliminator can untangle the interfering or proximal

primaries and first-order internal multiples, which is a challenging but common for

data arising from a sub-salt structure. For this specific problem, the primaries that

are reflected by a salt bottom can be overlapped/interfered by the internal multi-

ples generated by the shallowest reflector. Fortunately, the subsurface properties

above the salt body can be estimated. This provides the potential to develop the

ISS internal multiple eliminator for internal multiples generated by the shallowest

reflector. The input of the algorithm b1(z) is a Stolt-extended Claerbout III migra-

tion. Instead of using a constant velocity model, this chapter applies a well-estimated

velocity model, which smoothly varies in depth, so the ISS internal multiple predic-

tion can obtain b1(z). To preserve the actual amplitude of sub-events in data, a 1D

phase-shift migration (Gazdag, 1978) is used to produce b1(z),

b1(z) =
2

2πcr(z)

∫
dωe

−2iω
∫ z
0 dz

′ 1
cr(z′)D(ω), (4.2)
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where zg = zs = 0, cr(z) is the velocity depth-variable model. Data D(ω) is a

plane wave in 1D-normal incidence. By applying the relation between phase-shift

migration and de-migration, the ISS internal multiple attenuation algorithm using a

smooth depth variable model cr(z) is obtained as,

b3(ω) =

∫ +∞

−∞
dz1e

2iω
∫ z1
0

1
cr(z′)

dz′
b1(z1)

∫ z1−ε2

−∞
dz2e

−2iω
∫ z2
0

1
cr(z′)

dz′
b1(z2)

×
∫ +∞

z2+ε1

dz3e
2iω

∫ z3
0

1
cr(z′)

dz′
b1(z3), (4.3)

where zg = zs = 0, b3 is the ISS internal multiple attenuator.

The goal is to remove the attenuation factor, T01T10, from one of the outer b1(z)s

in equation (4.3) by using the known velocity model below the ocean bottom but

above a salt body (high-velocity layer). Weglein et al. (2011a,b); Liu and Weglein

(2014) pioneered the first wave-equation migration method – Claerbout III migra-

tion method, which can produce images that have the correct depth and amplitude

(reflection coefficient at correctly located target) in a discontinuous medium. The

b1(z) with T01T10 removed was obtained by a Claerbout III migration. The partially

known cr(z) was chosen as the reference medium in scattering theory. Taking one

step further, the ISS internal multiple eliminator under a depth-variable model cr(z)

for the first-order multiples generated by the ocean bottom is proposed as,

b3(ω) =

∫ +∞

−∞
dz1e

2iω
∫ z1
0

1
cr(z′)

dz′
[b1(z1)]CIII

∫ z1−ε2

−∞
dz2e

−2iω
∫ z2
0

1
cr(z′)

dz′
b1(z2)

×
∫ +∞

z2+ε1

dz3e
2iω

∫ z3
0

1
cr(z′)

dz′
b1(z3), (4.4)

where zg = zs = 0, [b1(z)]CIII is a Claerbout III migration that removes the at-

tenuation factor, T01T10, and b1(z) is a phase shift migration. Both [b1(z)]CIII and
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b1(z) are migrated with the same velocity model cr(z), so these two migration results

provide the same migration results in terms of location.

4.3 1D Claerbout III migration with a WKBJ ap-

proximation

Liu and Weglein (2014) proposed the first wave-equation migration method - Claer-

bout III migration, which is an equally effective migration for all frequencies. With

an accurate discontinuous medium, this method can produce images that have the

correct depth and amplitude (that is, producing the reflection coefficient at the cor-

rectly located target) with primaries and internal multiples in the data. This result

can compensate the attenuation factor as seen before in the input [b1(z)]CIII . How-

ever, the properties of shallow reflectors are required to be estimated or known.

Figure 4.2: A simplified workflow of Claerbout III migration.

The basic workflow of the Claerbout III migration is seen in Figure 4.2. The

downward continuations for both source and receiver side are obtained by applying

the Green’s theorem of wave-prediction.

79



An alternative ISS internal multiple eliminator

4.3.1 Choosing a discontinuous medium

One choice is using the discontinuous medium as the reference medium (Liu and We-

glein, 2014). GDN
0 (z, z′, ω) represents a Green’s function in a discontinuous medium

which satisfies the Dirichlet and Neumann boundary conditions. If b is set as the

deeper boundary location, then GDN
0 (z, z′ = b, ω) = 0 and ∂GDN

0 (z, z′, ω)/∂z′|z′=b =

0. The receiver-side downward continuation is seen as,

P (z, zs, ω) = {P (z′, ω)
∂GDN

0 (z, z′, ω)

∂z′
−GDN

0 (z, z′, ω)
∂P (z′, ω)

∂z′
}|z′=zg , (4.5)

where zg is the receiver depth and z is the target depth. Using the P (z, zs, ω) in

equation (4.5), the source-side downward continuation is:

E(z, z, ω) = −∂G
DN
0 (z, z′, ω)

∂z′
+ iksG

DN
0 (z, z′, ω)P (z, z′, ω)|z′=zs , (4.6)

where zs is the source depth. Inverse Fourier transform E(z, z, ω) to the time-domain

E(z, z, t). And then ask the t = 0 to obtain b1(z) = E(z, z, t = 0). The result b1(z)

can be analytically expressed as,

[b1(z)]CIII = R1δ(z − z1) +R2δ(z − z2) + . . . , (4.7)

where the Ri is the reflection coefficient from the ith reflector and the zi is the location

of the ith reflector. If the result in equation (4.7) can be applied in equation (4.4),

the b3 can eliminate the first-order internal multiple generated by the shallowest

reflector.
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4.3.2 Choosing a smooth medium

The other choice is applying a smooth velocity model which most industry migration

methods use. We consider the waves actually travel in a smooth model, instead

of a discontinuous model. Thereby, the downward continuations seen in equation

(4.5) and (4.6) remain. The GDN
0 becomes a Green’s function in smooth medium.

However, the analytic form of Green’s function only exists for several specific smooth

models, for example, linear velocity model (Pekeris, 1946). For a general application,

a WKBJ Green’s function is used in this application. The WKBJ Green’s function

is an approximation solution for a medium with smooth variations. This WKBJ

Green’s function with double vanishing boundary conditions has been calculated and

presented in Lin and Weglein (2016), which is named as GWKBJ−DN
0 . Consequently,

the GDN
0 in equation (4.5) and (4.6) becomes a special WKBJ Green’s function in a

smooth model (cr(z)) as

GWKBJ−DN
0 (z, z′, ω) = −

√
cr(z)cr(z′)

2iω
{e−iω

∫ z
z′

1
cr(z′′)

dz′′ − eiωI(z,z′)}, (4.8)

where

I(z, z′) =


∫ z
z′

1
cr(z′′)

dz′′, if z > z′∫ z′
z

1
cr(z′′)

dz′′, if z < z′.

(4.9)

Since only up-going wave recorded by receivers works as input for ISS internal

multiple removal algorithm (prerequisite), the Stolt-extended Claerbout III migra-

tion with a WKBJ approximation can be calculated and seen as,

[b1(z)]CIII =
2

2πcr(0)

∫
dωe

−2iω
∫ z
0 dz

′ 1
cr(z′)D(ω), (4.10)
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where zg = zs = 0 and cr(0) = c0. This result agrees with the WKBJ approximated

result shown in Clayton and Stolt (1981). The equation (4.10) changes the ampli-

tude by multiplying cr(z)/cr(0) compared to phase-shift migration equation (seen in

equation (4.2)).

The accurate amplitude (reflection coefficient) in Claerbout III migration (as

seen in equation (4.7)) can still be achieved if attenuation factors are compensated

by cr(z)/cr(0) after (not at) the first reflector (e.g., ocean bottom) by a designed

smooth velocity model.

A 1D-normal incidence example will be shown in the next section to exemplify

the idea of ISS internal multiple eliminator using Claerbout III migration, with a

designed smooth velocity model.
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4.4 Numerical tests

Figure 4.3: (a) 1D-velocity model and (b) 1D-synthetic data that is designed to have

a third primary interfering with a first-order internal multiple for an internal multiple

elimination test.

The synthetic 1D data (figure 4.3 (b)) generated by the reflectivity method using the

velocity model (with a constant density ρ = 1 g/cm3) in Figure 4.3 (a). Source and

receiver are located at zg = zs = 0. The 1D data contain three primary events and

all internal multiple events, where the third event is the third primary interfered with

a first-order internal multiple event generated by the water bottom, which changes

the polarization of primary event. The goal of the test is to remove the first-order

internal multiple generated by the shallowest reflector and simultaneously restoring
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the third primary event.

Figure 4.4: Known velocity model (black line) and designed smooth velocity model

(red line) for migration.

Figure 4.4 provides the known velocity model for processing, black line and the

designed smooth velocity model used for migration objective, red line. Two migration

methods were performed to prepare the input for ISS internal multiple elimination

algorithm (equation (4.4)).

One was the Claerbout III migration with a WKBJ approximation ([b1(z)]CIII),

which is represented by a red line in figure 4.5. The smooth velocity was manipulated

to make the amplitude compensation of the second primary event by removing T01T10.

The other is the phase-shift migration seen by a blue line in Figure 4.5. From these

results, we can see that both migration results provided the accurate locations and

amplitudes (reflection coefficients) for the first primary event. For the events coming
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after the first primary, the attenuation factor is compensated only for CIII WKBJ

migration. For example, the second primary in CIII migration carries the reflection

coefficient R2 instead of R2T01T10 in phase-shift migration.

Figure 4.5: Stolt-extended Claerbout III migration with a WKBJ approximation

(red line) and phase-shift migration (blue line).
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Figure 4.6: ISS internal multiple removed results, including input data (dark green

line), primary-only data (black line), ISS internal multiple attenuated result (blue

line), and ISS internal multiple eliminated result (dash red line).

Figure 4.7: Large-scale plot of internal multiple attenuated result in the red box of

figure 4.6.
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Figure 4.8: Large-scale plot of internal multiple eliminated result in the red box of

figure 4.6.

The migration results in Figure 4.5 provide the capability to develop an ISS elim-

inator for the first-order internal multiples generated by the ocean bottom. Applying

those migration results to equation (4.4), we can predict the target internal multi-

ple (the first-order internal multiple generated by the ocean bottom) with accurate

time and amplitude. Simple subtraction between the original data and prediction

can eliminate the internal multiple interfering with the third primary event. Figure

4.6 shows input data, primary-only data, and internal multiple removals. Figure 4.7

and 4.8 are large scale plots of the interfering event. In figure 4.7, original data,

simulated primary-only data, and current ISS internal multiple attenuated data is

seen by dark green line, black line, and blue line, respectively. The internal multiple

attenuated data has the same polarization as the overlapped event, which means the

internal multiple still exists and overlaps with the third primary.
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If the first-order internal multiple generated by the shallowest reflector can be

accurately predicted, the result after multiple-removal should agree with the simu-

lated primary-only data (black line) as seen in Figure 4.8 (elimination result, dash

red line). Figure 4.8 illustrates that the new eliminator (dash red line) can eliminate

the first-order internal multiple completely and restore the amplitude of the third

primary event accurately.

4.5 Open issues for future work

• The internal multiple eliminator developed in this chapter assumes a well

known/estimated simple model below the ocean bottom. However, if it is not

easy/possible to extract the velocity/density information for the subsurface, the

difference between approximately predicted first-order internal multiple (from

attenuation algorithm) and identified actual multiples work as an indicator of

inverting the velocity/density of the layer below the ocean bottom.

• The other ISS processing method – free-surface multiple elimination algorithm

– works at one frequency at one time, which is equally effective for all frequen-

cies. There is no doubt that the free-surface multiple prediction does not lose

frequency. Instead of working frequency by frequency, the ISS internal multiple

prediction involves a migration procedure. A migration with a high-frequency

approximation (e.g., WKBJ approximation) may introduce low-frequency loss

in the internal multiple prediction, which can lead to a loss of resolution.
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4.6 Summary

The new approach proposed in this chapter contributes to the internal-multiple elimi-

nation task in the three-pronged strategy, which sets a higher bar for seismic process-

ing to untangle the proximal/interfering primaries and internal multiples in complex

off-shore or on-shore plays. The goal of this project is specified to add an alter-

native tool of developing an ISS internal multiple eliminator when the properties

down to and across the ocean bottom can be well known/estimated. The numeric

results shows that incorporating a Stolt-extended Claerbout III migration can make

the current ISS internal multiple attenuator towards an eliminator for the first-order

internal multiples downward reflected by the ocean bottom, independent of how deep

and how many layers the internal multiple travels through.
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Chapter 5

Conclusions

Two challenging issues in ISS multiple removal methods are covered and addressed

in this dissertation. To deliver the promise of an ISS de-multiple method, a more re-

alistic source dimension is used in an ISS free-surface multiple elimination algorithm

and ISS internal multiple attenuation algorithm for a 1D/2D subsurface, improves

the effectiveness of current multiple prediction/removal. Furthermore, to provide the

capability beyond the current internal multiple attenuation algorithm, an alterna-

tive ISS internal multiple eliminator was developed to completely remove interfering

internal multiples and restore the primary event.

First, the significance of incorporating a 3D point source was exemplified for the

ISS free-surface multiple elimination algorithm. For 3D point source data coming

from a 1D subsurface, the free-surface multiple prediction assuming a 2D line source

was less effective due to the mismatch of source the dimension and the actual source

dimension in the data. The free-surface events can be predicted by the mismatched
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2D line source ISS free-surface elimination algorithm but the predictions carry a small

amplitude and a distorted phase. When the events interfere, adaptive methods have

difficulties in removing the multiples without harm to the primaries. In contrast,

after the algorithm incorporates a 3D point source for a 1D subsurface, the prediction

provides both an accurate time and an accurate amplitude of free-surface multiples,

that can be used to eliminate the energy of all free-surface multiples in synthetic 3D

source data. The effectiveness of ISS free-surface multiple elimination is increased

by adding the physics of a realistic source for real 3D source data.

Second, in order to enhance the fidelity of internal multiple prediction, a 3D

point source is also used in the ISS internal multiple attenuation algorithm. Similar

to the summary in free-surface multiple removal, a frequently used 2D line source

internal multiple attenuator for a 1D/2D subsurface produced a much less effective

internal multiple prediction, which failed to attenuate internal multiples in 3D point

source data due to small amplitudes. Incorporating a 3D point source makes ISS

internal multiple attenuator effective. It provided accurate times and approximate

amplitudes (in the same scale as data) of internal multiples. Ignoring a 3D source

assumption for real data can result in a less effective multiple removal. In addition,

successful internal multiple prediction depends on an effective free-surface multiple

removal. The negative consequences of inputting free-surface multiple residues to the

ISS internal multiple prediction were examined. There are at least three categories of

artifacts that were identified and analyzed from unsatisfactory free-surface multiple

removal.
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Complex offshore and onshore plays set a higher bar to separate the proxi-

mal/interfering primaries and internal multiples. Third part of this dissertation

provided a new way to eliminate the first-order internal multiples that are only

downward reflected once by the ocean bottom. This approach was different from

the ISS approach, which extracts the attenuation factor from reflection data without

knowledge of subsurface properties. The goal of this project was to add an alter-

native tool in the ISS internal multiple eliminator when the properties down to and

across the ocean bottom are well known or estimated. The numeric results showed

that the proposed approach allowed the current ISS internal multiple attenuator to

be an eliminator for the first-order internal multiples generated by the ocean bottom,

independent of depth and numbers of layers the internal multiple travels through.

In summary, this dissertation contributes to the current capability of the ISS

de-multiple methods by (1) adding a realistic 3D point source in several different

ISS multiple-removal methods for a 1D/2D subsurface; (2) developing an internal

multiple eliminator by using obtainable subsurface information for a certain class of

internal multiples.
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Appendix A

Transform integral variable from ~rg

to ~rh

The transformation from the integrand over the vector ~rg to the other vector ~rh can be

obtained by Jacobian determinant. The definition of two vectors under cylindrical

coordinate can be expressed by ~rg = (rg, θg) and ~rh = (rh, θh). Because of the

~rh = ~rg − ~rs, where the ~rg is the location of receivers and the ~rs is the location of

sources, we have the relation between two vectors:

rh =
√
r2g + r2s − 2rgrscos(θg − θs) (A.1)

θh = arctan(
rgsinθg − rssinθs
rscosθg − rgcosθs

). (A.2)

The relation can be represented by a Jacobian determinant,

drhdθh = |J |drgdθg =

∣∣∣∣∣∣∣
∂rh
∂rg

∂rh
∂θg

∂θh
∂rg

∂θh
∂θg

∣∣∣∣∣∣∣ . (A.3)
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Solve the determinant through the derivative values given by,

∂rh
∂rg

=
rg − rscos(θg − θs)√

r2g − r2s − 2rgrscos(θg − θs)
(A.4)

∂rh
∂θg

=
rgrssin(θg − θs)√

r2g − r2s − 2rgrscos(θg − θs)
(A.5)

∂θh
∂rg

=
bsinθg − acosθg

a2 + b2
(A.6)

∂θh
∂θg

=
brgcosθg − argsinθg

a2 + b2
, (A.7)

where a = rgsinθg − rssinθs and b = rgcosθg − rscosθs. The J determinant can be

calculated as,

|J | = ∂rh
∂rg

∂θh
∂θg
− ∂rh
∂θg

∂θh
∂rg

=
rg
rh
. (A.8)

We obtain the relation between two integral variables, as

drhdθh = |J |drgdθg (A.9)

rhdrhdθh = rgdrgdθg. (A.10)
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Dirac delta in the cylindrical

coordinates

Prove the Dirac delta from a general formula,∫∫
ei(

~kr1− ~kr2)·~r2d~r2 = (2π)2δ(kx1 − kx2)δ(ky1 − ky2). (B.1)

Convert the Dirac delta on the right side from Cartesian coordinate to cylindrical

coordinate, as

δ(kr1 − kr2)δ(φ1 − φ2) =

∣∣∣∣ ∂(kx1, ky1)

∂(φ1 − φ2)

∣∣∣∣ δ(kx1 − kx2)δ(ky1 − ky2) (B.2)

δ(kr1 − kr2)δ(φ1 − φ2) =

∣∣∣∣∣∣∣
cosφ1 sinφ1,

−kr1sinφ1 kr1cosφ1

∣∣∣∣∣∣∣
×δ(kx1 − kx2)δ(ky1 − ky2), (B.3)

δ(kr1 − kr2)δ(φ1 − φ2)

kr1
= δ(kx1 − kx2)δ(ky1 − ky2). (B.4)
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The 2-dimensional Fourier transform over a constant can give us∫∫
ei(

~kr1− ~kr2)·~r2d~r2 = (2π)2
δ(kr1 − kr2)δ(φ1 − φ2)

kr1
. (B.5)
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Asymptotic Hankel transform

A general Hankel transform can be written as,

g(k) = 2π

∫ +∞

0

f(r)J0(kr)rdr, (C.1)

where k is the Fourier conjugate of variable r, J0 is the Bessel function of the first

kind. The Hankel functions (Bessel function of the third kind) are defined by two

linearly combining Bessel functions of the first (J0) and the second kind (Y0), i.e.,

H+
0 (z) = J0(z) + iY0(z), (C.2)

H−0 (z) = J0(z)− iY0(z), (C.3)

where i is an imaginary unit, z is a general variable. Add equation (C.2) and (C.3)

and then we have,

J0(z) =
H+

0 (z) +H−0 (z)

2
. (C.4)
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By substituting equation (C.4) into equation (C.1), the transform becomes,

g(k)

= 2π

∫ +∞

0

f(r)
H+

0 (kr) +H−0 (kr)

2
rdr (C.5)

= π
( ∫ +∞

0

f(r)H+
0 (kr)rdr +

∫ +∞

0

f(r)H−0 (kr)rdr
)

(C.6)

= π
( ∫ +∞

0

f(r)H+
0 (kr)rdr +

∫ 0

−∞
f(r)H−0 (−kr)(−r)dr

)
, (C.7)

where f(r) is set to be a even function as f(r) = f(−r) (e.g., data function from a

1D subsurface, which is symmetric along offset). Introduce two asymptotic forms of

Hankel functions with z = kr as,

H+
0 (kr) ∼

√
2

πkr
ei(kr−

π
4
), (C.8)

H−0 (kr) ∼
√

2

πkr
e−i(kr−

π
4
). (C.9)

Apply these two asymptotic expressions into equation (C.7),

g(k)

∼
∫ +∞

0

√
2πr

k
ei(kr−

π
4
)f(r)dr + (−i)

∫ 0

−∞
f(r)

√
2πr

k
ei(kr+

π
4
)dr (C.10)

∼
∫ +∞

0

√
2πr

k
ei(kr−

π
4
)f(r)dr +

∫ 0

−∞
f(r)

√
2πr

k
ei(kr−

π
4
)dr (C.11)

∼
∫ +∞

−∞

√
2πr

k
ei(kr−

π
4
)f(r)dr (C.12)

∼
√

2π

ik

∫ +∞

−∞

√
reikrf(r)dr. (C.13)
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Asymptotic inverse Hankel transform can be obtained in a similar way,

f(r)

=
1

2π

∫ +∞

0

g(k)J0(kr)kdk (C.14)

∼ 1

2π

∫ +∞

−∞

√
k

2πr
e−i(kr−

π
4
)g(k)dk (C.15)

∼ 1

2π

√
−1

2iπr

∫ +∞

−∞

√
ke−ikrg(k)dk. (C.16)

The asymptotic forward and inverse transforms, as shown in equation (C.13) and

(C.16), are equivalent and can be exchanged by choosing different transform conven-

tions. The specific convention in this appendix is chosen for consistency and the ob-

jective of comparing the Fourier and Hankel transforms. As an example, the Fourier

transforms used in our derivation define
∫
· · · eikxdx as forward and

∫
· · · e−ikxdx

as inverse, but most numerical Fast Fourier transform functions set the convention

reversely, including the numerical functions used in this dissertation.
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Stationary-phase approximation to

solve D(· · · , yh = 0;ω)

Equation (3.20) cannot be solved as a closed form without any approximation. Omit-

ting kxg and kxs in variable, equation (3.20) can be rewritten as,

D(· · · , yh;ω) =
1

2π

∫ ∫
1

−2iqs
b3D2DE
1 (· · · , kyh ; z)ei(qg+qs)ze−ikyhyhdzdkyh , (D.1)

where qi = sgn(ω)
√

(ω/c0)2 − kxi − kyh . If we set a fixed plane at yh = 0, the formula

can be expressed as,

D(· · · , yh = 0;ω) =
1

2π

∫ ∫
1

−2iqs
b3D2DE
1 (· · · , kyh ; z)ei(qg+qs)zdzdkyh (D.2)

The integral with respect to dkyh can be approximated by a stationary phase as-

sumption, which assumes a far-field recording and a smooth b3D2DE
1 with respect to

kyh . In a far-field recording, the wave can be considered as propagating as a ray. The
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oscillating phase can be expressed as,

f(kyh) = (qg + qs)z = sgn(ω)

(√
ω

c0

2

− k2xg − k2yh +

√
ω

c0

2

− k2xs − k2yh

)
z. (D.3)

The saddle point can be solved by finding the root of the equation,

f ′(kyh) = sgn(ω)

(
−kyh√

ω
c0

2 − k2xg − k2yh
+

−kyh√
ω
c0

2 − k2xs − k2yh

)
z = 0. (D.4)

Following the equation, the exponential can be stationary at kyh = 0. The second

derivative of equation (D.3) at k̂yh = 0 can be solved,

f ′′(k̂yh = 0) = sgn(ω)

(
−1√

ω
c0

2 − k2xg − k2yh
+

−1√
ω
c0

2 − k2xs − k2yh

+
−k2yh

( ω
c0

2 − k2xg − k2yh)3/2
+

−k2yh
( ω
c0

2 − k2xs − k2yh)3/2

)
z|k̂yh=0

= sgn(ω)

(
−1√

ω
c0

2 − k2xg
+

−1√
ω
c0

2 − k2xs

)
z. (D.5)

If z > 0 and ω > 0 are assumed in equation (D.5), then f ′′(kyh = 0) < 0, which

defines the factor e−i
π
4 . The integral formula in (D.1) can be approximated as,

D(· · · , yh = 0;ω) ≈
∫

e−i
π
4

−2iq̂s

√
1

2πz

q̂g q̂s
q̂g + q̂s

b3D2DE
1 (· · · , k̂yh = 0; z)ei(q̂g+q̂s)zdz,

(D.6)

where q̂i = sgn(ω)
√

(ω/c0)2 − k2xi . Similarly, if z > 0 and ω < 0, the f ′′(k̂yh = 0)

switches the sign and opening the absolute value can provide the same formula as

shown in equation (D.6). Inverse Fourier transforming to obtain b3D2DE
1 gives,

b3D2DE
1 (· · · , k̂yh = 0; z)

≈
√
i2πz

1

2π

∫
(−2iq̂s)

√
1

q̂g
+

1

q̂s
D(· · · , yh = 0;ω)e−i(q̂g+q̂s)zdk̂z, (D.7)

where k̂z = q̂g + q̂s, q̂g = sgn(ω)
√

(ω/c0)2 − k2xg and q̂s = sgn(ω)
√

(ω/c0)2 − k2xs .
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Stationary-phase approximation to

solve D3(· · · , yh = 0;ω)

In a general 3D prediction, the internal multiple attenuator in D3(· · · , yh = 0;ω)

(omitting kxg and kxs) can be obtained as,

D3D2DE
3 (· · · , yh; t) =

1

(2π)2

∫∫
b3D2DE
3 (· · · , kyh ;ω)

−2iqs
e−ikyhyhe−iωtdkyhdω, (E.1)

where the omitted variables are kxg and kxs and qi =
√

(ω/c0)2 − kxi − kyh . If we

set the fixed plane at yh = 0, the formula can be expressed as,

D3D2DE
3 (· · · , yh = 0; t) =

1

(2π)2

∫∫
b3D2DE
3 (· · · , kyh ;ω)

−2iqs
e−iωtdkyhdω, (E.2)

The variable ω can be changed to kz = qg + qs as shown in Stolt and Benson (1986)

(chapter 3, section 5), which provides the Jacobian term,

dω =
c20
ω

qgqs
qg + qs

dkz (E.3)
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Formula (E.2) turns out to be,

D3D2DE
3 (· · · , yh = 0; t) =

1

(2π)2

∫∫
b3D2DE
3 (· · · , kyh ;ω)

−2iqs
e−iω(··· ,kyh ,kz)t

c20
ω

qgqs
qg + qs

dkyhdkz,

(E.4)

where for positive frequency (negative frequency can produce the same result at the

last step)

kz =

√
ω

c20

2

− k2xg − k2yh +

√
ω

c20

2

− k2xs − k2yh . (E.5)

The integral with respect to dkyh can be approximated by a stationary phase assump-

tion, which assumes a far-field recording and a smooth integral kernel with respect

to kyh . The saddle point can be solved by finding the root of the equation,

f ′(kyh) = −ω′(kyh)

= −c
2
0

ω
kyh = 0. (E.6)

In equation (E.2), the exponential can be stationary at k̂yh = 0. The second deriva-

tive of of equation (E.6) at k̂yh = 0 can be solved,

f ′′(k̂yh = 0) = −c
2
0

ω
. (E.7)

Then f ′′(kyh = 0) < 0 for ω > 0, which defines the factor e−i
π
4 . The integral formula

in (E.2) can be approximated as,

D3D2DE
3 (· · · , yh = 0; t)

≈ 1

2π

∫ √
−i|ω|
2πtc20

b3D2DE
3 (· · · , k̂yh = 0;ω)

−2iq̂s
e−iωt

c20
ω

q̂g q̂s
q̂g + q̂s

dk̂z, (E.8)

where q̂i = sgn(ω)
√

(ω/c0)2 − k2xi . Change the integral variable back to dω,

D3D2DE
3 (· · · , yh = 0; t) ≈ 1

2π

∫ √
−iω
2πtc20

b3D2DE
3 (· · · , k̂yh = 0;ω)

−2iq̂s
e−iωtdω, (E.9)
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where q̂i = sgn(ω)
√

(ω/c0)2 − k2xi .

If ω < 0, the second derivative f ′′(kyh = 0) = − c20
ω

turns out to be a positive

number, which provides the factor ei
π
4 . The switched sign on i gives,

D3D2DE
3 (· · · , yh = 0; t) ≈ 1

2π

∫ √
i|ω|

2πtc20

b3D2DE
3 (· · · , k̂yh = 0;ω)

−2iq̂s
e−iωtdω, (E.10)

Since |ω| = −ω, the formula remains,

D3D2DE
3 (· · · , yh = 0; t) ≈ 1

2π

∫ √
−iω
2πtc20

b3D2DE
3 (· · · , k̂yh = 0;ω)

−2iq̂s
e−iωtdω, (E.11)

where q̂i = sgn(ω)
√

(ω/c0)2 − k2xi .
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