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ABSTRACT

The Schwarz matrix was established by H. R. Schwarz 

in 1956. He used several elementary transformations to 

transform a given system matrix to the Schwarz matrix. 

Since then numerous authors have investigated the properties 

and applications of the Schwarz matrix. Also, various trans­

formation matrices which relate a given system matrix to 

the Schwarz matrix have been established. However, most of 

the earlier developed transformation matrices were too com­

plicated to implement, and also they were restricted to 

single variable systems only. In this research a matrix 

which consists of block elements is established in the Schwarz 

block form via a linear transformation. A new block-transfor­

mation matrix is established for transforming the companion 

block form to the Schwarz block form. A sufficient condition 

has been derived for determining the stability of a multi­

variable system whose characteristics are expressed by a 

polynomial matrix. At the same time, to determine the 

stability of multivariable systems, the direct extension of 

the well-known scalar Routh theorem to the matrix Routh 

theorem has also been studied in this research.
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CHAPTER I

INTRODUCTION

In 1956, H. R. Schwarz^ published a paper in which he 

showed how to transform a system matrix to a specific matrix 

form, which is now called the Schwarz matrix form. Later the 

Schwarz matrix was extensively used to construct Liapunov 
3 2functions , to prove the Hurwitz criterion and to evaluate 

4 3the system performance . For instance, Kalman and Bertram 

used the Schwarz matrix to find the Liapunov functions. 
2 Parks used it to prove the Hurwitz criterion via the Second 

4 method of Liapunov. On the other hand, Diamesis used the 

Schwarz matrix to evaluate the system performance. The 

transformation matrices, which relate various matrix forms 

and the Schwarz form, have been established by numerous 
7-15 9. Chen and Chu constructed a transformation authors 

matrix which links the Schwarz matrix and the companion 

matrix by using the Routh array elements. However, all 
7-15 existing methods deal only with the system matrix which 

has scalar elements but not block elements. In this research 

a-.matrix which consists of block elements is constructed in 

the Schwarz block form and a linear transformation matrix 

which consists of block elements is established to transform 

the matrix in the companion block form to the matrix in 



-3-

the Schwarz block form. A sufficient condition is then 

derived for determining the stability of a multivariable 

system whose characteristics are expressed by a polynomial 

matrix.
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CHAPTER II

THE SCHWARZ MATRIX FOR SINGLE VARIABLE SYSTEMS

The Schwarz matrix is an important matrix for constructing 

Liapunov functions, proving the Hurwitz criterion and evaluat­

ing performance measures in system analysis. However, most 

of the methods suggested for obtaining the Schwarz matrix are 
9too complicated to implement. In 1966 Chen and Chu established 

an effective method by which a matrix in the phase variable 

form can be easily converted into a matrix in the Schwarz 

form. Their procedure is briefly reviewed in this Chapter.

Consider the following characteristic equation

Sn + a1Sn""1 + ...+a,S + a= 0 (1)
1 n-1 n

The corresponding phase variable form is

X = AX (2)

where

0 1 0 0 0 . . 0~

0 0 1 0 0 . 0

A =

0 0 0 0 0 .. 1

—a —a i —a.n n-1 2 1 
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The system matrix A can be transformed to the matrix in the 

Schwarz form using the transformation

Y = PX (3)

Substituting Eq. (3) into Eq. (2) yields

Y = PAP-1Y

or Y = BY

where B = PAP

The matrix B is the required matrix in the Schwarz form.
7Chen and Chu constructed the matrices B and P in terms of

16the elements of the Routh array constructed from Eq. (1).

The Routh array can be written as

1 a2 a4 a6 • " "

a^. a3 a5 a7 ' " "

anao— a.a_1 3 -1 2 . . . . . . (4)
al

and can be represented in terms of double subscripted 

notations as follows:
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C11 C12 C13 C14 * •

C21 C22 C23 • • •

C31 C32 C33 • • (5)

C41 c42 • • • •

The Schwarz matrix B and the transformation matrix P are 

expressed as follows:

B =
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and

1 0 0 0 0 0 0 0

0 • • • • • • • •

C 1 o n-1,2 1 0 0 0 0 0 0C n Tn-1,1

0 0 1 0 0 0 0 0

o 3 1 OJ co C62
0 1 0 0 0 0p = cn-3,l " C61

0 0
^52

0 1 0 0 0
C51

inI o ,_____C43
0

^42
0

1
; i 0 0

c Cln-5,1 C41 C41 ।

0 0
C33

0
C32 ।

1 0
r
; i 0

C31 C31 11 1
C24

0
C23

0
i C22 1

1 0 1
C21 C21 ; c2i 11 1

Both the matrices B and P were constructed by using the Routh array 
9 elements in Eq. (5). The structures of the matrices B and P 

are quite simple. If the transformation matrix P for a second 

order system is required, then we can take the principal minor 

from the lower right corner of P, as shown by the dotted lines. 

Similarly, the P matrix for 3rd, 4th,...etc. order systems 

can be found by taking the respective principal minors from the 
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right lower corner of P.

An illustrative example is shown as follows:

Example:

For a given fourth order system

x + lOx + 35x + 50x + 24x = 0

the matrix in the Schwarz form is required. The corresponding

matrix in the phase variable form is expressed as follows:

— —

1 0 0 X1

0 1 0 X2

0 0 1 X3

-50 -35 -10 _ -X4-

The Routh array for the system can be written as the following:

1 35 24 C11 C12 C13

10 50 C21 C22

30 24 C31 C32

42 C41
24 C51
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Substituting the value of these Routh array elements into Eq.

(7), we obtain

p =

10 0 0

0 10 0

0.8 0 1 0

0 5 0 1

The required Schwarz matrix is

B = PAP

0 1 0 0

-0.8 0 1 0
B =

0 -4.2 0 1

0 0 -30 -10
__

The procedure given in this chapter will be extended to a 

multivariable system which has a system matrix with block 

elements.
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CHAPTER III

A MATRIX IN THE SCHWARZ BLOCK FORM FOR MULTIVARIABLE SYSTEMS

Section 1

Following the simple procedure of the previous chapter, 

we can very easily obtain a matrix in the Schwarz block form 

for a given system matrix which is expressed in the companion 

block form.

Consider a set of linear time invariant ordinary 

differential equations in the differential polynomial matrix 

form

n+1 i-1y B.D1 xX(t) = [0], Bn+1 = I (8)
i=l

D1-1X(0) = i = l,2,3...n

where X(t) is the m dimensional state of the system, B^ is 

an mxm real constant matrix and the differential operator D 

is D = , matrix I is an identity matrix and [0] is a null

matrix. The corresponding state equation of Eq. (8) in the 

companion block form is

[X] = [B] [X] (9)



-11-

[X(0)] = [a]

where

0

0

I

0

0

I

0

0

0

0 •

0

0

[B] = • • • • • •

0 0 0 0 0 • I

-B1 -B2 -B3 -B4 -B5 • -Bn

The dimensions of matrix [B], each block 

element in [B] , and the state vector [X] are (nxm)x(nxm) , 

mxm and (nxm)xl respectively. Matrix [B] is the matrix in the
17companion block form . Eq. (9) can be transformed

to the Schwarz block form using a linear transformation [K^] 

as follows:

Let [y] = [^1 [X]

Then
[y] = [K1l [B] [K™1] [y]

= [A] [y] (10)

Where 

0 I 0 0 0

"A1 0 I 0 0

0 "A2 0 0 0

[A] = • • • • • •

0 0 0 0 I

0 0 0 • -An-1 —A
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The dimension of each block element in matrix [A] is mxm. Matrix

[A] is the matrix in the Schwarz block form. By following 
9the approach proposed by Chen & Chu , the linear transformation 

matrix [K^] which relates the coordinates [X] and [y] in 

Eqs. (9) & (10) is constructed and extended as follows:

[y] = [kt] [x] (11)

Where

(12)

I 0 0 0 0 0 0 0

C~1l 
n-1

0

c,1 n-1,2 I 0 0 0 0 0 0

0 0 I 0 0 0 0 0

[K1l = c-1^ 
n-3 ,lCn-3,3 C~"*"C

• U61 62 0 I 0 0 0 0

0 0 C~"*"C 
51 52 0 I 0 0 0

Q 3 I 1 H U
1Cn-5,4 c-^c

• u41u43 0 c-^c 
^41^42 0 I 0 0

0 0 c-^c
U31 33 0 c-^c

31 32 0 I 0

• C"""*"C
• e21c24 0 C~"*"C 

21^23 0 c-^c 
^21^22 0 I

Matrix [K^J in Eq. 
9 of Chen & Chu. The

in equation (12) can

(12) is quite similar to the [K^] matrix 

block elements C^ having dimension mxm
17 be obtained from the matrix Routh array
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Before constructing the matrix

Routh array define £ = j + 1 if n is an even number, 

otherwise £ = . Also define the double subscript

notations c, . and c_ . as follows: J- ! J 2 , “I

The B. are the positive real constant matrices shown

in Eq. (8). The matrix Routh array and the matrix Routh

algorithm are expressed as follows:

H1 C11C21

H2=C21C31

H3-C31C^

C41

c cU51 52 * * *

c cC61 62 * ' '

C?1 . . . (14)

c i n,lH =C iC"}, . 
n n,l n+1,1 Ln+l,l
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where

C. . = C. o -.n-H. OC. ,0.^ i,j 1-2,3+I i-2 i-l 3+I

H. = C. ,(C. n n)~1
1 1,1 1+1,1

det (Ci+1 1)^0

3=1,2,...

i=3,4,...

i=l,2,...,n

The matrices in Eq. (14) are called the matrix quotient.

The procedure to construct the transformation matrix [K^J and 

the Schwarz matrix [A] is shown in the following section.

Section 2

To obtain a matrix in the Schwarz block form we perform 

the following linear transformation:

[z] = [K2J [y]

From Eq. (10) we have an alternate matrix [F] in the Schwarz 

block form as follows:

[z] = [K2] [A] [K"1] [z]

= [F] [z]

A detailed expression is

[z] = [K2] [^1 [B] [K1]"1[K21"1[z]
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where

0 H"1!
n-1 0

i 
ti

i 0 H*!
n-2

0 -H"1, 
n-1 0

[F] = • • •

0 0 0

0 0 0

0 0 0

= [K] [B] [K]

= [F] [z]

[z]

(15

. 0 0 0

. 0 0 0

. 0 0 0

• • • (16)

. 0 H21 0

• "H31 0 H

. 0 i

H i

mtrix [F] is the required matrix in the 

Schwarz block form, which can be constructed by the matrix 

quotients H^z i=l,2,...,n obtained from the matrix Routh 

array,although, it is observed that the approach proposed 

here to find the Schwarz block form is applicable only 

when det(C^+-^)^0.

The linear transformation matrix [K] which links
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the coordinates [X] in the companion block form and the

coordinates [z] in 

follows:

the Schwarz

. 0

block

0

form can

0

be wriibten as

0 0H C , , n n n+1,1
X

0
X

0

•

H -C . } n-2 n-1,2X X X X
. 0

X

0 0 0 0 0

0 X X X X X
• .VH6C7i

X

0 0 0 0 0

[K] =

/
co1C

U
l fl

X
. 0 x X?5C61

X
0 0 0 0

0 • * X^4C52
X X

X
0 x X H.Ccl4 51X

X
0 0 0

H ,C c . n-6 n-5,4 • . 0 <3C42 
X

0 Xx
X H3C41X X

0 0

0 • • H2c33 0 x x«2C32 0 X X
X H2C31 0

• • . 0 H1C23 0 X X H1C22
X
0 X X

X X
H1C21

(17)

The matrix [K] is a triangular block matrix. All the block

elements in Eq. (17) can be directly obtained from the 

matrix Routh array in Eq. (14 ). For example, the block 

elements in the main diagonal which are shown by the dotted 

diagonal line are obtained by premultiplying the matrix 

quotients to the block elements which are located

in the first column of the matrix Routh array. The block 
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elements of the first lower diagonal in [K], shown by the 

second dotted diagonal line, are determined by premultiplying 

the matrix quotients to the block elements 2* T^e C£ 2 

are located in the second column of the matrix Routh array. 

The sizes of matrices [F] and [K] are determined by the degree 

of the polynomial matrix and the order of the matrix coefficients 

in Eq. (8). In other words, when the degree of a polynomial 

matrix is n=4 and the dimension of each matrix coefficient is 

m then the corresponding 4mx4m matrices [F] and [K] are 

taken from the right hand side lower corner of the matrices [F] 

and [K] as shown in Eqs. (16) and (17).

In the above paragraphs we have described the Schwarz 

block matrix [F] and the transformation matrix [K]. However, 

the question is how to obtain these matrices.

In section 3 we will show the steps to 

construct these matrices [F] and [K] using the induction 

approach.

Section 3

Case 1: Second Order System (m=2)

The differential matrix polynomial for a second order 

multivariable system is
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X(t) + [B2]X(t) + [B1]X(t) = [0] (18)

where and are real constant irixm matrix coefficients. 

X(t) is the 2-r-dimensional state of the system.

The corresponding state equation of Eq. (18) in the 

companion block form is

0 I
(19)[X][X]or

array for the given matrix polynomialmatrixand Rouththe

is

I

positionsThe of the matrix Routh array can be indicated by

subscript notations as follows:matrix double

B2

-B1

B1

B1

[X] = [B] [X]

=c c2 ^21^31

H1 C11C21
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Eq. (19) can be written by using these new Routh array

elements as :

[X] =
0

[X]

The corresponding Schwarz form is

[Z] = [K] [B] [K] 1 [z]

= [F][z]

where
[F] = [K] [B] [K]"1

or

[F] [K] = [K] [B] (20)

Now, consider the transformation matrix [K]

H2C31 0

0 H1C21
(21)

The matrix [F] in the new proposed Schwarz block form is

0
[F] =

-F2

3

1
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To determine the matrix [F] impose the following condition:

[F] [K]

0
[F] [K]or

0
(22)

00 Iand
[K] [B] 0

0
(23)

and (23) yieldsA comparison of Eqs

Thus 0
[F]

"F1H1C21

F3H1C21

H2C31

H1C21

H2C31

H1C21

-n;1

F2

F2H2C31

Fi HI1

H21

-I1F 3

-C -C^12 21

H1C21C12 “H1C21C21

[K] [B]

(24)
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Matrix [F] in Eq. (24) is the required matrix in the Schwarz 

block form. Now we go one step ahead and consider the third 

order system.

Case 2; Third Order System

For a third order system the differential matrix equation 

is as follows:

X + [BjlX + [B2]X + [B1]X = [0] (25)

The state equation in the companion block form for the above 

equation can be written as

0 I 0

[X] = 0 0 I [X]

-B1 -B2 -B3j

and the matrix Routh array for (.25). is;

1 B2 

b3 B1 
(b2-b31b1)

The matrix Routh array can be expressed in the matrix double
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subscript notation as shown below.

H1 C11C21

H2=C21C31

H3=C31Cti

(26)

Eq. (20) can be re-written using these new matrix Routh array 

elements as

0 I 0

[X] = 0 0 I [X]

-C22 -C12 -C21

The corresponding state equation in the Schwarz block form is

[z] = [K][B][K]"1[z]

= [F] [Z]

where the matrix in the Schwarz block form can be expressed in 

the following form:

[F]

0 Fc 03
-P4 0 P3

0 "F2 -F1
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The suggested transformation matrix [K] for this third order 

system is

H3C41 0 0

[K] = 0 H2C31 0 (27)

_H1C22 0 H1C21_

The block elements of [K] are found from the matrix Routh

array of Eq. (26). Here again the matrix [F] can be determined 

by using the equality of Eq. (20), or by imposing the condition

[F] [K] = [K] [B]

The detailed block structure is

[F] [K] =

0 0

H2C31 0

0 H1C21

0 F5H2C31

F4H3C41+F3H1C22 0

-F1H1C22 "F2H2C31

F3H1C21

-F1H1C21

(28)

and

[K] [B] =

h3c41 0 0

0 H2C31 0

- H1C22 0 H1C2L-

0 10

0 0 1

-c -c -cLc22 e12 C21J
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0 H3C41 0

= 0 0 H2C31 (29)

_-HlC21C22 H1C22~H1C21C12 "H1C21C21_

From Eqs. (28) and (29)

F5

F 2

F4

Hl'

H21

-1
H2

F3

F1

Therefore the matrix in the Schwarz block form is

0 H21 0

-ti"1 0 h"1
0 -H"1 -H'1

(30)

The structure of matrix [F] is the same as the matrix proposed 

in Eq. (16). Next we continue to search for the pattern of 

these matrices for a fourth order system.

Case 3: Fourth Order System

The differential matrix equation for a fourth order
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equation is

X + [B4JX + [B3]X + [B2]X + [Bj^JX = [0] (31)

The state equation in the companion block form of the above

equation is

"" 0 I 0 0 -

- 0 0 I 0
[X] =

0 0 0 I
[X] (32)

-B1 -B2 "B3 -B4_

We establish the matrix Routh array for Eq. (31) as follows:

1 B3 B1

B4 B2

(b3-b;1b2) B1

(B2 - B4(B3-B41b2)-1b1>

B1

The matrix Routh array in terms of a matrix double subscript 

notation can be written as follows:
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H1=C11C21

H2=C21C31

H3=C31C41

H4=C41CM

13

Thus (3 2) becomes

0 I 0 0

0 0 I 0
[X] =

0 0 0 I
[X]

--C13 "C22 -C12 -C21-

(33)

The corresponding state equation in the Schwarz block form is

[z] = [K] [B] [K] 1 [z]

= [F] [z]

where the Schwarz matrix [F] is expressed in the following form:

0 F? 0 0

F. 0 F_ 06 5
0 -F. 0 F_4 3

0 o -f2 -f1
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The suggested transformation matrix [K] is

H,Ccl4 51 0 0 0

[K] =
0 H3C41 0 0

(34)
M
K)
Q w M 0 H2C31 0

0 H1C22 0 H1C21_

The block elements of [K] are found from the matrix Routh array­

in (33). Once again we check the equality of the following 

matrix equation:

[F] [K] = [K] [B]

where
0 F7 0 0 H,Ccn4 51 0 0 0

-F6 0 F 5 0 0 H3C41 0 0
[F] [K] =

0 -F4 0 F3 m M Q w N) 0 H2C31 0

_0 0 -F 2 -F1 —J _ 0 H1C22 0 H1C21_

""0 F7H3C41 0 0

1

CT
> 4C51+FcH_C D 2 32 0 F5H2C 31 0

0 -F4H3C41+F3H1C22 0 F3H1C21

O1 
fa '__

1

c 2 32 -F1H1C22 -F2H2C 31 -F1H1C21

(35)
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and

H,Cc14 51 0 0 0 0 I 0 0

0 H3C41 0 0 0 0 I 0
[K][B]=

w Q
UJ M 0 H2C31 0 0 0 0 I

0 H1C22 0 H1C21_ _~cl3 -C22 "C12 ~C2^

H31

F6

F5

The required matrix in the Schwarz block form is

"0 4 51 0 0

=
0 0 H3C41 0

(36)
0 H2C32 0 M Q

 
w

JF * H1C21C13""H1C21C22 (H1C22"H1C21C12) H1C21C21_

From Eqs. (35) and (36) we have

H!1

Hz'F 2

Hi1
H31

F1

F 3

F4

F 7
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0 H*1 0 0

-H"1 0 0

0 -H*1 0 h”1

o o -h"1 -h”1

(37)

Here once more we have the expected structure of the Schwarz 

matrix [F] and the transformation matrix [K]. Following the 

development of the pattern of the matrices [F] and [K] in Eqs. 

(24), (30) and (37), we can proceed to construct the corres­

ponding matrices [F] and [K] for a fifth order system.

Fifth Order System

The differential matrix equation for a fifth order system 

is

X + [b5]x + [b4]x + [b3]x + [b2]x + [B1)X = [0]

The state equation in the companion block form becomes

- 0 I 0 0 0 -

0 0 I 0 0

[X] = 0 0 0 I 0 [X]

0 0 0 0 I

"B1 "B2 "B3 "B4 "B5

(38)
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The matrix Routh array- can be written as follows:

H1=CHC^

H2=C21C31

H3=C31C4^

H4=C41C51

H5=C51C61
C61

C13

The alternate representation of Eq. (33) is

- 0 I 0 0 0

0 0 I 0 0

[X] = 0 0 0 I 0 [X]

0 0 0 0 I

JC23 "C13 -C22 -C12 "C21

The corresponding state equation in the Schwarz block

[z] = [K] [B] [K] 1[z]

[z] = [F] [z]

(39)

form is

(40)

(41)

Following the previous procedure we find the matrix
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[F] and the transformation matrix [K]:

[F] =
I 

l 
।

o o 
o 

o
ui

 1
l

o o 
m

 o m 1 
^1

1

o EC 
o rn 

o 
co

 1 
co

 1
1 EC

 
o 

EC
 

o 
o

M
l 

M
l

H
 

H
1 EC

 
EC

 
o 

o 
o

H
 H

 H H
I 

__
__

__
__

__
__

__
__

__
_

1

(42)

co 
O'in 
EC
1____

0 0 0 0

0 H4C51 0 0 0

and [K] = H3C42 0 H3C41 0 0 (43)

0 H2C32 0 H2C31 0

_H1C23 0 H1C22 0 H1C21_

This supports the following procedure for the development of 

the Schwarz block matrix [F] and the transformation matrix 

[K]. Hence, we can establish a general structure 

for the matrices [F] and [K].

General Schwarz Matrix In Block Form

From Eq. (24), (30), (37), and (42), we can 

describe the pattern of the matrix [F] as follows:
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(1) The principal minors of the matrix [F] located at the lower 

right corner represent the Schwarz block matrices for the 

system. For example, the second lower principal minor is the 

Schwarz matrix for a second order system, while the third lower 

principal minor is the Schwarz matrix for a third order system.

(2) All the block elements on the main diagonal are null 

matrices except the lowest right corner block element which is 

the inverse of the matrix quotient .

(3) The block elements of the first lower diagonal are negative 

of the inverses of the matrix quotients H^, i=l,2,...,n+1, which 

are found from the matrix Routh array.

(4) Each block elements in the 2nd, 3rd,...etc. lower diagonals 

are null matrices.

(5) The block elements of the first upper diagonal are the 

inverse of the matrix quotients H^, i=l,2,...,n^ which are 

found from the matrix Routh array.

(6) Each block element in the 2nd, 3rd,...etc. upper diagonal 

is a null matrix.

The general [F] matrix is shown as follows:
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0 H"1, 
n-1 0 0 0 0 0

i

9 
1

0 h-19 .n-2 0 0 0 0

0 -H"1, 
n-1 0 0 0 0 0

[F] = 0 0 0 0 0 0

0 0 0 1 0 w 
to
 1 0

0 0 0 0
1---
; o h;1

_ 0 0 0 0 0 i-n;1
i 2
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General Transformation Matrix

From Eqs. (21), (27), (34) and (43), the structure of 

the general transformation matrix [K] can be recognized as 

follows:

1. The principal minors of the matrix [K], from the 

lower right corner to the upper right corner, represent

the transformation matrices for the systems of increasing order. 

For example, the second lower principal minor is the trans­

formation matrix for a second order system, and the third lower 

principal minor is the transformation matrix for a third order 

system.

2. The matrix [K] is a triangular matrix with block elements.

3. The block elements of the main diagonal in the matrix [K] are ob­
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tained by the respective product of the matrix quotients

and the block elements C. in the first column of the matrixi,l
Routh array. The main diagonal is shown by the first dotted 

line.

4. The block elements of the first lower diagonal in the matrix

[K] are null matrices.

5. The block elements of the second lower diagonal in the matrix [K] 

are determined by the respective products of the matrix

quotients and the block elements in t^ie second

column of the matrix Routh array. The second lower diagonal

is shown by the second dotted line.

6. The remaining block elements in the lower triangle are 

found by following the guidelines of steps (4) and (5).

The general structure of the transformation matrix [K] is

shown as below,

H C _n n+1,1 . 0 0 0 0 0 0

0 • • • • • •

H OC n-2 n-1,2 x. . 0 0 0 0 0 0

0 J"LO, 
®/ 
/ / . 0 0 0 0 0

[K] =
H . C o i x, n-4 n-3,3X . 0 5 61 0 0 0 0

0

/
• 
/
/

//
y

it
.

/ Q / L
n M 0 '' xx4C51 0 0 0

3 i <T
i n 3 i Ln

. 0 X-H3C42 
s.

0 r?3c41 0

1

0

0 a Q w LO 0 xxHx2C32
X 

•s.

i 0
i

J2C31 
i x 
i "

0

• . 0 H1C23 0 x4xH1C22 101
xH1C21J
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ILLUSTRATIVE EXAMPLES

Example 1

To construct the proposed linear transformation matrix 

and the matrix in the Schwarz block form, consider a

differential matrix equation

n+l=5
■LX(t) = [0]

i=l

or

B[,X(t)+B.X(t)+B_X(t)+B_X(t)+B1X(t) = [O] (44)3 4 3 2 1

Using Eq. (13), the above equation (44) can be rewritten as

(4) (3)
c11x(t)+c91x(t)+c1 9x(t)+c99x(t)+c1 ,X(t) = [0]

where
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A matrix in the Schwarz block form and the linear transfor­

mation matrix which transforms the companion block form to 

the Schwarz block form can be constructed as follows:

The state equation in the companion block form is

[X] = [B] [X]

where

As shown in Eq. (15 ) and (16), the state equation in the 

Schwarz block form is 

[Z] = [F] [Z]

where
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[F]

"0 h"1 0 0

-h"1 o h"1 o

0 -h”1 0 h"1

_o o -h”1 -h™1

Substitute above the numerical value of matrix quotients , 

which are obtained from the matrix Routh array for Eq. (44).

The linear transformation between [X] and [Z] coordinates is

[Z] = [K] [X]



-38-

Example

The linear transformation matrix [K] can be found 

from the lower right corner of Eq. (14) as in the 

following;

" H4C51 0 0 0

[K] =
0 H3C41 0 0

<N m 
O 0 H2C31 0

0 H1C22 0 H1C21_

or [K]

Consider another differential matrix equation

B5X (t) +B4X (t) +B3X (t) +B2X (t) tB^ (t) =
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CllX(t)+C91X(t)+Cl9X(t)+C99X(t)+Cls.X(t) = [0] (45)
± J. 2« J. J- fce fce J_ O

where

and

The matrix in the Schwarz block form and the linear trans­

formation matrix [K] are desired to be constructed:

According to Eq. ( 14 ) the matrix Routh array is written 

as follows:
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The state equation in the companion block form is

[X] = [B] [X]

where
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and the state equation in the Schwarz block form is

[Z] = [F] [Z]

where
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The linear transformation matrix [F] which relates the [X] and

the [Z] coordinates is

[Z] = [K] [X]

where
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CHAPTER IV

ROUTH ALGORITHM FOR SCALAR POLYNOMIALS

16The well-known Routh Theorem is commonly used to 

determine the absolute stability of single variable systems. 

The advantage of using the Routh criterion is that the 

stability of a system can be determined without actually 

solving for the roots of the characteristic equation. In 

this research the scalar Routh theorem for single variable 

systems has been extended to the matrix Routh theorem. 

Therefore, it is quite appropriate to start by reviewing 

the scalar Routh array.

Suppose that the characteristic equation of a linear 

system is written in the general form:

F(S) = A Sn+A1Sn-1+AoSn-2+..,+A .S+A = 0 (45a)
o 1 2 n-1 n

In order that there are no roots of Eq. (45a) with 
positive real parts, it is necessary (but not sufficient^ that

(1) All the coefficients of the polynomial have 

the same sign and

(2) None of the coefficients vanish.

The two necessary conditions given above can be checked 
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by inspection. However they are not sufficient, it is quite 

likely that a polynomial with all positive coefficients has 

roots in the right half S-plane. However, this difficulty 

can be overcome by using the Routh theorem. In 1877, Routh 

developed a necessary and sufficient condition for the absolute 

stability of a characteristic equation. The Routh theorem is 

reviewed as follows:

1. Write the chracteristic polynomial in S in the 

following form:

n, n-1, , , na s +a.s +...+a .s+a =0o 1 n-1 n

where the coefficients are real numbers. We assume that 

an^ 0, that is, any zero root has been removed.

2. Check the signs of the coefficients of the charac­

teristic polynomial. If there exists any sign change, or any 

coefficients vanish, then the characteristic equation is not 

asymptotically stable. If all coefficients have a positive 

sign, then proceed with the following processes.

3. Arrange the coefficients of the polynomial in rows 

and columns according to the following pattern:
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Sn ai a2 a4 a6 ...

„n-lS 3.n 3- a- a» • •.1 J D /
sn~2 b, b„ bQ bc . . .

12 3 5
Sn"3 cx c2 c3 c4 ...

sn'4 a1 d2 a3 a4 ...

s°

el e2

gl

The coefficients b^, b2, b^, etc. are evaluated as follows:

bl
ala2~aoa3 

al
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a^a.-a a14 o

, _ a-a.—a a_b-i = 16 o 7
al

Evaluation of the b's continued until the remaining 

ones are all zero. The same pattern of cross multiplying 

the coefficients of the two previous rows is followed in 

evaluating the c's, d's, etc. e.g.

t, a -a h

C1C9~C1C9

This process is continued until the n^h row has been com­

pleted. The Routh array can be much conveniently written 

in the double subscript notation as follows

c cCni ,11 u12
1 C \C27 X C91 C

C Z±
_ 21 /

9 C \ C C

c cU13 C14

c c^23 ^24
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H n
Cn,l 
Cn+l,l

C n n,l

Cn+l,l

where

Ci,j Ci-2,j+l " Hi-2Ci-l,j+l j=l,2,...

i=3,4,...

Hi = 1-1,2,...n

The Routh’s stability criterion states that the number 

of the roots of the characteristic equation with a positive real 

part is equal to the number of changes in sign of the 

coefficients of the first column of the array. It should be 

noted that exact values of the term in the first column need 

not be known, instead only the signs are needed. The necessary 

and sufficient condition that all the roots of the chracteris- 

tic equation lie in the left half S-plane is that all the 

coefficients of the characteristic polynomial are positive 

and all terms in the first column of the Routh array have 

positive signs.

The Routh theorem can be illustrated by the following 

examples.

Example 1

Consider the following characteristic equation
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4 3 2S +2S +3S +4S+5 = 0

Follow the procedure just presented and construct

the Routh array as in the following:

Sign change

13 5

2 4

1 5

-6

5

Since there are two sign changes in the first column of the

Routh array, the equation has two roots located in the right 

half S-plane. Consequently all h's are also not positive.

Example 2

Consider the following characteristic equation:
4 3 2(S+l)(S+2)(S+3)(S+4) = S +10S +55S +50S+24 = 0

The Routh array is constructed as follows:

55 24

50

24

24
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There is no sign change in the first column of the 

Routh array, therefore the characteristic equation is stable. 

In this case, we observe that all the h's are also positive.

In this chapter, we have gone through the procedures of 

the Routh algorithm and the Routh array, and we have reviewed 

the Routh theorem.

In the next chapter the scalar Routh theorem will be ex­

tended to the matrix Routh theorem.
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CHAPTER V

A SUFFICIENT CONDITION FOR THE STABILITY

OF A POLYNOMIAL MATRIX

16In a single variable system the Routh criterion 

is applied to the characteristic polynomial of a linear 

system to determine the absolute stability. In other words 

the scalar polynomial in the form of (8) is arranged in the 

Routh array in (14), then the Routh criterion is applied. 

If the scalars C^ in the first column of the Routh array 

have no sign changes or all elements C. ,, i=l,2,... arei f J- 
positive real, then the system is asymptotically stable.

In the same fashion it is interesting to 

investigate whether a multivariable system whose 

characteristic polynomial matrix is shown in (8) is 

asymptotically stable if the block elements C^ 

i=l,2,... in the first column of the matrix Routh 

array in Eq. (4) are positive definite matrices. 

In other words can the Routh criterion be extended to 
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the matrix Routh criterion? In this research we will partially 

answer this question.

Consider the differential matrix equation

n+1
BiD1~1X(t) = [0], Bn+1 = I (46)

i=l

D1"1X(0) = [ai_1J i=l,2,...,n

where X(t) is the m-dimensional state of the system and the

B. are mxm real constant matrices. As discussed in the i
previous chapters, the corresponding state equation in the

companion block form is

[X] = [B] [X]

The corresponding state equation in the Schwarz block form is

[Z] = [K] [B] [K-1] [Z] (47)

= [F] [Z]

Since the stability of a system is invariant under the 

transpose operation of the system matrix, we consider the
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following system:

" T[q] = [F ] [ql (48)

= [G] [q]

The matrix [F] in Eq. (48) is defined in Eq, (47) and the 

transpose of the matrix [F] is defined as [G]. If the matrix 

quotients in Eq. ( 13 ) are positive definite and symmetric

real matrices, then we can consider the following quadratic 
3,22 equation :

V = [qT] [P] [q] (49)

where

0 0

0 0

H2 0

0 H1

The derivative function V is

(50)* T TV = [q1][PG+GXP][q]
T= - [q 1 [Ql [ql



-53-

where

- 0 -I 0 • 0 0

I 0 -I • 0 0

[P] [G] =
0 I 0 • 0 0

• • • • • •

0 0 0 • 0 -I

0 0 0 ♦ I -I

and
- 0 0 0 0 0 -

0 0 0 . 0 0

0 0 0 . 0 0
[Q] =

• •••••

0 0 0 . 0 0

1 
H

 
C
M 

o
 

o
 

o
 

o
 

____
1

The V function in Eq. (49) is a positive definite quadratic 

form and the V function in Eq. (50) is a negative semi- 

definite form. Therefore the system in Eq. (47) or Eq. (46) 

is asymptotically stable and P is a Liapunov function.

From the above derivation we obtain a sufficient condition that 
"a multivariable system, whose characteristic polynomial 

matrix has the form shown in Eq. (46), is asymptotically stable 

if the matrix quotients IL in Eq. (13 ) are real symmetric 
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positive definite matrices. From Eq. (9) and (16) it can 
be observed that the Bn(=H^"*" = C2^) must be symmetric and 

positive definite for the sufficient condition to apply. 

It is also noted that, in general, if a system is asympto­

tically stable, the block elements C\ i=l,2,..., in the 

first column of the matrix Routh array and the H^, i=l,2,..., 

in the same array are not necessarily symmetric and positive 

definite matrices. It is seen that the scalar Routh criterion 

can not, in general, be extended to the matrix case by 

straightforward replacement of positivity of real numbers 

by positive definiteness of matrices.

On the other hand, the necessary conditions for an 
16asymptotic stability due to the Routh criterion can be partially 

extended to the case of matrix polynomials. The necessary 

conditions are as follows:

1. The determinant of in Eq. (46) is non zero.

2. The determinants of B ,. and B. in Eq. (46)n+1 1 -
have the same sign if the determinant of 

Bn+^(=C^^) is non zero.

These conditions can be easily verified from the basic laws 

of algebra. Thus, in this research we have partially extended 

the Routh criterion to the matrix Routh criterion for deter­

mining the asymptotic stability of a class of matrix 

polynomials. The following numerical examples are shown to 

illustrate the procedure for determining the stability of a 

multivariable system.
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Example 1

Consider the differential matrix equation used in

Example 2 of Chapter III, and study the stability of the system.

Arrange the matrix Routh array for the given matrix equation.

c11x(t)+c21x(t)+c12x(t)+c22x(t)+c13x(t) = [0]

The matrix quotients i=l,2,...,4 in Eq. ( 51 ) are positive 
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definite symmetric real matrices. Therefore,the system is 

asymptotically stable. It is noted that the block elements 

C. i=l,...,5 in the first column of the matrix Routh 1,1
array in Eq. ( 51) are not all positive definite and/or 

symmetric real matrices.

It is interesting to note that the characteristic equation 

|SI-B|=|SI-F[= 0 and the roots which have negative real 

parts are:

S8+3S7+28.95S6+79,35S5+206S4+458.875S3+221.05S2

+48.4S+4 = 0

and

-0.0239155 ± j4.27199

-0.0784809 ± j2.95637

-0.189163 ± jO.165319

-0.177194

-2.23969

Example 2

Consider the following transfer function matrix

[T(S)J which is expressed by the product of two relatively 

prime polynomial matrices [N(S)] and [D(S)J or
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[T(S)] = [N(S)J [D(S)J

The characteristic polynomial matrix [D(S)] is

where

4 12[D(S)J = Bc:S +B.S +B_S +B„S+B1 D 4 J 2 1
4 3 2= c11s^+c91s +c19s +C99S+C1-!

It is interesting to determine the stability of this system.

Eq. (12b) yields the matrix Routh array as

follows:
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The matrix quotients , i=l,...,4, in the matrix Routh array 

are positive definite symmetric real matrices. Therefore the 

system is stable. It is observed that the block elements 

C. n, i=l,...,5, in the first column of the matrix Routh 

array are all positive definite but not symmetric real matrices.

Sometimes, in applying the approach proposed in this 

research difficulties may be encountered in calculating the 

matrix quotients as in Eq.(14) . This implies that if any 

C. , in Eq. ( 14) is singular, then the H. cannot be obtained 1,1 i
to determine the stability of a matrix polynomial. This 

limitation can be remedied by multiplying the original matrix 

polynomial, defined as T(s), by a polynomial matrix defined 

as E(S), where the roots of the determinant E(S) have negative 

real parts. Then apply the matrix Routh procedure to the 

modified matrix polynomial T(S)E(S) or E(S)T(S). It is noted 

that the stability of the original system is preserved because 

the stability of a system is invariant under this modification. 

An alternate way is to perform the transformation to the T(S) 

and then apply the matrix polynomial defined as T^(S) 
(=T(S) | S->^- ). In other words, the C. . and C9 . in Eq. (12a) 

d 1,3 z, j
are rewritten as follows:

C, ■ = B9._, for j=l,2,3,...

C2,j = B2j for j=l,2,3,...

Again, the stability of the original system is invariant to 

this modification and the numerically ill-conditioned problem 

(i.e. is singular) can be solved. An example is given 
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to illustrate this procedure:

Example 3

Consider that the stability and the structure of 

the matrix Routh array of the following matrix polynomial 

T(S) are of interest:

where

3 2T(S) = B4S +B3S +B2S+B1

i o । 9 1 1
= C-J^S +C21S +c12S+C22 = 0 (52)

। i
The determinant of B4(=C^^)=-1 and that of B^(=C22)=1« 

From the derived necessary conditions for asymptotic sta­

bility we conclude that the system is unstable because the 

determinants of B^ and B^ have a different sign. Further study 

of the stability is not necessary. It might be interesting 

to see the corresponding characteristic equation of this 

system which can be written as follows:

det T(S) = -S6-2S5+3S2+2S+1 = 0 (53)

Since the first and the last coefficients, which are the
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determinants of and respectively, have different signs, 

the system is unstable. In order to study the 

structure of the matrix Routh array of this unstable system 

and the numerically ill-conditioned problem (i.e. C. . is i, ± 
singular), we apply the matrix Routh algorithm of Eq. (13) 

and use the j in Eq. (52 ). The matrix Routh array can 

not be obtained because C^is singular. This is a numeri­

cally ill-conditioned case. Since the stability is invariant 

between the original system T(S) and the modified system 
T1(S) (=T (S) | S->^-) , we can construct the matrix Routh array 

for T^(S). T^(S) can be written as follows;

T1(S) = T(S)
S 1

S
C22S3+c^2S2+C2iS+c^i

= ci1S3+C91S2+C19S+C99 =0 (54 )
J- -L fce JL J- Ai A Ai

where
1

1

The corresponding matrix Routh array is



-61-

Although the C.^ is singular, we can determine all the H^’s. 

It is observed that the and are symmetric and positive 

definite matrices, while the is a symmetric and nonpositive 

definite matrix.

An alternate method can be described as follows.

Construct a new matrix polynomial T2^s) by multiplying

a matrix polynomial E(S)=(S+1)I to the T(S) and then defining 
I !

the matrix coefficients as C. . and Co .
-L , 1 2,1

4 3 2T9 (S) = (S+l)T(S)=c' S +c' S +c' S +C' s+c’ = 0 (44)
£• -L J. Zi Z Z -L O

where
0 1

Cli
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.f1 2
C21'2 1

' /2 °\C = I ) 22 VO 2/

If we like to maintain the consistency of we maY

interchange the rows in the T2(S) and define new matrix 

coefficients as and C2 £•

* 4 3 2t_(s) = c^s +c9,s +c, 9s +c99s+c1 -=0
-L JL Zm J- J. Z» fc* -L

where

The corresponding matrix Routh array is
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No singular matrix appears in the matrix Routh array and 

all the H^'s can be obtained. It is observed that only 

the Hg is a symmetric but non-positive definite matrix.

From the above illustrations we conclude that if 

any ill conditioned problem occurs in the calculation, then the 

above methods can be applied to solve the problem.
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CHAPTER VI

CONCLUSION

The transformation matrix established by Chen and 
9Chu for transforming the companion form to the Schwarz form 

has been modified and extended to transform the companion 

block form to the Schwarz block form. The matrix in the 

Schwarz block form has been constructed by using the matrix 

quotients obtained from the matrix Routh array which is 

constructed from the characteristic polynomial matrix.

When the matrix quotients in the matrix Routh array are 

positive definite and symmetric real matrices, a sufficient 

condition derived in this research shows that the multi­

variable system is asymptotically stable. Also, a set of 

necessary conditions has been derived for the asymptotic 

stability. Thus, we have partially extended the Routh 
16 criterion to the matrix Routh criterion for a class of 

matrix polynomials. The direct extension of the necessary 

and sufficient condition of the scalar Routh criterion to 

the matrix Routh criterion for a general matrix polynomial 

requires further study.
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