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Many of life’s failures are people who did not realize how close they were to success when
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ABSTRACT

Quantitative volumetric mapping of multiple materials with spectral computed tomography

(CT) has applications in many areas including biomedical imaging, defense and security,

geophysical imaging of rock composition and in materials and chemical imaging. Dual or

multi-kVp x-ray exposure when using an energy-integrating detector has been proposed and

demonstrated in the past for biomedical imaging. X-ray dose and imaging time, along with

insufficient spectral separation, limits dual and multi-kVp applications and their ability for

accurate quantitation. When using photon-counting spectral detectors (PCDs), some of

these limitations can be overcome. However, low dose and computationally efficient mecha-

nisms to yield volumetric maps of more than two or three materials remain as a significant

challenge. Recently, our group has proposed a multi-step method for virtual discernment

between the materials of an object termed material decomposition for short. Experimental

implementation of this method adds new challenges including reliable detector spectral cor-

rections. This work presents initial simulation studies, experimental validation and detailed

methods to successfully implement this multi-material decomposition technique. Here we

show examples with virtual separation of up to six materials in simulations and five mate-

rials in experiments on our benchtop spectral CT system. For comparison, a conventional

single-step decomposition was also performed on the same synthetic and experimental data.

Results show a significant reduction in decomposition errors with low noise over the single-

step approach. Finally, a biological specimen of a chicken heart was injected with tantalum

and gadolinium (likely candidate contrast agent materials) and multi-step decomposition

was also successfully conducted on this sample. These studies offer validations required

for robust utility of the method in imaging applications requiring separation of multiple

materials.
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Chapter 1

Introduction

The focus of this work is using multi-energy computed tomography acquired with a

photon counting detector to virtually separate materials within the imaged object. In

Chap. 2, some background on x-ray image formation and x-ray interactions is presented.

Chapter 3 describes the major technology that permits spectral x-ray measurements of

photon counting detectors with a focus on the Medipix3RX detector. After that, in Chap. 4

we will discuss some basics of computed tomography with PCDs. In Chap. 5, the specifics of

the process of virtual discernment and quantification of materials within the imaged object

from spectral CT measurements or material decomposition is presented. In the following

chapter (Chap. 6) our novel multi-step approach to material decomposition is discussed

with results of simulated multi-material phantoms decomposed with both the multi-step

method and a conventional single-step approach to explore the new method. Experimental

validation of the technique is presented in Chap. 7 with various multi-material and biological

samples. Finally, concluding remarks are summarized in Chap. 8.
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Chapter 2

Fundamentals of Medical X-ray Imaging

2.1 General Description

X-ray imaging is one of the oldest medical imaging modalities with its origin dating back

to December 22, 1895 when Wilhelm Roentgen took the first single-projection radiograph of

his wife’s hand. X-ray imaging took another huge leap forward with the advent of computed

tomography (where multiple radiographs are acquired at various angles around the sample)

in 1971 when Godfrey Houndsfield and his team imaged a woman with a suspected brain

tumor with an early CT scanner design. Since then x-ray has been widely adopted as a

non-invasive imaging method due to its high penetrating power, relatively low cost, short

imaging and processing times, portability and high resolution [87]. Many advances in x-

ray source and detector technologies as well as software-based image processing algorithms

continue to improve this imaging modality, but the governing physics behind x-ray image

formation remains the same. The succeeding sections will serve as a review of some x-ray

imaging fundamentals.

2.2 Beer’s Law

The governing material property for x-ray imaging is x-ray attenuation. X-ray attenu-

ation is the sum of all x-ray interactions with matter that result in the removal of photons

from the incident beam. Different materials respond to x-ray differently and thus, have
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different x-ray attenuations. The attenuation of a material is also energy-dependent as gen-

erally materials block low energy x-rays with higher probability than high energy x-rays.

Thicker objects block more x-rays than thinner objects of the same material. Since medi-

cal x-rays generally interact with bound electrons, materials with higher atomic numbers,

as well as higher densities, produce higher x-ray attenuation. The process of x-ray image

formation is governed by Beer’s law, as seen in

I(E,~r) = I0(E,~r)e−
∫
µ(E,~r)dl, (2.1)

where the transmitted number of photons, I(E,~r), is equal to the incident number of pho-

tons, I0(E,~r), reduced exponentially by the negative line integral of the object attenuation,

µ(E,~r). The object attenuation is the sum of the probabilities of all x-ray interactions with

the material. In Eqn. 2.1, E represents the energy of the beam and ~r is the spatial variable.

2.3 Medical X-ray Physics

Four primary interaction mechanisms can occur when an x-ray passes through matter

at the medically relevant range of energies (≈20-150 keV) [86]. The first is that the x-ray

passes through the object with no interaction. This can be seen in Fig. 2.1(a). The second

is photoelectric absorption where a photon collides with a tightly bound electron and is

fully absorbed. In this process, the electron is ejected from the atom with kinetic energy

equal to the difference in energy between the photon energy and the binding energy of the

inner shell electron leaving a vacancy in the inner shell. This electron vacancy is filled

by an outer shell electron. In this process, the excess energy possessed by the outer shell

electron is released in the form of a secondary photon with energy equal to the difference in

binding energy between the inner and outer shells [Fig. 2.1(b)]. In photoelectric absorption,

the incident photon must have energy greater than or equal to the binding energy of the

electron for the photoelectric effect to occur. When the photon energy is equal to the

binding energy of the electron, photoabsorption becomes feasible and a sharp increase in
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the material attenuation can be noticed. As the photon energy increases beyond this binding

energy, the probability of photoelectric absorption decreases. The term K-edge represents

the sharp increase in the absorption cross section when photon interaction with a K-shell

electron becomes possible. Similarly, the L-edge represents the jog in the attenuation curve

when photoabsorption with a L-shell electron is plausible. The electron binding energies are

different for different materials because of their different atomic numbers or the number of

protons and electrons in the atom. More massive atoms have stronger atomic forces between

inner shell electrons and protons than smaller atoms. Elements of the periodic table form

a spectrum of different K-shell and L-shell binding energies and some (like iodine, barium,

gadolinium, etc.) fall in the medical imaging range of energies. The third x-ray interaction

is Rayleigh or coherent scattering where the incident photon interacts with an atom of the

object causing it to become excited. This excess energy of the atom is immediately released

in the form of an emitted photon with the same energy as the initial photon with only a

small change in direction as seen in Fig. 2.1(c). The fourth x-ray interaction is Compton

or incoherent scattering. In this process, a photon collides with a loosely bound electron

(which is considered free or unbound) of an atom, but only transfers some of its energy to

the electron. The photon is deflected from its original direction by some angle, as described

by

Eγ′ =
Eγ

1 + (Eγ/mec2)(1− cos(θ))
, (2.2)

where the energy of the scattered photon, Eγ′ , depends on its energy before scattering, Eγ ,

and the scattering angle, θ. In Eqn. 2.2, mec
2 represents the rest mass of an electron of

511 keV. The interacting electron is also redirected at some other angle, φ [Fig. 2.1(d)].

The photon can be scattered in any direction, but the recoil electron can only be forward

directed. As explained by Eqn. 2.2, low energy photons are preferentially backscattered,

mid energy photons are isotropically scattered and high energy photons are more likely to be

forward scattered. At low energies, most of the energy remains with the scattered photon,

but as energy increases more energy is transferred to the recoil electron. Since Compton

scattering occurs between photons and free electrons, the likelihood of the interaction is
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Figure 2.1: X-ray interactions with matter at medically relevant energies. This figure was
taken from [77].

proportional to the electron density of the material.

The x-ray attenuation is then described by

µ = τ + σR + σ, (2.3)

where τ is the photoelectric cross section, σR is the Rayleigh scattering cross section and

σ is the Compton scattering cross section with units of inverse length. Eqn. 2.3 describes

a material’s x-ray attenuation in the medical imaging range of energies. There exist more

interactions for photons of energies outside this range that also contribute to x-ray attenu-

ation, but these are ignored here for simplicity.

The predominant interactions in the medical imaging range of energies are photoelectric

absorption and Compton scattering (Fig. 2.2) for two materials of interest for medical

imaging of water and iodine. Notice the K-edge discontinuity of iodine at 33.2 keV. It can

be seen here that Rayleigh scattering only contributes to a small fraction of the total mass

attenuation and therefore, is often ignored. At low energies, the total attenuation cross

section is dominated by photoelectric absorption and at high energies the attenuation cross
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(a) (b)

Figure 2.2: Energy distributions of medical x-ray interactions in mass attenuation [cm2/g]
for (a) water and (b) iodine.

section is dominated by Compton scattering. As we can seen here, the contributions from

both effects are different for different materials.

2.4 Challenges in Medical X-ray Imaging

One major challenge in conventional medical imaging is poor soft tissue contrast. The

various soft tissue-like materials of fat, water, breast and even cancer all possess x-ray

attenuations with similar magnitudes (Fig. 2.3). This makes differentiating between these

tissues rather challenging and leads to the reason why contrast agents are used. Contrast

agents such as iodine possess drastically different x-ray attenuations from soft tissues making

them easily identifiable when introduced to the body. Another approach involves making

use of the refractive properties of tissues rather than only their attenuation referred to

as phase contrast imaging. Phase sensitive x-ray imaging benefits from higher soft tissue

contrast because the real part of the refractive index which governs phase contrast imaging

is several orders of magnitude greater than the imaginary part which governs attenuation

contrast imaging.
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Figure 2.3: Energy-dependent linear attenuation curves for more materials of interest in
medical imaging.

2.5 Chapter Summary

To review this chapter, the relationship describing image formation, Beer’s Law, that

relates the image of the photons exiting the object to the image of the photons entering

the object was described. Some basic medical x-ray physics was also presented with a focus

on the interactions that dominate at medical imaging energies of photoelectric absorption

and Compton scattering. The x-ray material property, attenuation, was described as the

summation of all x-ray interactions. The chapter concluded with a short discussion on one

major challenge with conventional medical x-ray imaging of poor soft tissue contrast.

7



Chapter 3

Photon Counting Detectors (PCDs)

3.1 Current Detection Technologies Available in Clinics

X-ray detectors can be classified based on how they convert photons into a measurable

signal. This process can be described as indirect and direct detection. As the photon im-

pinges on an indirect conversion system, its energy is first converted into visible light via a

segmented scintillating crystal and then that light is measured by a light sensitive device

such as a photodiode. The amount of light generated in the scintillator is proportional to

the incident photon energy. In direct detection, the photon interacts in a semiconductor

material freeing electrons from atoms which migrate to the anode under an external volt-

age bias. The movement of the charges within the crystal causes a measurable current to

be produced at the electrodes. Clinical x-ray detectors can be either indirect (gadolinium

oxysulfide or cesium iodine scintillators) or direct (amorphous selenium).

X-ray detectors can also be distinguished by how they process the electrical signal cre-

ated by the photodiode or the migration of the charge within the semiconductor. In energy-

integrating systems, the detected signal is integrated over the full time of the x-ray exposure.

In this case, the energy information of the photons is lost in the integration process. The

electrical signal is also proportional to the energy of the incoming photon, so higher energy

photons are given more weight that lower energy photons. Dark current noise is integrated

into the signal limiting the dynamic range and signal to noise ratio (SNR) of the imaging

system. One benefit however, is that energy integrating systems can operate in high flux
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conditions typical of clinics where imaging time is of great concern.

3.2 General Description of PCDs

Photon counting detectors (PCDs) are a relatively new technology that permit the col-

lection of not only spatial x-ray distributions, but also capture spectral information. In

photon counting systems, the electrical output of each photon is counted individually. The

electrical circuit is comprised of a pulse shaping amplifier followed by a group of discrimi-

nators and counters. When a signal is processed by the amplifier, the resulting pulse height

is proportional to the initial x-ray energy. This pulse is then compared with an electronic

threshold specified by the user in the discriminator to determine if a count is recorded. The

counter is then incremented if the pulse height is above said threshold and otherwise it is not.

Traditionally, clinical x-ray detectors are energy integrating detectors although some proto-

type photon counting systems are becoming available. Therefore, energy discrimination is

only possible through dual energy approaches such as kVp switching, dual-layer detectors,

dual sources or source filtering which suffer from challenges such as incomplete spectral

separation or the need for additional hardware or software [60]. Photon counting systems

overcome some of these challenges and allow for energy selective measurements which make

them an attractive next generation of medical imaging devices. Current fabrication tech-

niques limit the ability to grow large semiconductor crystals with high atomic numbers, so

the size of today’s PCDs can be rather small. However, tiling several smaller detectors in a

strip or array is being investigated to increase the field of view of these PCDs [42]. Raster

scanning and image stitching is commonly employed to generate larger field of view images.

The multi-energy information collected from PCDs has many applications such as K-edge

subtraction imaging [78, 79, 102, 73, 90], phase contrast imaging [88, 20] and phase retrieval

[38, 21, 92] and material decomposition [49, 50, 51, 1, 64, 56, 98, 24, 32]. This dissertation

will focus one application of photon counting detectors of material decomposition using the

Medipix3RX line of photon counting detectors developed at CERN (Geneva, Switzerland).
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Figure 3.1: Picture of the Medipix chip and sensor [11].

3.3 Medipix3RX

The Medipix3RX detector consists of a semiconductor active layer bump-bonded to

the Medipix3RX application specific integrated circuit (ASIC). A picture of a Medipix3RX

detector is shown in Fig. 3.1. As a photon impinges on the semiconductor, electrons

are dislodged from the semiconductor lattice creating clouds of electrons and holes where

the number of electron-hole pairs generated is proportional to the incident photon energy.

Under an electric field created by an external voltage bias, the electrons and holes migrate

to the opposite electrodes (Fig. 3.2). As these charges migrate, a measurable voltage pulse

is created within the sensor that is compared with a preset threshold to determine whether

a count is recorded. The Medipix3RX photon counting detector operates by totaling all

photon interactions within the sensor which produce a measurable voltage greater than this

preset threshold, as described in

Iint(Ej) =

∫ kVp

Ej

Φ(E)D(E)dE, (3.1)

where Iint(Ej) is the total counts over threshold for threshold energy Ej , Φ(E) is the

spectrally dependent incident x-ray flux and D(E) is the detector response function.

However, because the charge spreads out as it drifts within the sensor, these charge

10



Figure 3.2: Description of PCD physics under x-ray illumination. This figure represents the
photon detection process for one photon interacting with one pixel.

clouds can spill over into multiple pixels. This problem is referred to as charge sharing and is

left uncorrected in the legacy mode of operation of the Medipix detector of single pixel mode

(SPM). New to the Medipix3RX detector is charge summing mode (CSM) which provides

a hardware level algorithmic correction for charge sharing where simultaneous counts in

neighboring pixels (originating from the same single incident photon) are compared and the

total charge is allocated to the primary pixel [4]. Figure 3.3 displays three scenarios where

an incident photon with energy of 100 keV interacts at the junction between pixels of the

Medipix3RX detector in SPM and CSM. The threshold is set to 20 keV in (a), 40 keV in

(b) and 60 keV in (c). As can be seen in the figure, in scenario (a), SPM records a count

in three pixels with energies of 25 keV, 30 keV and 50 keV from the same original single

photon. In this scenario in CSM, the arrival time between the multiple events is recognized

as one event and all of the charge is allocated to the pixel with the greatest fraction. In

scenario (b), the threshold is increased to 40 keV so only one pixel receives a count of 50

keV in SPM. The full charge and energy are correctly assigned to the primary pixel in CSM

in case (b) as well. Finally, in scenario (c) the threshold is increased to 60 keV so no counts

are recorded in SPM because the fraction of charge received in any one pixel does not exceed

60 keV. However, in CSM the primary pixel still receives a count because the total charge

exceeds 60 keV and it is assigned to the primary pixel.
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Figure 3.3: Depiction of the charge summing logic implemented in Medipix3RX detector.

Both of the Medipix detectors considered here possess 55 µm bump-bonding or the

semiconductor is physically connected to the ASIC at 55 µm pixel pitch. In addition to

SPM and CSM, the detector can also be operated in either fine pitch mode (FPM) or

spectroscopic or color mode (CM). In FPM, all pixels are actively connected to the ASIC

with 55 µm pixel pitch and each pixel has two thresholds. In CM, pixels are grouped in

fours such that sensor is connected to the ASIC with 110 µm pixel pitch, but all eight

thresholds from the four pixels of the group are available for multi-energy measurement.

The discussed Medipix operation modes lead to four combinations of SPM-FPM, SPM-

CM, CSM-FPM and CSM-CM. More thresholds are available in SPM than CSM because

half of these discriminators are dedicated to the inter-pixel communication logic in CSM.

In this dissertation, we use two detectors of a Medipix3RX detector with a 675 µm thick

silicon sensor and a WidePix detector comprised of a row of 5 Medipix3RX chips with 1

mm thick cadmium telluride sensors. We operate these detectors in various modes of SPM-

FPM, SPM-CM and CSM-FPM. In Sec. 3.7, we will discuss a spectral correction technique
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that can correct for spectral distortions such as charge sharing. This correction method is

universal and can be applied to data collected in all modes of operation.

3.4 Spectral Image Quality

With the energy-resolving capability of photon counting detectors, image quality can

now be analyzed not only spatially, but also along the energy dimension. Here we present

modulation transfer function (MTF) curves for various threshold energies of (a) 10 keV, (b)

20 keV, (c) 30 keV, (d) 40 keV, (e) 50 keV and (f) 60 keV [Fig. 3.4]. The MTF represent

the response of the imaging system to different spatial frequencies. It is generally Gaussian

shaped with largest values for zero frequency and smaller values for higher frequencies. It

can also be thought of as the amount of blurring introduced by an imaging system. An

imaging system with a sharp, narrow MTF will introduce more image blurring than an

imaging system with a broad, wide MTF. The MTFs calculated here were computed using

the tilted opaque edge method as described in [72]. A steel knife (≈1 mm thick) was placed

in the beam 86 cm from the source and 2 cm from the detector and tilted at a 10◦ angle

with respect to the detector pixel columns. Two collimators were placed in the beam to

reduce scatter. The image of the edge was flat field corrected and then reprojected along

the edge direction to obtain a pre-sampled edge spread function (ESF). The ESF was then

fit with a logistic function which has an analytical derivative [53]. The derivative of the

logistic function was calculated to obtain the line spread function (LSF). Finally, the fast

Fourier transform (FFT) of the LSF was computed and normalized by the DC component

to obtain the MTF. These calculations are conducted for two detectors of the 675 µm thick

silicon detector operated in SPM-FPM and the WidePix detector with 1 mm thick cadmium

telluride sensors operated in both SPM-FPM and SPM-CM. The tube peak voltage was set

to 80 kVp for the data collected with the silicon detector and 100 kVp for the data collected

with the WidePix detector because of the higher absorption efficiency of cadmium telluride

at high energies. These experimental conditions are relevant to the multi-material phantom

measurements described in Chap. 7.
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(a) (b) (c)

(d) (e) (f)

Figure 3.4: Modulation transfer functions for two detectors in two different modes where
the threshold energy was set to (a) 10 keV, (b) 20 keV, (c) 30 keV, (d) 40 keV,
(e) 50 keV and (f) 60 keV.

A higher spatial resolution is seen for the silicon detector as compared with the cadmium

telluride WidePix detector. The sensor fabrication process for silicon is much more mature

leading to a much more uniform pixel response across the slab. Cadmium telluride on the

other hand suffers from non-uniformities such as zero or bad pixels and sensor polarizations

[3] that lead to vein-like structures across the sensor that are time-dependent and difficult

to avoid. These spatial non-uniformities degrade the spatial resolution of the cadmium

telluride detector. However, we do not see much of a difference in performance in terms

of spatial resolution across the two modes of operation of the WidePix detector. Another

observation is that spatial resolution improves as the threshold energy is increased. This

can be attributed to the fact that less instances of charge sharing (which degrades spatial

resolution) are recorded as the threshold energy increases. This effect is more apparent

for the cadmium telluride detector because of the fluorescences of cadmium and tellurium

which cause additional charge sharing at low energies.
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3.5 Energy Calibration

In order to use the detector’s spectral capability, a correlation between the detector

thresholds and the true particle energy must be obtained. Common techniques for detector

energy calibration include x-ray fluorescence [14], K-edge calibration [34] and radioactive

source [29] techniques. Here, we use the newly developed DIR method [95], which uses the

K-edges of a few metallic foils (Sn [29.2 keV], Nd [43.6 keV], Gd [50.2 keV] and W [69.5

keV]) or the x-ray tube peak voltage to determine the linear relationship between detector

threshold and particle energy. This method also requires no system geometry changes as

are required in x-ray fluorescence and relaxes the requirement of controlling the x-ray flux

as required by Panta [66]. A fine step size threshold scan of these metallic foils along with a

flat-field is first obtained with the detector of interest. Adjacent threshold images are then

subtracted and flat-field correction is performed for each foil. The average pixel response is

calculated by averaging each flat-field corrected image (although pixel-by-pixel calibration

is also possible). This one-dimensional normalized counts curve [Fig. 3.5(a)] for each metal

is then differentiated to obtain differential intensity ratio (DIR) curves [Fig. 3.5(b)]. Peaks

in the DIR curve correspond to the K-edges of the foils and the kVp of the x-ray source.

The centroid of each of these peaks can be found by Gaussian fitting and plotted against

the known energies of the K-edges of each of the materials. Linear fitting can then be used

to obtain the relationship between the incident particle energy and the detector thresholds

[Fig. 3.5(c)]. These linear fits can then be used to inform decisions of which thresholds to

use for computed tomography measurements of decomposition phantoms as well as which

energies to use for material decomposition. The DIR calibration shown here was conducted

for threshold number 0, but a similar calibration could be obtained for threshold number 1.

3.6 Energy Resolution

Using the same procedure as in the energy calibration process in Sec. 3.5, the spectral

detector energy resolution can be obtained. This energy resolution can be conventionally
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(a) (b) (c)

Figure 3.5: (a) Normalized counts used to calibrate the silicon detector. (b) Differential
intensity ratio (DIR) curves used to determine the location of the K-edges. (c)
Resulting threshold-to-energy calibration relationship.

obtained through x-ray fluorescence [14], K-edge calibration [34] and radioactive source [29]

techniques. But, because we operate the detector in SPM where resolving monochromatic

incidences such as in x-ray fluorescence is not possible [48], we opt to again base our calcu-

lations on the DIR curves. From the same Gaussian fits used to obtain the centroids of the

K-edge peaks, we obtain the full width at half maximum (FWHM) of each of these peaks.

These FWHMs can then be plotted against the known K-edge energies of the metallic foils

and again fit with a line to obtain detector energy resolution across a range of energies.

Here (Fig. 3.6) we present energy resolutions for threshold number 0 of the silicon detector

operated in SPM-FPM, threshold number 0 of the cadmium telluride WidePix detector

operated in SPM-FPM and threshold number 0 of the cadmium telluride WidePix detector

operated in SPM-CM. Similar energy resolutions can be obtained for the other thresholds of

these detectors which are not shown. The silicon detector has higher energy resolution than

the cadmium telluride detector as expected. The energy resolution is also rather similar

across the two modes of the cadmium telluride WidePix detector. The energy resolutions

are calculated to be about 12.6 keV at 100 keV, 31.3 keV at 100 keV and 32.4 keV at

100 keV for the silicon, cadmium telluride WidePix in SPM-FPM and cadmium telluride

WidePix in SPM-CM, respectively. These energy resolutions may seem rather poor, but

since their are only two predominant x-ray interactions in the medically relevant range of

energies, only a few energy-resolved measurements are required. Therefore, these energy
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(a) (b) (c)

Figure 3.6: Energy resolution curves for (a) the silicon detector operated in SPM-FPM, (b)
the cadmium telluride WidePix detector operated in SPM-FPM and (c) the
cadmium telluride WidePix detector operated in SPM-CM.

Figure 3.7: Depiction of various cases of charge sharing and incomplete photon energy de-
position.

resolutions are acceptable for generating enough energy-resolved measurements with dis-

tinct effective energies and minimal noise correlations. Also, we operate the detector in

SPM which is known to have poorer energy resolution than CSM. If operated in CSM with

this improved energy resolution, energy bins with sharper edges are expected leading to

less spectral overlap and better material separation. These energy resolutions will again

be discussed in Sec. 7.5 where the results of the five-material decomposition phantoms is

presented.

3.7 Spectral Distortions and Correction

Photon counting detectors offer many advantages such as providing spectral information

with high spectral resolution, but they also introduce some new challenges in the form of
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detector spectral distortions [89]. The first of these distortions is charge sharing, which is

caused by the overflow of charge into neighboring pixels as the charge packet drifts within

the sensor under the external voltage bias. Several phenomena can cause charge sharing

which are depicted in Fig. 3.7 as (a) represents a photon incidence on the boundary between

pixels, (b) represents an incidence with a fluorescence event which is absorbed in same pixel,

(c) represents an incidence with a fluorescence where the fluorescence photon is absorbed in

a neighboring pixel, (d) represent an incidence with a fluorescence where the fluorescence

photon escapes the detector, (e) represents an incidence followed by Compton scattering

where the scattered photon is absorbed in the primary pixel, (f) represents an incidence fol-

lowed by Compton scattering where the scattered photon is absorbed in a neighboring pixel

and (g) represent an incidence followed by Compton scattering where the scattered photon

escapes the detector. In Fig. 3.7, fluorescence events are shown in yellow and Compton

scattering events are shown in purple. The photons here represent different energies where

the energy of the fluorescence photons matches that of the detector sensor material and the

likelihood of Compton scattering increases with increasing energy. The sizes of the yellow

explosions or the purple clouds is meant to indicate the energy of the photon as some energy

will be lost after a fluorescence or Compton scattering event. Since the size of the charge

packet is proportional to the incident x-ray energy, this problem becomes more severe as

the incident x-ray energy increases. Other sensor design characteristics such as thickness

and pixel dimension also affect the amount of charge sharing. Smaller pixel detectors suffer

more from charge sharing than larger pixel detectors as the charge is more likely to spread

across the smaller pixels. The same goes for thicker versus thinner sensor detectors as

thicker sensors allow the charge to spread out more because the drift lengths are longer on

average. Other than design considerations to limit the amount of charge sharing, hardware

level algorithmic approaches exist that provide anti-charge sharing logic which can reduce

the severity of this problem [48].

The second major detector distortion is pulse pileup where two or more photons arrive at

a pixel of the detector within the detector’s resolving time. Because the detector is unable to
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Table 3.1: Flux rates [×106 photons/mm2/s] for the multi-material experiments presented
as an example.

TH (keV) 675 µm Si SPM-FPM 1 mm CdTe SPM-FPM 1 mm CdTe SPM-CM

8 2.881 48.142 11.970

16 1.779 26.054 6.008

24 0.618 14.677 3.890

32 0.207 7.430 2.126

40 0.070 4.228 1.091

48 0.021 2.403 0.735

56 0.006 1.337 0.305

64 0.001 0.664 0.174

respond to the additional photons during its dead time (≈ 4.2 µs for Medipix3RX detectors

with 1 mm cadmium telluride sensors [95]), the pulse generated by these succeeding photons

can be combined and misinterpreted by the detector as a single photon of higher energy.

This effect is shown schematically in Fig. 3.8 as the pulses generated by two photons close in

arrival time are combined into one pulse which is larger in magnitude. Detector technology

is continuously evolving to reduce these dead times, but common ways to reduce pulse pileup

are to reduce pixel sizes and x-ray flux. Therefore, there exists a trade-off in terms of pixel

size between making pixel sizes large enough to reduce charge sharing and making pixel

sizes small enough to reduce pulse pileup. Smaller pixel sizes are desired to increase spatial

resolution and higher x-ray fluxes are desired to reduce imaging times. With our low flux

micro focus x-ray tube (Hamamatsu L12161-07) and the source to detector distances used

in our experiments, pulse pileup is usually not a big concern with 2.5×104 counts/s/pixel

representing the flux for significant pulse pileup for the same 1 mm cadmium telluride

detector [95]. Table 3.1 displays some representative detected count rates for some of the

experiments conducted in this dissertation. In all cases, the source to detector distance was

pretty much the same. The count rates are lower for the silicon detector than the cadmium

telluride detector because of its lower absorption efficiency. The tube peak voltage was

80 keV for the silicon measurement and 100 keV for the cadmium telluride measurements.

The effective pixel size is 55 µm for the FPM measurements and 110 µm for the CM

measurements.

Because of the known spectral distortions introduced by the Medipix detector, a spectral

19



Figure 3.8: Depiction of pulse pileup where multiple photons arrive at the detector within
the detector’s dead time resulting in the loss of counts.

correction method similar to [22, 23] was implemented. In this previous work, differentiation

of the data to create energy bins was first conducted, but in our implementation correlations

between experimental and simulated counts were calculated using the raw data. We found

that the additional noise due to this subtraction can significantly degrade image quality,

because the subtraction of two independent Poisson distributed images yields images with

Skellam noise statistics [85]. Simply, the idea is to correct the distorted counts measured by

the detector to have more ideal behavior free from distortions. This can be accomplished by

exposing the detector to different fluxes (with peak values displayed in Tab. 3.1), simulat-

ing the same and then determining the polynomial relationship between the distorted and

undistorted counts. It is crucial to accurately model the source spectrum in terms of filter-

ing materials such that the only differences between the simulated and measured spectra

are caused by detector distortions and object scatter so that these effects can be isolated.

Different fluxes can be achieved by measuring and simulating PMMA slabs of differing

thicknesses at the same energies as the CT scans. We use our analytical code which uses

Spektr [83] for x-ray spectrum generation, extended ellipsoids with National Institute of

Standards and Technology (NIST) x-ray attenuation properties [13, 12] for object modeling

and a pixelated semiconductor slab for detector modeling. By simulating the x-ray trans-

mission through these slabs at every keV from 8 to 80 keV and then summing these counts

into the threshold projections, we can recreate the measurements without distortions. We
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Figure 3.9: Illustration of steps in the spectral correction technique.

first match the counts of the two flat-field cases of the synthetic and measured data for

the lowest energy threshold projection and then simulate all other PMMA slab thicknesses

maintaining this same measured flux. Once we have determined the transmitted counts for

all slab thicknesses and threshold energies in both simulations and measurements, we find

the polynomial relationship between the simulated and measured counts for each threshold

energy where each point on these curves represents a different flux (PMMA thickness). The

polynomial fits for each threshold energy are then applied to the CT data of the material

decomposition phantoms to adjust this data to possess more ideal spectral properties with

minimal distortions. The spectral correction process is illustrated via schematic in Fig. 3.9.

In the equation in Fig. 3.9, Is is the corrected counts which should agree with simulation,

an are the D coefficients of the polynomial fit indexed by n and Im is the raw measured

counts before correction. The coefficients of the polynomial are determined from fitting

the simulated versus measured counts curves for the PMMA slabs. The measured counts

represent the pixel values from the object and flat-field threshold projections for the data

corresponding to object of interest. The degree of the polynomial can vary and ranges from

one to three for the experiments described in this work.

Simulations and measurements of PMMA slabs of six different thicknesses (0 cm, 0.913

cm, 1.841 cm, 2.436 cm, 3.349 cm and 4.277 cm) were used to determine the correlation

between simulated and measured counts for various fluxes [Fig. 3.10(a)] for a sample 8-80
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(a) (b) (c)

Figure 3.10: (a) Sample spectral correction relationship. (b) Comparison of raw, corrected
and simulated counts for a sample flux. (c) Comparison of raw, corrected and
simulated attenuation for a sample flux.

keV bin. Polynomial relationships were found for all eight threshold energy bins (8-80,

16-80, 24-80, 32-80, 40-80, 48-80, 56-80, 64-80) keV. To verify the correction technique was

properly modifying the spectral behavior of the PMMA slab data, the counts [Fig. 3.10(b)

for one PMMA thickness of 0.913 cm] and linear attenuation [Fig. 3.10(c) for one PMMA

thickness of 0.913 cm] of the uncorrected, simulated and corrected cases were compared for

each thickness of PMMA. The corrected counts and linear attenuation agree better with

simulation than the raw data indicating that the correction is successful. This spectral

correction method is further explained in [33].

3.8 Chapter Summary

As a summary of this chapter, we first described the current detector technologies avail-

able in clinics as energy integrating detectors. We then presented some background on

photon counting detectors with a focus on the Medipix3RX. The process of photon interac-

tion within the sensor, the charge creation and drift the to electrodes and the circuitry used

to process the current pulse was discussed. Two modes of operation of the Medipix3RX

were presented of single pixel mode and charge summing mode. The ability to acquire

multiple energy-resolved measurements simultaneously in color mode was also discussed.

The spatial and energy resolutions of the Medipix3RX were presented to compare the per-

formance of different sensor specifications. Finally, challenges when working with PCDs in
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the form of spectral distortions were presented along with an offline method for correcting

these distortions.
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Chapter 4

Computed Tomography with PCDs

4.1 General Description

Computed tomography (CT) is the process of acquiring x-ray radiographs at a number

of angles around the sample [44]. This can be accomplished by either rotating the source

and detector in unison or by rotating the object. The former is more of the clinical strategy

where rotation of a patient would be cumbersome and the later is the strategy for our

benchtop micro-CT. The configuration of our micro-CT is depicted in Fig. 4.1.

We have created a CT simulation tool with a photon counting detector model in addi-

tion to acquiring data with our laboratory micro-CT system. In either case by acquiring

projection images from different angles around the object and employing a process called

image reconstruction, one can obtain a three-dimensional (3D) image of the object repre-

senting the material properties of the object for the medium used to generate the image

(ie: x-ray attenuation). The Radon transform describes the forward projection process for

a two-dimensional (2D) parallel beam x-ray imaging system and is shown in equation form

in

pθ(r) =

∫ ∞
−∞

∫ ∞
−∞

f(x, y)δ(xcosθ + ysinθ − r)dxdy. (4.1)

In this equation, pθ(r) represents the 1D projection of the object at projection angle θ and

detector coordinate r, f(x, y) is the spatially resolved 2D object with x- and y-coordinates

and the delta function serves to sample the object along rays from the source to the detector.

There is a double integral over space because of the two-dimensional nature of the object.
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Figure 4.1: Three-dimensional model of the x-ray workbench with x-ray tube, sample stage
and detector depicted.

An image of the object can be recovered using the inverse Radon transform (again assuming

parallel rays and a 2D object) as seen in

f(x, y) =
1

2π

∫ π

0
gθ(xcosθ + ysinθ)dθ, (4.2)

where gθ represents the derivative of the Hilbert transform. Only 180◦ is required to re-

construct the object and the other half of the CT scan arc produces redundant information

(again assuming parallel rays), hence the integral ranges from 0 to π. A general matrix

form of the 3D computed tomography problem can also be seen in

p = Mf + n, (4.3)

where p are the 2D projections for each angle, f is the 3D image with x-, y- and z-dimensions,

M is a forward projector matrix that relates the projections to the images and n is a noise

term that accounts for non-idealities in the measurement. The process of reconstruction is

another inverse problem as the goal is to find M−1 and apply it to p such that we can recover

f . Analytical techniques such as filtered backprojection (FBP) and the Feldkamp algorithm

for cone beam CT [28] can be used, but these analytical approaches do not account for the
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Figure 4.2: An illustration of the reconstruction process using a cylindrical multi-material
phantom as an example.

noise term. Alternatively, statistical techniques exist which can model the noise in the data

and provide high accuracy reconstructions even under low dose conditions. However, the

price to be paid is that statistical approaches require more time and computing resources

which has limited their applicability to the clinical setting. Therefore, we will mostly

employ the Feldkamp algorithm in the dissertation which is simply an adaptation of filtered

backprojection for cone beam CT.

For conventional energy integrating detectors, one would obtain one set of projections

and through image reconstruction, one corresponding 3D image. Because of the energy-

resolving capability of PCDs, one can obtain multiple sets of projections corresponding to

each energy measurement and after reconstruction, the same number of 3D images. These

multi-energy projections and reconstructions can be used for material decomposition. Here,

we consider image domain decomposition techniques conducted after image reconstruction.

An example of the cylindrical multi-material phantom (shown on the right) is displayed

where the x-ray projections are taken from the side of the phantom as it rotates (Fig. 4.2).

An example of a reconstructed slice is shown on the right as viewed from the top of the

phantom.
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4.2 CT Simulation Platform and PCD Model

The simulation platform derives from a serial cascade model [82] where the source,

object and detector were all treated analytically [93, 19]. The source was modeled using

the tungsten anode spectral model using interpolating polynomials (TASMIP) method. An

aluminum filter was applied to the source spectrum to reduce lower energy photons which

only minimally contribute to image formation and significantly increase patient dose. A

total CT dose of 7.92 mGy was applied to 360 projections over a full arc of 360◦. The

object was modeled as cylinders of various tissue-like or contrast agent materials. Cylinders

can be modeled as elongated ellipsoids whose projections are mathematically described as

follows:

Pθ,γ(t, r) =
2ρABC

a2(θ, γ)

[
a2(θ, γ)− t2(C2cos2γ + (B2cos2θ +A2sin2θ)sin2γ)

− r2(A2cos2θ +B2sin2θ)

(
7 + cos(4γ)

8

)
− 2tr(sinγ)(cosθ)(sinθ)(B2 −A2)

]1/2

, (4.4)

where a2(θ, γ) is defined as

a2(θ, γ) = C2(B2sin2θ +A2cos2θ)cos2γ +A2B2sin2γ. (4.5)

In Eqn. 4.4, Pθ,γ(t, r) is the projection of the ellipsoid for projection angle θ and detector

tilt angle γ. t and r are detector coordinates and A, B and C are the axis lengths of the

ellipsoid in the x-, y- and z- directions. For x-ray imaging, ρ represents the attenuation

of the ellipsoid material. The detector was modeled with a cadmium telluride (CdTe)

sensor with square pixels of dimension 55 µm or 110 µm, a thickness of one millimeter and

capable of simultaneously recording photon counts for up to eight energy bins similar to the

Medipix3RX. Here we use the maximum number of energy bins simultaneously provided by

the Medipix detector to maximize the information recorded. Otherwise, the detector was

modeled to have an ideal response with the corresponding CdTe efficiency. The absorption
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efficiency or detector gain was modeled as:

G(E) = 1− edτ(E), (4.6)

where G is the efficiency which is a function of energy, E, d is the sensor thickness and τ is

the probability of photoelectric absorption for the sensor material.

Before performing image reconstruction and material decomposition, energy-resolved,

raw flat-field and object projection data must be simulated or measured with eight energy

bins. This was done by simulating the x-ray projections at every keV until the tube peak

voltage. In some cases equal count bins were then defined by dividing the simulated x-ray

energy spectrum into eight bins and the data at each keV was then summed to form the

data corresponding to each bin. Data in this form is called energy binned data and can

be obtained from a PCD by subtracting adjacent energy bins. In other cases, data was

simulated to be more similar to the raw data as collected by the PCD where each energy

measurement is comprised of all photons from the threshold energy to the kVp. Data in this

form is referred to as counts-over-threshold data and can offer improved noise characteristics

over the energy binned data (Poisson vs. Skellam [85] noise). These two differing forms

of the data are displayed in Fig. 4.3 overlaid on the simulated TASMIP source spectrum

where (a) represent binned mode and (b) represent counts-over-threshold mode. Notice the

bins overlap in counts-over-threshold mode but do not in binned mode.

Poisson noise was then added to the binned flat-field and object data so that the data

would have suitable statistics. Poisson noise is described by the following distribution:

Pr(X = k) =
λke−λ

k!
, (4.7)

where Pr(X = k) is the probability that the discrete random variable X is equal to a

natural number k and λ is the mean and variance of the Poisson distribution. In the case of

a photon counting measurement, X is the measured photon counts which is sampled from

the probability mass function in Eqn. 4.7 with mean λ and variance λ. The focal spot
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(a) (b)

Figure 4.3: Different forms of data generated from the PCD simulation model with (a)
representing binned mode and (b) representing counts-over-threshold mode.

size of the source was modeled via a Gaussian blur. If unequal count bins were obtained,

a simple weighting scheme based on contrast to noise ratio (CNR) could be employed to

overcome the unequal noise statistics [74, 75, 45]. The degraded projection data was then

filtered via a Wiener or bilateral filter [26] to reduce the impacts of this Poisson noise. The

bilateral filter is described by

Ifiltered(x) =
1

Wp

∑
xi∈Ω

I(xi)fr(||I(xi)− I(x)||)gs(||xi − x||), (4.8)

where the normalization term, Wp, is defined as

Wp =
∑
xi∈Ω

fr(||I(xi)− I(x)||)gs(||xi − x||). (4.9)

In Eqn. 4.8, Ifiltered(x) represents the value of the filtered image at coordinate x, I represents

the input image, Ω represents the filter domain centered on x where xi is another pixel in the

domain, fr is the range kernel for smoothing differences in intensity and gs is the spatial

kernel for smoothing differences in coordinates. Both fr and gs are typically Gaussian

functions. The synthetic data produced by this simulation tool is now ready for image

reconstruction.
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4.3 Geometry, Alignment and Data Acquisition of Physical X-ray Micro-CT

A small magnification geometry (≈ 1.2) was employed throughout this dissertation (Fig.

4.1). The object was placed in the beamline approximately 60 cm from the source and the

detector was placed in the beamline approximately 10-15 cm beyond the object. The source

was fixed in place and the sample was placed on a rotation stage to allow for computed to-

mography measurements. The detector was mounted on an X-Y translation stage to permit

raster scanning to image larger objects. In this small-magnification geometry, the major

contributor to image formation is attenuation and can be modeled as such neglecting the

effects of refraction. If a larger magnification were used such as 2 or 3, the contributions to

image formation are now a combination of both attenuation and phase contrast. Therefore,

when modeling data one must consider both effects. Soft-tissue contrast is higher for phase-

sensitive measurements as the real part of the refractive index (which is related to phase

contrast) is several orders of magnitude greater than the imaginary part of the refractive

index (which is related to attenuation contrast). However, phase contrast measurements

are more time-consuming and doses are higher. Data modeling also becomes more complex

when refraction is added.

With our high-resolution PCDs with pixels sizes down to 55 µm, alignments of the

micro-CT components becomes important. A rough system alignment to ensure that the

object and detector lie close to the center of the beamline is first conducted by eye. The

sample rotation stage is then leveled such that the axis of rotation is vertical. Then, using a

straight edge placed on the leveled object stage, the detector is rotated in the plane normal

to the beamline until the projection of the straight edge on the detector aligns with one

column of pixels. This rough axis alignment is followed by a more precise axis alignment

using a phantom made of three ball bearings. The ball bearing phantom is placed off-center

on the rotation stage and a scout CT scan is acquired with a coarse angular sampling (≈ 10◦

step). The centers of trajectories of each of the ball bearings are pin-pointed by examining

all projections and the detector is again rotated until all of these centers lie in the same

pixel column. If the ball bearings prescribe an elliptical path rather than a line, the detector
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and sample are translated up or down (y-direction) until the projection of the trajectory

of the ball bearings each prescribe a horizontal line. Finally, the detector is translated in

the x-direction to center the projection of the rotation axis (as defined by the centers of the

trajectories of the ball bearings) to the center of detector.

Once the system is aligned, a CT scan can commence. This requires communication

between the sample rotary table and Medipix3RX detector. We employ a step and shoot

strategy for image acquisition where object rotation and image acquisition are done sequen-

tially. The CT scan of the object is usually conducted over at least a 250◦ arc with a 1◦ step

size, but the rule of thumb is the arc of the CT scan should be at least 180◦ plus cone angle

[44]. Because of temporal and temperature related fluctuations in detector performance, it

is also recommended to acquire multiple flat-fields in the same process as the object CT

scan. Usually 30-50 flat-fields is sufficient. This offers more flexibility when it comes to

processing the CT data, but I find that averaging these flat-fields and flat-field correcting

each object projection with the average flat-field works pretty well.

4.4 Three-Dimensional Filtered Backprojection

In the beginning of this chapter, we described some basics of image formation and re-

construction for a 2D object imaged with parallel x-rays. However, our laboratory x-ray

source emits conical x-rays rather than parallel x-rays. Therefore, the proper reconstruc-

tion algorithm which accurately models this cone-beam geometry must be applied to achieve

accurate reconstructions. In this section, we described an adaptation of filtered backpro-

jection (FBP) for cone-beam imaging systems. The description of 3D FBP presented in the

section pertains to [28] and [44]. The reconstruction is described with regards to filtering

and backprojecting a single plane within the cone beam of the source. Each elevation within

the cone (described by z or ζ) is considered separately and the final 3D reconstruction is

the sum of the contributions of all tilted fan beams to the object. The coordinate system

describing the 3D FBP reconstruction can be seen in Fig. 4.4.

We start from the filtered backprojection algorithm for equispatial rays. In our case, each
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Figure 4.4: The (t̃, s̃) coordinate system describing a point in the object with respect to a
tilted fan beam.

fan is angled out of the source-detector plane of rotation. Starting from the two-dimensional

fan beam FBP reconstruction formula for point (r,φ) [44], the filtered backprojection algo-

rithm can be described by

g(r, φ) =
1

2

∫ 2π

0

1

U2

∫ ∞
−∞

Rβ(p)h(p′ − p) DSO√
D2
SO + p2

dpdβ, (4.10)

where g(r, φ) is the reconstructed image in polar coordinates described by radius r and

angle φ. U is the ratio of the distance of the projection of the source-to-pixel line on the

central ray to the source-to-origin distance where the origin is defined as the center of

rotation of the CT scanner. β describes the projection angle about the origin and DSO is

the source-to-origin distance. Rβ(p) is the fan beam projection on the detector and h(p′−p)

describes the ramp filter used to overcome the unequal radial sampling of the projections

in Fourier space. p′ and p describe the position on the detector for the fan beam projection

and equivalent parallel projection, respectively. p′, h(p) and U are further defined as:

p′ =
DSOrcos(β − φ)

DSO + rsin(β − φ)
, (4.11)
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h(p) =

∫ W

−W
|ω|ejωpdω, (4.12)

and

U(r, φ, β) =
DSO + rsin(β − φ)

DSO
. (4.13)

h(p) is the filtering kernel which is the inverse Fourier transform of |ω| in the frequency do-

main where ω is the radial spatial frequency variable in polar coordinates. We now replace

the (r, φ) coordinate system by the rotated coordinates, (t, s), where t and s represent posi-

tions of the reconstruction based on the source-detector rotation angle, β. The expressions

are

t = xcosβ + ysinβ, (4.14)

s = −xsinβ + ycosβ, (4.15)

x = rcosφ, (4.16)

and

y = rsinφ, (4.17)

where x and y are the object rectangular spatial coordinates. These equations lead to new

expressions for p′ and U as described by

p′ =
DSOt

DSO − s
, (4.18)

and

U(x, y, β) =
DSO − s
DSO

. (4.19)

The fan beam reconstruction is then rewritten as

g(t, s) =
1

2

∫ 2π

0

D2
SO

(DSO − s)2

∫ ∞
−∞

Rβ(p)h

(
DSOt

DSO − s
− p
)

DSO√
D2
SO + p2

dpdβ. (4.20)

We now adapt this fan beam reconstruction to cone beam by first accounting for the tilt
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angle of the fan out of the plane of rotation of the source and detector. This changes the size

of the fan and coordinate system of the reconstruction point. The new coordinate system

is (t̃, s̃) which represents the location of the reconstructed point with respect to the tilted

fan (Fig. 4.4). The changing fan size results in a change in the source to origin distance

and source-detector rotation angle differential as described by

D
′2
SO = D2

SO + ζ2, (4.21)

where ζ is the height of the fan beam above the center of the plane of rotation. The

increment of angular rotation dβ′ also changes to

dβ′ =
dβDSO√
D2
SO + ζ2

. (4.22)

Then substituting D′SO for DSO and dβ′ for dβ and writing the projection data as Rβ′(p, ζ),

the cone beam reconstruction equation becomes

b(t̃, s̃) =
1

2

∫ 2π

0

D
′2
SO

(D′SO − s̃)2

∫ ∞
−∞

Rβ′(p, ζ)h

(
D′SO t̃

D′SO − s̃
− p
)

D′SO√
D

′2
SO + p2

dpdβ′. (4.23)

This equation can then be converted back into the original (t, s, z) coordinate system as

shown in

b(t, s) =
1

2

∫ 2π

0

D2
SO

(DSO − s)2

∫ ∞
−∞

Rβ(p, ζ)h

(
DSOt

DSO − s
− p
)

DSO√
D2
SO + ζ2 + p2

dpdβ. (4.24)

Therefore, we can now describe the steps of cone beam reconstruction as 3D filtered

backprojection. In step 1, the projection data Rβ(p, ζ) are multiplied by the function

(DSO/
√
D2
SO + ζ2 + p2) to obtain the weighted projections which accounts for the tilted

fan geometry. In step 2, the weighted projections are convolved with h(p)/2 (the ramp

filter) by multiplying their Fourier transforms with respect to p. Convolution is conducted

for each elevation, ζ, separately. In the third and final step, each projection is backprojected

over the 3D reconstruction grid.
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4.5 Beam Hardening and Scatter

Beam hardening results from the preferential absorption of low energy x-rays by the

object, which leads to a shift in the energy spectrum to higher energies as the photons

traverse the object. After reconstruction, beam hardening is observed as cupping artifacts

where the object attenuation is depressed near the center relative to the edges of the object.

Beam hardening can also be observed as streaking artifacts near high-attenuating materi-

als such as bone or metal implants. Analytical reconstruction techniques such as filtered

backprojection are derived for monoenergetic x-rays. The polychromatic nature of most

clinical and laboratory x-ray tubes thus leads to discrepancies between the assumptions of

the reconstruction and reality. Common techniques exist to estimate the effective energy

of the polychromatic x-ray source [61, 62], but again this energy often changes with the

introduction of an object and is object-specific. This also leads to challenges when one

wants to model the reconstructed attenuation with some fitting functions. If the exact ef-

fective energy of the reconstruction is unknown, then calculating energy-dependent model

coefficients becomes ambiguous. Also, if cupping or streaking exist then the affected regions

will not represent the required accurate attenuation values. Beam hardening artifacts are

difficult to remove, but through the methods outlined in [2] one can generate equivalent

monoenergetic attenuation tomograms at any energy free from beam hardening artifacts.

Scattering is the most common photon interaction at higher energies in the medically

relevant range. Scattering is a statistical process where the deflected photon is sent in a

random direction. Because of this, scattered photons can reach the detector leading to ad-

ditional counts not modeled in the image reconstruction algorithm. These additional counts

will lead to decreased attenuation values and the result is often similar to beam hardening

as cupping or streaking artifacts are seen after reconstruction. These artifacts result from

the change in scatter fraction from angle to angle throughout the CT scan. The scattered

intensity remains rather constant regardless of CT angle, but the primary intensity changes

with projection angle. This makes the influence of scatter greater for some projections

than others. Similar challenges to beam hardening exist when attempting to model data
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with scatter as the reconstructed attenuation values will deviate from expectation. How-

ever, scatter is an easier problem to correct for as various hardware-based methods exist

for scatter rejection [59] and software-based methods exist for reducing its effect [36].

4.6 Chapter Summary

In this chapter, some of the basics of computed tomography were described for a sim-

ple 2D object with parallel x-rays through the Radon and inverse Radon transforms. The

more general description of the computed tomography problem was then presented in ma-

trix form. Our computed tomography simulation tool was described with some specifics

on source, object and detector modeling. Our laboratory benchtop micro-CT scanner was

then discussed. Here we went over the system alignment procedure and some data acqui-

sition strategies that provide good imaging performance as a guide to future users of our

workbench or others. The more practical algorithm for image reconstruction of data col-

lected from a cone beam system of 3D filtered backprojection was then discussed. Finally,

challenges in computed tomography of beam hardening and scatter that result in artifacts

in image reconstruction were presented.

36



Chapter 5

Material Decomposition

5.1 General Description

Material decomposition is the process of solving for material specific images of a multi-

material object using spectral x-ray measurements. This separation process hinges on the

fact that the attenuation of each voxel can be written as a linear combination of all the

materials that comprise said voxel. In a more general sense, material decomposition is an

inverse problem where the multi-energy attenuation data is fit with a model comprised of

material properties (x-ray attenuation) of each of the constituent materials of the problem.

The unknowns or parameters (material volume fractions) are the spatial material distri-

butions and concentrations of each of the materials. Obtaining the parameters that best

model the data is done by various matrix inversion techniques. If the number of unknowns

and equations are the same, then numerical inversion techniques for square matrices like

lower-upper (LU) decomposition and back-substitution can be used. However, this is not

generally the case for material decomposition problems which are often overdetermined. For

overdetermined problems, least squares techniques are commonly used. In this dissertation,

a bounded variable least squares technique is used because we solve for volume fraction

images which are conveniently bounded by zero and one [18]. A general depiction of an

image domain material decomposition process is demonstrated via schematic in Fig. 5.1

using the multi-material phantom described in Sec. 7.1 as an example.
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Figure 5.1: (a) Multi-energy CT data is collected with a PCD. (b) The multi-energy pro-
jections are reconstructed into multi-energy CT images. (c) Material decompo-
sition is conducted to resolve 3D material distributions.

5.2 Physics-Based Approach

Alvarez and Macovski [2] generated empirical models of photoelectric absorption and

Compton scattering through measurement of many tissue-like materials. The determined

model for the total linear attenuation, µ(E), can be described by

µ(E) = a1
1

E3
+ a2fKN(E), (5.1)

where a1 and a2 are physical constants dependent on the properties of the imaged material

and 1/E3 and fKN(E) are the physics models for the photoelectric and Compton effects,

respectively. The energy-dependent basis for Compton scattering, fKN(E) as seen in

fKN(α) =
1 + α

α2

[
2(1 + α)

1 + 2α
− 1

α
ln(1 + 2α)

]
+

1

2α
ln(1 + 2α)− (1 + 3α)

(1 + 2α)2
, (5.2)

represents the Klein-Nishina function [47]. In Eqn. 5.2, α equals the ratio of the photon

energy to the rest mass of an electron of 511 keV. The physical constants from Eqn. 5.1
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are defined as

a1 ≈ K1
ρ

A
Zn, (5.3)

and

a2 ≈ K2
ρ

A
Z, (5.4)

where K1 and K2 are constants, ρ is mass density, A is atomic weight and Z is atomic

number. In Eqn. 5.3, the exponent n is approximately equal to 4. From these equations, a

linear system of equations can be written with each equation representing a different energy.

This system forms a matrix equation of the form of Ax = b where A is the matrix of

energy-dependent coefficients [1/E3 and fKN (E)], x are the spatially-dependent unknowns

(a1 and a2) and b is the attenuation data [µ(E)]. Solving this system of equations through

matrix inversion techniques yields spatial maps representing the fractions of photoelectric

absorption, a1, and Compton scattering, a2. Because there are only two main physical

interactions being considered, this method is limited the separation of only two materials.

Notice that the energy-dependent function for the photoelectric term does not model K-

edges as it was generated from measurements of tissue-like materials. If a material with a

K-edge is present in the object, a third term can be added representing the K-edge material,

such as seen in

µ(E) = a1
1

E3
+ a2fKN(E) + a3fK-edge(E), (5.5)

where fK-edge(E) is a function that captures the discontinuity of the contrast agent and

a3 represents its spatial distribution [1]. As an alternative to this physics models based

approach to material decomposition, materials can be separated using their mass or linear

attenuation coefficients as basis functions [52]. This second approach will be the primary

focus of rest of this dissertation.
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5.3 Materials-Based Approach

In the materials-based approach to material decomposition similar to [51, 49, 50, 1, 48,

54, 68], the spatial distributions of basis materials are found using the energy-dependent

attenuation coefficients as basis functions. This process can be conducted from spectral

measurements obtained from dual energy or photon counting approaches as in the physics-

based method. For N available energy bins indexed by j, one can reconstruct N spectrally

varying CT images of the object and one additional CT image representing the conser-

vation of volume constraint. If we represent these multi-energy 3D attenuation maps as

~µ(Ej , ~r) and assume that the material is composed of M basis materials, one can write the

decomposition model as:

~µ(Ej , ~r) =
M∑
i=1

µi(Ej)~fi(~r), (5.6)

where ~fi(~r) denotes the respective volume fractions for each basis material i and ~r is the

spatial variable. In Eqn. 5.6 for an energy binned mode dataset, Ej represents the en-

ergy corresponding to the median counts within bin j based on the x-ray energy spectrum.

For an counts-over-threshold mode dataset, Ej represents the threshold energy used in the

CT acquisition as described in Sec. 5.9. In either case Ej is the look-up energy used to

calculate the corresponding energy-dependent attenuation of each material which form the

elements of the material decomposition system matrix. In our experiments, these threshold

energies are chosen to be equally spaced with respect to energy such that more thresh-

olds are acquired than materials within the sample providing an over-determined system.

When K-edges are present in the sample, projection data is acquired at energies higher and

lower than all K-edges. This materials-based approach can also be formulated using the

energy-dependent material mass attenuation coefficients as basis functions with the spatial

unknowns representing the material densities. In a single-step, materials-based decomposi-

tion technique, one attempts to solve for the volume fraction maps of all the basis materials

at once using a technique like the least squares method. In the event of unequal counts in

each bin, energy bin weighting schemes based on the CNR of the background region can be
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Figure 5.2: General depiction of the mouse material decomposition problem where the
multi-energy CT reconstructions are separated into 3D images of bone and soft
tissue.

used to improve decomposition accuracies and reduce noise. An example of a two-material

decomposition where spectral x-ray images of a mouse have been separated into images of

bone and soft tissue is shown in Fig. 5.2 to further illustrate the single-step decomposition

approach.

5.4 Background

To provide some historical perspective, the use of spectral x-ray measurements from a

dual energy imaging system to virtually distinguish materials in an object was first proposed

by Alvarez and Macovski [2] in their seminal work in 1976. In this work, two empirical mod-

els were discussed to capture the physical phenomena that govern x-ray interactions in the

range of medical imaging of photoelectric absorption and Compton scattering. In the follow-

ing year, Brooks [8] adapted the decomposition equations for tomographic image domain.

In an even later work by Lehmann [52], another method by which a multi-material object

can be separated into material specific images using their energy-dependent linear attenu-

ations as basis functions was proposed. This work also showed that the two methods (the

physics-based decomposition approach and the materials-based decomposition approach)

are equivalent. Since these initial works, many papers have been published for projection

domain [51, 2, 76, 99] and image domain [51, 65, 55, 54] decompositions. In the projection
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domain approach, one attempts to resolve the object into basis material thickness maps

knowing these constituent material concentrations or densities [51, 2, 76, 99]. These ap-

proaches have been executed using both dual energy strategies [2, 99] and PCDs [51, 76].

In image domain methods, the 3D spectral attenuation maps of the composite materials

are first obtained. This information is then used for decomposition [51, 65, 55, 54]. A third

approach, such as the ones explained in [10, 56, 5, 16], can be used to directly estimate basis

material images from binned raw projection data. However, because of the two physical

processes that govern x-ray imaging in the diagnostic energy range, the number of materials

that can be accurately separated is limited to two. If a contrast agent is introduced, the

number of basis function can be extended to three by the addition of a third term which

captures the K-edge discontinuity [1]. Therefore, there’s interest in developing methods that

can solve for more than two or three materials in decomposition problems [64, 56, 98, 24].

5.5 Traditional Dual Energy Approaches

There are two major ways to acquire spectral x-ray measurements: the more traditional

dual energy approaches and those that utilize photon counting detectors. The former utilizes

energy integrating detectors and represents a more mature technology. More dual energy

systems exist in clinics (or conventional systems can be easily retrofitted), so there exist

much interest in developing techniques for material decomposition suited for dual energy

systems. One such example by Zamyatin, Natarajan and Zou [100] proposes a multi-material

decomposition method that plots the relationship between the attenuation of the low and

high energy images and then uses the different clustering patterns to separate materials

in dual-energy CT. Another article by Mendonca et al. [64] propose a technique for dual

energy multi-material decomposition where mass conservation and volume conservation are

used to form the ideal solution assumption. This assumption is used to define a library

of triplets which captures the attenuation values of all likely three material combinations

based on the constituent materials in the problem. Any material that exists in or near the

pre-selected library is uniquely identified.
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Long and Fessler [56] build on the technique by Mendonca and add statistical image

reconstruction to the decomposition where an objective function formed as the sum of

the likelihood and penalty terms is indirectly minimized through the use of surrogate func-

tions. The technique repeatedly solves the forward problem of image generation and inverse

problem of image reconstruction and decomposition. Xue et al. [98] also build on the multi-

material decomposition technique proposed by Mendonca and apply it to an image domain

statistical decomposition. However, Xue’s method is implemented completely in the image

domain and the forward process of image generation is only simulated (measured) once.

Ding’s method is also implemented in image domain and makes use of the complementary

information between different material images such as material boundaries and edges and

enforces the sparsity of materials contained in each voxel. Statistical approaches such as

Long, Xue and Ding require the specification of tunable parameters such as regularization

and edge-preserving coefficients which are difficult to determine without trial and error.

In addition, these approaches are more computationally complex and require iteration in-

creasing solution times. Most current dual energy material characterization techniques can

accurately separate two [2, 65, 57, 101] or three [55, 99, 37] materials. So the need for

a simple, robust algorithm for multi-material decomposition adapted for photon counting

detectors is desired.

5.6 Photon Counting Approaches

The alternative approach involves photon counting detector technologies which are still

in their infancy, because the ability to grow high purity, high atomic number sensors with

large fields of view still remains a challenge. However, semiconductor fabrication processes

continue to improve and prototype chip arrays where many small sensors are combined to

form one larger detector have been accomplished [4, 42]. Predicting these technological ad-

vances, many have begun developing material decomposition techniques adapted for photon

counting imaging systems. One such example by Le and Molloi [49, 50] proposes the idea

of separating the decomposition into two steps of a segmentation step and a quantification
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step. The former limits the number of materials contained in each voxel to the single most

likely material and the latter quantifies the concentration of the identified material of each

voxel. This process showed the ability to distinguish up to four materials of calcium, iodine,

adipose and glandular tissues in mastectomy specimens. A follow-up paper by Alessio and

MacDonald [1] extended the method to include material classes such that one voxel need

not be limited to 100% of a single material. This paper also explored two decomposition

methods of the physics basis function and material basis function techniques both with

only single material voxels and with material classes allowing for multi-material voxels.

The materials of interest were similar as calcium and iodine were suspended in water and

oil solutions and embedded in plastic phantoms. The results were also similar as successful

decomposition of four materials was displayed.

Another group (MARS Bioimaging Ltd., Christchurch, New Zealand) displayed the abil-

ity to quantify concentrations of calcium, iron and iodine using a constrained least squares

decomposition technique based on information entropy and degrees of freedom [71]. A

succeeding paper by the same group [6] proposed another two-step approach which uses a

classification step to categorize each voxel as air, soft-tissue-like or high-atomic number and

then solves different least squares problems based on each category to quantify material con-

centrations with each voxel. This paper shows the decomposition of a six-material phantom

and two multi-concentration phantoms, although decomposition errors can be high. Most

current photon counting material characterization techniques can accurately separate three

[54, 51, 48, 71, 46] or four [49, 50, 1, 46] materials. Therefore, again there is a need for a de-

composition algorithm that can accurately separate multiple materials with high accuracies

from data collected with a photon counting detector.

5.7 Applications of Material Decomposition

Some of the other current applications are breast imaging [49, 50, 51, 15], brain and skull

imaging [2, 65, 100, 98, 25], characterization of arterial plaques [1, 71], quantification of liver

iron overload [55, 54], heart and chest imaging [76, 27, 57], kidney stone composition analysis
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[76], abdomen imaging [17, 64] and joint and pelvis imaging [98, 101]. These decomposition

techniques can be applied in the clinical setting or to small animal imaging [57, 71, 37, 58,

96]. Outside of medical imaging, their exist many applications of material decomposition as

well. These uses include airport security [84, 40], shipping port security [81, 80], detecting

land mines [40, 84], monitoring spent nuclear fuel [7, 63], analysis of geological sample

compositions [67, 35], chemical analysis of fuel cells [69] and non-destructive testing [39].

5.8 Limitations of Current Material Decomposition Techniques

As described in Chap. 2, the attenuation characteristics of many materials of interest

in medical imaging can be rather similar. This makes distinguishing between these ma-

terials rather challenging and causes the inverse problem of material decomposition to be

ill-conditioned. The ill-conditioning spans from the challenges related to representing mod-

els for similar materials in a matrix which leads to dependencies between the columns of

the matrix. These columns become nearly copies of one another leading to numerical insta-

bilities where errors in the observations cause large errors in the parameters. There are also

only two major contributors to x-ray attenuation in medical imaging. This means that the

energy-dependent behavior of all materials only depends on two phenomena and therefore,

only two unique models can be used to represent most materials. With the addition of

contrast agents or by utilizing the refraction of x-rays, perhaps one additional model can be

added to the system. In addition, it could be possible to model Rayleigh scattering in the

decomposition. However, the more models added to the system and the larger the system

matrix becomes, the more complex the inversion becomes and the higher the chance of

further ill-conditioning. Thus, most current material decomposition techniques are limited

to two or three materials.

5.9 Energy Function Calculation for Threshold Projections

In some simulations and all experiments (described in Chap. 7), we must generate

suitable basis functions representing the counts-over-threshold data. Operating on the raw
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counts-over-threshold data without differentiation does result in a change in the decomposi-

tion equations. The energy-dependent terms in the decomposition for binned data are sim-

ply the linear attenuation coefficients of each material. However for counts-over-threshold

data, these terms are instead related to the energy-dependent trends in the threshold energy

bins. To estimate these energy-dependent functions, the same simulation tool as described

in Sec. 4.2 was used. The source was modeled using the TASMIP method with the corre-

sponding tube peak voltage of the simulation or measurement. Each of the materials of our

decomposition phantoms was separately modeled as a one-dimensional (1D), single-material

slab. The detector was modeled to represent the sensor type (Si or CdTe) and thickness of

the detector used in the experiments. Projections of the slabs were then simulated at every

keV from the lowest threshold energy to kVp. Flat-field and object data at each keV was

then summed into bins from the lower bound to the kVp, resembling data collected from

the Medipix detector.

In order to compute the energy-dependent functions required for material decomposition,

the simulation data described in the previous paragraph is first converted into projected

attenuation data through flat-field correction and the negative logarithm operation as seen

in

µI(Ej) = −log

∫ kVp
Ej

Φ(E)e−µ(E)tD(E)dE∫ kVp
Ej

Φ(E)D(E)dE

 /t. (5.7)

In Eqn. 5.7, µI(Ej) is the simulated, projected attenuation for counts-over-threshold data

for energy Ej and t and µ(E) are the projected thickness and linear attenuation coefficient

of the single-material slab, respectively. As in Sec. 3.3, Φ(E) is the spectrally dependent

incident x-ray flux and D(E) is the detector response function. The average projected

thickness of the phantom can be used as the assumed thickness of the single-material slab,

t, in Eqn. 5.7. By including a model of the attenuation through the single material slabs

in Eqn. 5.7 and integrating over energy, we can model beam hardening effects in our

basis functions. This can lead to better agreement between the attenuation data and basis

functions and thus, better decomposition performance.
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5.10 Chapter Summary

In this chapter, the fundamentals of material decomposition were presented with ex-

amples of two techniques based either on models of the x-ray interactions or based on the

properties of the materials in the imaged object. Next, some of the origins of virtual ma-

terial separation were discussed where the techniques were separated into two groups of

dual energy strategies and photon counting strategies based on the type of detector avail-

able. The difference between the two forms of data from a PCD (binned versus counts

over threshold) was stressed. This chapter was concluded by a section on a method for

computing the energy-dependent models for counts-over-threshold data.
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Chapter 6

Novel Multi-Step Decomposition

6.1 The Multi-Step Method

In a multi-step decomposition method, we propose that the material decomposition can

now be computed in a series of steps, each separating one new material from the same

multi-bin data. We describe the method with an example of a four-material decomposition

(6.1). Successful results from six-material and mixed-material decompositions are shown

in Sec. 6.5.3 and Sec. 6.5.4. Descriptions of these problems can be seen in Fig. 6.2 and

6.3. In Fig. 6.3, the multi-color circles indicate a 50%/50% mixture by volume of the two

materials that fills the entire well. They are not meant to indicate the spatial distribution

of the two materials within the well. In most simulations presented in this chapter unless

otherwise specified, the synthetic PCD data was generated with 110 µm pixels in a 256

× 256 grid. Images of the phantom were then reconstructed to 119 µm isotropic voxels

yielding multi-energy 3D attenuation images with 200 × 200 × 200 voxels.

In our four-material model problem, the chosen materials are water, calcium, iodine and

gold. Water represents the background breast tissue, calcium represents breast microcal-

cifications and gold and iodine are contrast agents. The model geometry is composed of a

water background with columns of calcium, iodine and gold. Figure 6.1(a) shows a cross

section of this phantom. In initial separation steps, the focus is examining how distinct the

material is from the other materials based on the linear attenuation versus energy curves
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(a) (b) (c)

Figure 6.1: (a) Layout of materials for the four-material model. (b) 120 kVp x-ray source
spectrum divided into eight equal count energy bins. (c) Attenuation curves for
Ca, I, Au and H2O.

(a) (b) (c)

Figure 6.2: (a) Layout of materials for the six-material model. (b) 120 kVp x-ray source
spectrum divided into eight equal count energy bins. (c) Attenuation curves for
Ca, I, Au, H2O, Gd and Fat.

[13, 12]. In earlier steps, materials with similar attenuation properties can be grouped to-

gether to form a pseudo material. This pseudo material is modeled to have the average

attenuation properties of the materials in the group. This step of forming pseudo material

groups reduces the number of solution unknowns allowing for the separation of the most

distinct material first. In this particular example, we virtually group calcium and gold to-

gether to form a pseudo material to first allow for the efficient separation of water which is

the most abundant and lowest attenuating material. Next, the contrast agent materials can

be separated due to their unique energy-dependent x-ray properties. Finally, the remaining

materials can be separated in order of decreasing attenuation. In summary, when decompos-

ing multi-material objects, we find that the following decomposition strategy consistently

provides good results:
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(a) (b) (c)

Figure 6.3: (a) Layout of materials for the four-material, mixed-materials model. (b) 120
kVp x-ray source spectrum divided into eight equal count energy bins. (c)
Attenuation curves for Ca, Ca-I, I, I-Gd, Gd, Ca-Gd and Fat.

1. First, focus on accurately recovering the background or most abundant material using

low energy bins.

2. Next, decompose materials with K-edges in the diagnostic range in order of decreasing

attenuation using energy bins just higher in energy than these K-edge energies.

3. Next, decompose materials without K-edges in the diagnostic range in order of de-

creasing attenuation using low energy bins.

The first step of a multi-step decomposition for a four-material problem determines the

volume fraction of material 1 (water), ~f1(~r), as seen in

~µ(Ej , ~r) = µ1(Ej)~f1(~r) + µ2(Ej)~f2(~r) + µ̄3,4(Ej) ~̄f3,4(~r). (6.1)

The volume fraction of material 2 (iodine), ~f2(~r), and the volume fraction of the average

of materials 3 and 4 (calcium and gold), ~̄f3,4(~r), are also determined in this step. However,

this step is optimized in terms of energy bins used for the separation of material 1, so

these other volume fractions are discarded. In Eqn. 6.1, Ej represents the energy values

used to calculate the model linear attenuation coefficients, µ1(Ej), µ2(Ej) and µ̄3,4(Ej), of

materials 1, 2 and the average of 3 and 4, respectively. In the second step, the K-edge agent
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of material 2 is separated from the remaining three-material mixture as shown in

~µ(Ej , ~r)− µ1(Ej)~f1(~r) = µ2(Ej)~f2(~r) + µ̄3,4(Ej) ~̄f3,4(~r). (6.2)

The pseudo material with the average attenuation properties of materials 3 and 4 is main-

tained in this step. In implementing the least squares solution to Eqn. 6.2, one assumes

the knowledge of material 1 obtained from step 1 as a prior information as shown on the

left-hand side. The solution yields a map of material 2 and a map of the pseudo material

for materials 3 and 4, which is discarded when proceeding to the next step. In step 3, we

separate the next most attenuating material of material 3 from the remaining two-material

mixture as seen in

~µ(Ej , ~r)− µ1(Ej)~f1(~r)− µ2(Ej)~f2(~r) = µ3(Ej)~f3(~r) + µ4(Ej)~f4(~r). (6.3)

In the final step, material 4 is refined to improve its decomposition accuracy as displayed

in

~µ(Ej , ~r)− µ1(Ej)~f1(~r)− µ2(Ej)~f2(~r)− µ3(Ej)~f3(~r) = µ4(Ej)~f4(~r). (6.4)

At each step, the respective equation (Eqn. 6.1, 6.2, 6.3 or 6.4) is solved using multiple

energy bin data (j = 1, 2, ..., 8) collected via the initial, single acquisition with a PCD. This

same original multi-bin data can be reformulated in later steps to reduce the number of

bins and improve count statistics. Depending on the problem, a conservation of volume

constraint indicating that the domain is comprised of only the known four materials can be

included in each step of multi-step and single-step, as described by

M∑
i=1

~fi(~r) = 1, (6.5)

where i is the material index of the M total materials. The left hand side of this constraint

equation represents a binary image of the object which has values of one for voxels occupied

by the phantom and zero for air only regions. This image serves as the data term for the
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conservation of volume constraint. This constraint image can be obtained by measuring the

outside dimensions of the object or by thresholding the lowest energy attenuation image.

With the addition of Eqn. 6.5, the system of energy based equations (based on Eqn. 6.1,

6.2, 6.3 or 6.4) can be solved for material volume fractions using a bounded variable least

squares approach.

In implementing this step-by-step approach, the system of equations solved in each

step becomes smaller and better conditioned allowing for the accurate separation of more

materials than conventional single-step techniques. This is because most soft-tissue-like

materials (such as plastics, fat, muscle, water, etc.) and some contrast agents with similar

atomic numbers (such as iodine and barium) possess similar attenuations over the medically

relevant energy range. If we represent each material independently in larger matrix for a

four or more material problem, we will likely have materials that are linearly related. In this

case, the columns of our inversion matrix become nearly linear combinations of one another

(or even repeated) and this leads to a nearly singular matrix with a high condition number.

This ill-conditioned matrix causes small errors in the observations (attenuation data) to

lead to large errors in the parameters (material maps) after inversion. The multi-step

method reduces the chance of materials becoming linearly related by grouping like materials

and only representing the group rather than each material separately. Therefore, matrix

columns should be less linearly related to each other and the matrix will be smaller (have

less columns) and better conditioned. In each step of multi-step, the number of unknowns

is limited to three or less materials/pseudo materials. Three-material decomposition when

considering an object with contrast agents is known to be possible [1].

6.2 Energy Bin Selection Strategy

In accordance with the itemized list shown in Sec. 6 which provides a general formula

for the multi-step strategy, the energy bins used in each step of the multi-step algorithm can

be selected. We maintain the same material numbering scheme (1 = water, 2 = iodine, 3 =

calcium and 4 = gold) and multi-step strategy as described in Sec. 6. As displayed in Fig.
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6.1(b), Fig. 6.2(b) and Fig. 6.3(b), the eight energy bins simulated for each of these example

problems represent [1,28], [29,35], [36,41], [42,48], [49,55], [56,60], [61,70] and [71,120] keV,

respectively. The representative energies corresponding to the median counts within each

of these bins are [25,32,38,45,52,59,65,82] keV, respectively. These representative energies

were used to determine the linear attenuation coefficients of the inversion matrices used in

decomposition. Bin selection rules can follow general trends detailed here, but one must

exclude bins with extremely low counts.

For the example detailed above, in step 1, we use only bins 1-3 as there are three

unknowns and material 1 has its highest contrast from the remaining materials at low

energies. In step 2, we separate material 2 using bins 3 and 4 because these bins are just

higher in energy than the K-edge (33.2 keV) where material 2 is the most distinguishable

from the remaining materials. In step 3, we use bins 1 and 2 as there are two unknowns

and material 2 has its highest contrast at low energies. In the final step, we use only bin 1

and ignore the K-edge of material 4 as we do not have low noise data for energies above this

K-edge. When decomposing our experimental phantoms, using nearly all energy bins at all

steps provided the best results. The energy-dependent attenuations of each of the materials

extracted from data collected from our Medipix3RX detectors is much smoother than that

of our simulations because of the limited detector energy resolution. Because of this, there

are less identifying features in the data and more energy bins are required to fully capture

the energy-dependent behavior of the materials.

6.3 Contrast to Noise Ratio Weighting

Energy bin weighting is performed in each step of the multi-step method to provide high

accuracy decompositions with low noise similar to [45, 74, 75, 9]. For any given step, the

energy weighting factor is estimated from the CNR of the material under focus estimated

for each energy bin. This is a benefit of the multi-step technique that is not possible in a

single-step approach. The relationship for calculating the weights for each step based on
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the signal and background of the decomposed material is

CNRj =
µsignal,j − µbackground,j√
σ2

signal,j + σ2
background,j

, (6.6)

where j represents the energy bin used for the calculation. In most steps, µsignal,j and σ2
signal,j

are treated as the mean and variance in the attenuation in the small region occupied by

the material under focus in that step [ROI#2, ROI#3 and ROI#4 for the four-material

problem seen in Fig. 6.1(a), ROI#1, ROI#2, ROI#3, ROI#4 and ROI#5 for the six-

material problem seen in Fig. 6.2(a) or ROI#1, ROI#3 and ROI#5 for the mixed-material

problem seen in Fig. 6.3(a)] and µbackground,j and σ2
background,j are the mean and variance in

the attenuation in the water or fat based on the primary material of the phantom cylinder.

When decomposing the water or fat, µsignal,j and σ2
signal,j are taken as the mean and variance

in the water or fat and µbackground,j and σ2
background,j are taken as the mean and variance

in the region surrounding the phantom. The entire water or fat region was used in the

calculation of all weights. These CNRs form the diagonal elements of a weighting matrix

which is applied to the inversion matrix and the attenuation data during the least squares

solution. In practice, these weights can be computed from calibration vials included in the

field of view during the acquisition of the unknown decomposition phantom. ROIs selected

within reconstructed slices of these calibration vials can be used to define CNR weights as

well as calibrated basis functions for the decomposition of the unknown object.

The resulting decomposed material maps after each decomposition step were thresholded

to reduce noise in the results. More aggressive threshold application is justified in the

first step of multi-step because this step decomposes the background which is assumed to

be a pure material with a uniform volume fraction of one. Less aggressive application of

thresholds is performed on the other material maps to reduce the impact of noise. Not using

thresholds would slightly increase the quantitative errors in both single-step and multi-step,

but overall the multi-step method still yields better results than single-step.
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6.4 Quantitative Analysis Metrics

The material decomposition results were first evaluated qualitatively by visual inspection

to make sure they were logical. This preliminary analysis was followed by a more rigorous

investigation using quantitative metrics. Quantitation was assessed based on four criteria:

percent error (PE), CNR, noise standard deviation (NSD) and accuracies with confidence

intervals (ACIs). The relationship for calculating PE is

PEROI,i =
|fROI,i − fROI,i,true|

fROI,i,true
× 100%, (6.7)

where fROI,i represents the mean volume fraction in region of interest (ROI) i and fROI,i,true

represents the true volume fraction in ROI i. In the case of PEs calculated in regions of

a material map not occupied by said material, the volume fraction, fROI,i, in percent is

reported as the PE rather than through computation using Eqn. 6.7. The relationship for

calculating CNR is

CNRROI,i =
fROI,i − fRest√
σ2

ROI,i + σ2
Rest

, (6.8)

where σ2
ROI,i represents the variance in the volume fractions in ROI i and σ2

Rest represents

the variance in the volume fractions of the rest of the image. For the background region,

only the square ROIs [Fig. 6.1(a), 6.2(a) and 6.3(a)] were used to calculate the mean

and variance for ROI i, but the remaining background material region was excluded from

the calculations of the mean and variance of the rest of the image. The relationship for

calculating NSD is

NSDROI,i =

√√√√ 1

V − 1

V∑
v=1

(fROI,v,i − f̄ROI,i)2 × 100%, (6.9)

where V is the number of voxels in ROI i indexed by v and f̄ROI,i is the mean volume

fraction in ROI i. For some of the experimental results, accuracies and corresponding

confidence intervals are presented. These accuracies are either presented in percent with

the corresponding confidence intervals also in percent and as densities [g/mL] with the
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corresponding confidence intervals in units of density. The confidence interval is calculated

as (
x̄− t∗ s√

n
, x̄+ t∗

s√
n

)
, (6.10)

where x̄ is the sample mean, s is the sample standard deviation and n is the sample size.

These three parameters were calculated from the material regions of one slice of the phan-

toms. t∗ represents the critical value extracted from the t-distribution table. Here we use

the two-sided t-distribution assuming a 95% confidence level and number of degrees of free-

dom equal to n− 1.

In the experimental results presented in Chap. 7, the entire background region was used

in the computation of all PEs, CNRs, NSDs and ACIs. For the five-material phantoms,

ROIs were defined based on the five materials of the phantom. ROI#1 encompassed the

entire ABS plastic background region. ROI#2 through ROI#5 were defined as circular

regions within each of the materials (ROI#2 = I, ROI#3 = Gd, ROI#4 = HA, ROI#5

= H2O). The ROIs were used in both the CNR weighting and analysis of results for these

five-material problems.

6.5 Multi-Material Phantom Results from Synthetic Data

6.5.1 Four-Material Phantom

The model geometry consists of a 2 cm diameter cylinder of water with 2 mm diameter

columns of calcium, iodine and gold. The background is pure water and the concentrations

of calcium, iodine and gold are 140 mg/mL, 18 mg/mL and 8 mg/mL, respectively. A

diagram of the four-material problem can be seen in Fig. 6.1(a) along with the ROIs used

in the analysis of the results. For comparison, the results of the new multi-step method will

be compared with the results of the single-step method.

The decomposition problem was solved with single-step in accordance with Eqn. 5.6

and with multi-step in accordance with Eqn. 6.1, 6.2, 6.3 and 6.4. For this problem, the

56



(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 6.4: Material maps resulting from each step of multi-step material decomposition
for the four-material problem.

background material water is material 1, iodine is material 2, calcium is material 3 and

gold is material 4. After each step of multi-step and single-step, a threshold was applied to

reduce the impact of noise and improve the decomposition results. Thresholds of 0.25 and

0.75 were used for steps 2, 3 and 4 of multi-step and for all material maps of single-step. A

threshold of 0.6 was used for the first step of multi-step.

Figure 6.1 shows the energy bins chosen based on equal mean flat-field counts overlaid

on (b) the x-ray source spectrum and (c) linear attenuation curves for the four materials

in this problem. The representative energies for each bin are also displayed as the open

circles. These linear attenuation curves were generated based on the maximum concentra-

tions expected in the sample. This knowledge would be available to the experimenter as

they would know the base concentration injected into the patient. This kind of a priori

information is essential to the success of most decomposition techniques as it reduces the
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Figure 6.5: Color coded (a) ground truth, (b) single-step decomposition results and (c)
multi-step decomposition results for the four-material problem.

solution space to a manageable set of likely solutions. All material maps generated during

the multi-step material decomposition process can be seen in Fig. 6.4. (a), (b) and (c) are

the water map (under focus), the iodine map (discarded) and the average of calcium and

gold map (discarded) from step 1, respectively. (d) and (e) are the iodine map (under focus)

and the average of calcium and gold map (discarded) from step 2, respectively. (f) and (g)

are the calcium map (under focus) and the gold map (discarded) from step 3, respectively.

(h) is the gold map (under focus) from step 4. These results correspond to the ground

truth image shown in Fig. 6.5(a). The combined final results for multi-step can be seen

in Fig. 6.5(c). The energy bins and bin weighting used in each step are optimized for the

focus material of that decomposition step. This leads to improvement in the iodine region

from steps 1 [Fig. 6.4(b)] to 2 [Fig. 6.4(d)] and the gold region from steps 3 [Fig. 6.4(g)]

to 4 [Fig. 6.4(h)] because of this optimal weighting. Energy bin weighting based on the

water region was conducted for the single-step results shown in Fig. 6.5(b) for the sake of

comparison.

The combined final results for the four-material problem for single-step and multi-step

can be seen in Fig. 6.5 and the quantitation can be seen in Tab. 6.1 and 6.2. Table
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Table 6.1: PEs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4) for single-step and multi-
step for the four-material problem.

Single-Step Multi-Step

Water Map 0.2, 0.1, 1.6, 37.4 0.0, 0.0, 0.0, 7.8

Calcium Map 0.0, 5.6, 0.0, 22.9 0.0, 6.4, 0.0, 0.0

Iodine Map 0.0, 0.0, 8.3, 0.0 0.0, 8.9, 11.7, 0.0

Gold Map 0.0, 3.1, 0.5, 70.3 0.0, 6.3, 11.2, 7.8

6.1 displays percent errors (PEs) in the calculated volume fractions of each ROI (ROI#1,

ROI#2, ROI#3, ROI#4) for each material map generated using the single-step and multi-

step material decomposition techniques for the four-material problem described in Fig. 6.1.

The bold values are of most interest as these represent the percent errors in a material ROI

in its respective map. Table 6.2 displays the contrast to noise ratios (CNRs) and noise

standard deviations (NSDs) in percent in each ROI (ROI#1, ROI#2, ROI#3, ROI#4) for

each material map generated using the single-step and multi-step material decomposition

techniques for the four-material problem described in Fig. 6.1. The bold values are of most

interest as these represent the CNRs and NSDs in a material ROI in its respective map.

The multi-step method clearly outperforms the single-step method. This can be seen in the

gold region in Fig. 6.5 and in the percent errors in Tab. 6.1. The percent error is 70.3% for

single-step versus 7.8% for multi-step. By examining the images in Fig. 6.5 and the CNRs

in Tab. 6.2, we can see an improvement in noise, especially in the water region. This is

evidenced by a CNR of 20.8 for single-step versus 32.9 for multi-step. Also, the weighted

matrices of linear attenuation coefficients for the four-material problem do indeed become

better conditioned as the condition numbers are 21161 for single-step versus 152, 134, 73

and 1 for the four consecutive steps of the multi-step method. The computational times

in seconds for single-step and multi-step for the four-material problem are 93.3 and 235.5,

respectively.

6.5.2 Benefits of Material Map Thresholding

To investigate the impact of thresholding in decomposition, we examine the decomposi-

tion results for the four-material problem with and without thresholding in Fig. 6.6. In this
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Table 6.2: CNRs and NSDs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4) for single-step
and multi-step for the four-material problem.

Single-Step Multi-Step

CNR NSD CNR NSD

Water Map 20.8 2.3, 1.8, 7.5, 5.7 32.9 0.0, 0.0, 0.0, 26.9

Calcium Map 6.6 0.0, 14.0, 0.0, 13.6 5.8 0.0, 16.0, 0.0, 0.0

Iodine Map 5.2 0.0, 0.0, 17.5, 0.0 3.5 0.0, 13.9, 25.0, 0.0

Gold Map 12.8 0.0, 9.0, 3.5, 1.3 3.4 0.0, 16.2, 24.1, 26.9

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6.6: (a), (b), (c) and (d) represent the multi-step decomposition results with thresh-
olding. (e), (f), (g) and (h) represent the multi-step decomposition results
without thresholding.

figure, (a) and (e) represent the water map, (b) and (f) represent the iodine map, (c) and

(g) represent the calcium map and (d) and (h) represent the gold map. From Fig. 6.6, it

can be noticed that the noise in the water region of both the water and gold maps is nearly

eliminated after thresholding. Also, the errors in the separation of iodine and calcium and

calcium and gold are also reduced through thresholding.

6.5.3 Six-Material Phantom

A six-material case was chosen to display the ability of the method to handle more chal-

lenging decomposition problems. Here, gadolinium and adipose are added to the model.

Gadolinium is another contrast agent with a K-edge. Adipose is a low contrast material

significant to the breast imaging problem. In this problem, the background was adipose and
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water was made one of the columns. The adipose background was 2 cm in diameter and the

columns of all other materials were 2 mm in diameter. The concentration of gadolinium was

18 mg/mL. The adipose material properties were collected from ICRU-44 [97]. A diagram

of this six-material problem can be seen in Fig. 6.2(a) along with the ROIs used to compute

the quantitative results.

A similar approach of decomposing the background first, followed by the contrast agents

and then the remaining materials was taken to achieve the goal of accurate separation of

all six materials. A description of the material maps acquired in each step of multi-step

material decomposition for the six-material problem along with the energy bins used can

be seen in the flowchart in Fig. 6.7. In this figure, blue arrows indicate inputs to decom-

position steps and red arrows indicate outputs of decomposition steps. The key describing

the inputs, outputs and steps of the decomposition can be seen below the flowchart. The

discarded material maps labeled with multiple materials represent a single pseudo material

map representing the average of the group. The colored material maps represent the ma-

terial under focus during the current decomposition step which are maintained throughout

the process as final results. The materials are decomposed in the following order: (1) adi-

pose, (2) iodine, (3) gadolinium, (4) calcium, (5) gold and (6) water. In early steps, iodine

and gadolinium are grouped together and calcium, gold and water are grouped together

to reduce the number of unknowns and provide a better conditioned system of equations.

Examination of the attenuation curves for these six materials, shown in Fig. 6.2(c), jus-

tifies the order that we separate materials and the energy bins used in each step. In the

first step, we have three unknowns and the most distinct material, adipose, has its highest

contrast from the other materials at low energies. For this reason, we choose the three

lowest energy bins. In the second step, we separate iodine which has its highest contrast for

energy values slightly above its K-edge. For this reason, we choose bins 3, 4 and 5 for step

2. Gadolinium has its highest contrast above its K-edge, so we choose bins 6 and 7 for step

3. There are only two unknowns in step 3, so we choose only two energy bins. Calcium is

the highest attenuating material of the remaining materials and its contrast is highest at
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Figure 6.7: Flowchart describing the steps of a multi-step material decomposition for the
six-material problem.

low energies, so we use bins 1 and 2 for step 4. Gold is the next most attenuating material

and has its highest contrast at low energies, so we again choose bins 1 and 2 for this step.

Finally, we choose bin 1 for water as it is the lowest attenuating material with maximum

contrast at low energies. The same conservation of volume constraint seen in Eqn. 6.5

was applied to each step of the six-material problem. Bounded variable least squares was

again used to solve this inverse problem. Bounds of zero and one were applied to all of the

unknowns. Thresholds were again applied after each step of the multi-step process and to

the single-step results used for comparison. A threshold of 0.85 was used for the first step

of multi-step and thresholds of 0.25 and 0.75 were applied to all other steps of multi-step

and to all material maps of single-step.

All material maps generated during the multi-step material decomposition process are

shown in Fig. 6.8. (a), (b) and (c) are the adipose map (under focus), the average of

iodine and gadolinium map (discarded) and the average of calcium, gold and water map

(discarded) from step 1, respectively. (d), (e) and (f) are the iodine map (under focus), the

gadolinium map (discarded) and the average of calcium, gold and water map (discarded)

from step 2, respectively. (g) and (h) are the gadolinium map (under focus) and the average

of calcium, gold and water map (discarded) from step 3, respectively. (i) and (j) are the

calcium map (under focus) and the average of gold and water map (discarded) from step
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m)

Figure 6.8: Material maps resulting from each step of multi-step material decomposition
for the six-material problem.
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Figure 6.9: Color coded (a) ground truth, (b) single-step decomposition results and (c)
multi-step decomposition results for the six-material problem.

4, respectively. (k) and (l) are the gold map (under focus) and the water map (discarded)

from step 5, respectively. (m) is the water map (under focus) from step 6. The results

shown here correspond to the ground truth image shown in Fig. 6.9(a). The combined final

results for multi-step can be seen in Fig. 6.9(c). Similar to the four-material problem, the

energy bins and bin weighting used in each step are optimized for the focus material of that

decomposition step. This leads to improvement in the gadolinium region from steps 2 [Fig.

6.8(e)] to 3 [Fig. 6.8(g)] and the water region from steps 5 [Fig. 6.8(l)] to 6 [Fig. 6.8(m)]

because of this optimal weighting. Energy bin weighting based on the adipose region was

conducted for the single-step results shown in Fig. 6.9(b).

The combined final results for the six-material problem for single-step and multi-step can

be seen in Fig. 6.9 and the quantitation can be seen in Tab. 6.3 and 6.4. Table 6.3 displays

percent errors (PEs) in the calculated volume fractions of each ROI (ROI#1, ROI#2,

ROI#3, ROI#4, ROI#5, ROI#6) for each material map generated using the single-step

and multi-step material decomposition techniques for the six-material problem described

in Fig. 6.2. The bold values are of most interest as these represent the percent errors

in a material ROI in its respective map. Table 6.4 displays the contrast to noise ratios
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Table 6.3: PEs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5, ROI#6) for single-
step and multi-step for the six-material problem.

Single-Step Multi-Step

Water Map 64.4, 0.0, 0.0, 2.3, 0.0, 38.7 7.2, 4.2, 6.2, 30.2, 3.9, 2.5

Calcium Map 0.0, 6.4, 0.1, 28.9, 10.3, 0.0 0.0, 15.8, 0.0, 25.4, 0.1, 0.0

Iodine Map 0.0, 0.0, 34.9, 0.0, 0.0, 0.0 0.0, 28.9, 12.3, 0.0, 0.0, 0.0

Gold Map 0.0, 0.1, 0.0, 99.4, 0.0, 0.0 0.0, 1.3, 4.7, 55.2, 6.1, 0.0

Gadolinium Map 0.0, 0.0, 0.0, 0.0, 46.3, 0.0 0.0, 0.0, 0.7, 0.0, 10.6, 0.0

Adipose Map 47.8, 0.0, 0.5, 3.5, 0.6, 39.8 7.2, 0.0, 0.0, 0.0, 0.0, 2.5

(CNRs) and noise standard deviations (NSDs) in percent in each ROI (ROI#1, ROI#2,

ROI#3, ROI#4, ROI#5, ROI#6) for each material map generated using the single-step

and multi-step material decomposition techniques for the six-material problem described

in Fig. 6.2. The bold values are of most interest as these represent the CNRs and NSDs

in a material ROI in its respective map. It is also clear for the six-material case that

the multi-step method outperforms the single-step method. This can be seen in nearly all

regions in Fig. 6.9 and in the percent errors in Tab. 6.3. For example, the percent error for

water is 64.4% for single-step versus 7.2% for multi-step. The percent error for adipose is

39.8% for single-step versus 2.5% for multi-step. Error propagates from step to step in the

multi-step process. Problems with more materials and hence more steps, have more error

especially in later decomposition steps. This also results in decreased CNRs in later steps.

The six-material case also displays similar noise properties for the two methods as evidenced

by Fig. 6.9 and the CNRs in Tab. 6.4. This is evidenced by an average CNR of the six

material regions of 4.1 for single-step versus 4.0 for multi-step. Water is separated first in the

four-material case with more aggressive thresholding and last in the six-material case with

less aggressive thresholding. The noise in the water region is very different between the two

problems after this thresholding and this explains why the CNRs for water in both problems

are so different. And again, the weighted matrices of linear attenuation coefficients for the

six-material problem become better conditioned as the condition numbers are 9737867 for

single-step versus 669, 403, 183, 37, 86 and 1 for the six consecutive steps of multi-step. The

computational times in seconds for single-step and multi-step for the six-material problem

are 97.2 and 288.2, respectively.
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Table 6.4: CNRs and NSDs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5,
ROI#6) for single-step and multi-step for the six-material problem.

Single-Step Multi-Step

CNR NSD CNR NSD

Water Map 0.8 1.7, 0.0, 0.0, 7.6, 0.0, 1.5 3.2 26.0, 11.2, 18.0, 13.4, 13.3, 15.6

Calcium Map 5.7 0.0, 16.2, 2.0, 12.6, 14.3, 0.0 5.0 0.0, 16.8, 0.0, 14.3, 2.0, 0.0

Iodine Map 4.7 0.0, 0.0, 14.0, 0.0, 0.0, 0.0 3.6 0.0, 16.4, 24.5, 0.0, 0.0, 0.0

Gold Map 0.2 0.0, 1.8, 0.0, 3.8, 0.0, 0.0 1.9 0.0, 5.9, 11.8, 23.8, 14.2, 0.0

Gadolinium Map 2.7 0.0, 0.0, 0.0, 0.0, 20.0, 0.0 4.3 0.0, 0.0, 4.5, 0.0, 20.6, 0.0

Adipose Map 10.7 3.1, 0.0, 3.8, 9.6, 4.1, 1.6 6.1 26.0, 0.0, 0.0, 0.0, 0.0, 15.6

6.5.4 Four-Material, Mixed-Materials Phantom

To display the ability of the multi-step method to handle a problem where different

materials are mixed together in different concentrations, we show a four-material, mixed

material problem. In this problem, there are six contrast elements embedded in an adipose

background as shown in the ground truth image in Fig. 6.3(a). Starting from the top

material and working around the circular array clockwise the mixtures are: 140 mg/mL

calcium in water, 70 mg/mL calcium / 9 mg/mL iodine in water, 18 mg/mL iodine in

water, 9 mg/mL iodine / 9 mg/mL gadolinium in water, 18 mg/mL gadolinium in water

and 70 mg/mL calcium / 9 mg/mL gadolinium in water. The adipose material properties

were again collected from ICRU-44 [97]. The corresponding 120 kVp spectrum and linear

attenuation curves for these materials are shown in Fig. 6.3(b) and 6.3(c). Similar to the

six-material problem the materials were decomposed in the following order: (1) adipose, (2)

iodine, (3) gadolinium and (4) calcium. A description of the steps of the multi-step method

and energy bins used at each step for the four-material, mixed-material problem are shown

in Fig. 6.10. In this figure, blue arrows indicate inputs to decomposition steps and red

arrows indicate outputs of decomposition steps. The key describing the inputs, outputs

and steps of the decomposition can be seen below the flowchart. The discarded material

maps labeled with multiple materials represent a single pseudo material map representing

the average of the group. The colored material maps represent the material under focus

during the current decomposition step which are maintained throughout the process as

final results. The maximum concentrations of calcium, iodine and gadolinium mentioned
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Figure 6.10: Flowchart describing the steps of a multi-step material decomposition for the
four-material, mixed-materials problem.

above were used as basis functions and weighting based on the CNRs of these material

regions was used during the weighted least squares solution. Since similar materials and

concentrations to the six-material problem were used in this mixed-material problem, a

similar decomposition strategy was employed. The three groups of the background, the

contrast agents with K-edges and the non-contrast agents were maintained in this problem.

Energy bins were again selected to maximized contrast between the focus material and the

remaining, undecomposed materials. The same conservation of volume constraint seen in

Eqn. 6.5 was applied to each step of this mixed-material problem. Bounded variable least

squares was used to solve this inverse problem. Bounds of zero and one were applied to all

of the unknowns. A threshold of 0.6 was applied to the adipose map after the first step of

the multi-step process and thresholds of 0.25 and 0.75 were applied to the adipose map of

the single-step results used for comparison. No other thresholds were applied during the

solution of other steps of the multi-step method or to any of the other maps of single-step.

All material maps generated during the multi-step material decomposition process can
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be seen in Fig. 6.11. (a), (b) and (c) are the adipose map (under focus), the average of iodine

and gadolinium map (discarded) and the calcium map (discarded) from step 1, respectively.

(d), (e) and (f) are the iodine map (under focus), the gadolinium map (discarded) and the

calcium map (discarded) from step 2, respectively. (g) and (h) are the gadolinium map

(under focus) and the calcium map (discarded) from step 3, respectively. (i) is the calcium

map (under focus) from step 4. These results correspond to the ground truth image shown

in Fig. 6.12(a). The combined final results for multi-step can be seen in Fig. 6.12(c).

Similar to the six-material problem, the energy bins and bin weighting used in each step are

optimized for the focus material of that decomposition step. This leads to improvement in

the gadolinium region from steps 2 [Fig. 6.11(e)] to 3 [Fig. 6.11(g)] and the calcium regions

from earlier steps 1-3 [Fig. 6.11(c), 6.11(f) and 6.11(h)] and 4 [Fig. 6.11(i)] because of this

optimal weighting. Energy bin weighting based on the adipose region was conducted for

the single-step results shown in Fig. 6.12(b).

The combined final results for the four-material, mixed-material problem for single-step

and multi-step are displayed in Fig. 6.12 and the quantitation are shown in Tab. 6.5,

6.6 and 6.7. Table 6.5 displays percent errors (PEs) in the calculated volume fractions of

each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5, ROI#6, ROI#7) for each material

map generated using the single-step and multi-step material decomposition techniques for

the four-material, mixed-materials problem described in Fig. 6.3. The bold values are

of most interest as these represent the percent errors in a material ROI in its respective

map. Table 6.6 displays the contrast to noise ratios (CNRs) in the form CNR (ROI#)

that correspond to a particular material in its respective material map generated using the

single-step and multi-step material decomposition techniques for the four-material, mixed-

materials problem described in Fig. 6.3. The ROI# listed next to each CNR and the rest

of the image not containing the material of interest are used to calculate the CNR for each

material region in accordance with Eqn 6.8. Table 6.7 displays the noise standard deviations

(NSDs) in percent in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5, ROI#6, ROI#7)

for each material map generated using the single-step and multi-step material decomposition

68



Table 6.5: PEs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5, ROI#6, ROI#7)
for single-step and multi-step for the four-material, mixed-materials problem.

Single-Step Multi-Step

Adipose Map 1.6, 3.4, 4.5, 5.4, 8.1, 4.6, 0.0 0.0, 0.0, 0.0, 0.5, 0.4, 0.0, 0.0

Calcium Map 9.2, 1.7, 11.8, 19.8, 23.4, 13.1, 0.3 10.5, 4.6, 16.4, 19.3, 14.4, 9.7, 1.1

Iodine Map 0.2, 30.4, 33.0, 11.8, 2.3, 5.2, 4.7 17.4, 5.9, 25.0, 24.2, 1.1, 2.3, 1.0

Gadolinium Map 6.6, 23.6, 15.1, 18.7, 40.6, 26.6, 1.7 1.4, 1.5, 3.2, 1.3, 17.2, 11.8, 1.0

Table 6.6: CNRs in the form CNR (ROI#) generated using single-step and multi-step for
the four-material, mixed-materials problem.

Single-Step Multi-Step

Adipose Map 28.5 (#7) 97.6 (#7)

Calcium Map 6.4 (#1), 4.9 (#2), 5.0 (#6) 12.0 (#1), 5.1 (#2), 6.3 (#6)

Iodine Map 3.6 (#2), 5.4 (#3), 4.6 (#4) 2.2 (#2), 2.9 (#3), 2.0 (#4)

Gadolinium Map 5.5 (#4), 3.3 (#5), 6.1 (#6) 2.7 (#4), 3.5 (#5), 2.3 (#6)

techniques for the four-material, mixed-materials problem described in Fig. 6.3. The bold

values are of most interest as these represent the NSDs in a material ROI in its respective

map. It is also clear for this mixed-material case that the multi-step method outperforms

the single-step method. This can be seen in the calcium and gadolinium regions which are

incorrectly identified in the single-step method, but correctly identified in the multi-step

method as shown in Fig. 6.12 and in the percent errors in Tab. 6.5. Out of the ten most

significant regions (shown in bold in Tab. 6.5), six show a decrease in error, one remains

the same and three show an increase in error from single-step to multi-step. Because this

problem only has four materials and four steps, less error propagates through the solution

and lower errors and higher CNRs can be achieved than the six-material problem. The

mixed-material case also displays a similar improvement in noise as evidenced by Fig. 6.12

and the CNRs in Tab. 6.6. This is evidenced by an increase in CNR in the adipose region

for multi-step over the single-step baseline. In this case, the weighted matrices of linear

attenuation coefficients for the mixed-material problem remain similarly conditioned as the

condition numbers are 577 for single-step versus 549, 988, 297, and 1 for the four consecutive

steps of multi-step. The computational times in seconds for single-step and multi-step for

this mixed-material problem are 92.5 and 237.7, respectively.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.11: Material maps resulting from each step of multi-step material decomposition
for the four-material, mixed-materials problem.

Figure 6.12: Color coded (a) ground truth, (b) single-step decomposition results and (c)
multi-step decomposition results for the four-material, mixed-materials prob-
lem.
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Table 6.7: NSDs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5, ROI#6, ROI#7)
for single-step and multi-step for the four-material, mixed-materials problem.

Single-Step Multi-Step

Adipose Map 7.2, 10.6, 12.1, 13.1, 16.8, 12.2, 0.0 0.0, 0.0, 0.0, 6.8, 6.7, 0.0, 0.0

Calcium Map 13.7, 9.9, 5.1, 5.2, 7.1, 12.3, 0.8 5.6, 9.5, 14.7, 16.2, 13.7, 8.1, 0.3

Iodine Map 1.1, 3.8, 11.5, 7.2, 4.5, 3.7, 1.7 11.0, 19.4, 25.4, 12.1, 0.6, 2.8, 0.0

Gadolinium Map 5.6, 2.9, 3.8, 5.2, 17.6, 3.0, 1.0 1.5, 1.6, 3.9, 17.4, 23.2, 16.1, 0.0

6.5.5 Effects of Projection Filtering (Four-Material Phantom)

The effects of filtering in the projection domain were explored with a Wiener filter

of differing kernel sizes. The goal was to determine the effects of noise reduction in the

projection domain via a common filter on material decomposition. It is expected that there

is an optimal amount of filtering due to the kernel size where noise is sufficiently reduced

while edges are maintained, and this study aimed to find it. In all cases, the projection

data was generated based on simulations of the four-material model represented in Fig. 6.1

with 110 µm × 110 µm pixels. Poisson noise was added and then the noisy projections

were filtered using differing kernel size Wiener filters. These kernel sizes were 1×1 (no

filter), 3×3, 5×5, 7×7, 9×9 and 11×11. The filtered projections were then reconstructed

using filtered back projection to a voxel size of 118.75 µm × 118.75 µm × 118.75 µm.

Material decomposition was then calculated using the single and multi-step methods and

the results (Fig. 6.13). The maximum decomposition errors increased with increasing kernel

size. Therefore, filtering with a small kernel Wiener filter yielded the best results. This is

because the Wiener filter introduces more rounding of edges as the kernel size increases and

this rounding decreases accuracies. The much greater accuracy of the multi-step method led

to greater CNRs than the single-step technique and the multi-step method outperformed

the single-step method in terms of percent errors and CNRs.

6.5.6 Effects of Projection Pixel Binning (Four-Material Phantom)

The effects of binning the projection data from smaller to larger pixels before recon-

struction versus acquiring data with larger pixels directly on material decomposition were

investigated. This study attempts to understand if the noise in the projections can be
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(a) (b) (c)

Figure 6.13: Filtering effects on material decomposition examined through single-step and
multi-step. (a) Displays the maximum PEs, (b) displays the maximum NSDs
and (c) displays the average CNRs.

improved by combining every four pixels (through averaging) thereby improving the pixel

statistics over the baseline where no binning is performed. To test this, projection data was

generated from four-material models based on Fig. 6.1 with five different pixel sizes of 55

µm × 55 µm, 110 µm × 110 µm, 220 µm × 220µm, 440 µm × 440 µm and 880 µm × 880

µm. The data with the four smallest pixels sizes was then binned in a 2×2 fashion. The four

binned datasets and the four larger pixel size datasets were then reconstructed to slightly

larger voxels of 118.75 µm × 118.75 µm × 118.75 µm, 237.5 µm × 237.5 µm × 237.5 µm,

475 µm × 475 µm × 475 µm and 950 µm × 950 µm × 950 µm via filtered back projection.

Single and multi-step material decomposition were then performed on both datasets. Im-

ages with equivalent effective voxels sizes were then compared (Fig. 6.14). In this figure,

“Recon” denotes a larger pixel acquisition where as “Bin” denotes a smaller pixel acquisi-

tion with binning. The maximum errors increase as the effective voxel size increases. This

is effectively a sampling problem as fewer voxels are used to represent a material region as

voxel size increases leading to a higher fraction of the total voxels in the region capturing the

transition between materials and resulting in lower accuracies. Acquiring data with larger

pixels directly produces decomposition results with lower errors, but the errors are very

similar for the two decomposition methods. Overall, single and multi-step decomposition

show similar performance in terms of binning as displayed in the percent errors and CNRs.
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(a) (b) (c)

Figure 6.14: Binning effects on material decomposition examined through single-step and
multi-step. (a) Displays the maximum PEs, (b) displays the maximum NSDs
and (c) displays the average CNRs.

6.5.7 Effects of Signal Size (Four-Material Phantom)

Next, the effects of signal size on material decomposition were explored. It is expected

that there is a spatial resolution limit for the modeled 110 µm × 110 µm pixel size detector

for a 7.92 mGy measurement and it is desired to explore this limit with respect to material

decomposition. Therefore, four-material models based on Fig. 6.1 were constructed with

varying signal sizes of 0.5 mm, 1.0 mm, 2.0 mm, 3.0 mm, 4.0 mm, 5.0 mm and 6.0 mm.

These models were used to generate projection data and then this data was reconstructed

using filtered back projection. Material decomposition was performed using single and

multi-step decomposition techniques. The decomposition results for the differing signal size

problems can be seen in Fig. 6.15. As the signal size increases, the error decreases, and the

standard deviation remains relatively constant. However, the error changes very little for

signal sizes of 1.0 mm and above indicating that this may be the limiting size for this pixel

size and dose combination. The reason for this trend can be explained again by sampling as

signal size increases more voxels lie within the material region leading to a more accurate

representation of the mean in the region. The CNRs decrease as signal size increases. This

is probably due to the slight increase in noise in the signal and background regions as the

signals become larger. Thresholding and flexibility in the choice of number and location of

energy bins used in the multi-step method allow for CNRs greater than single-step. The

multi-step method clearly out performs single-step as evidenced by the lower maximum
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Figure 6.15: Signal size effects on material decomposition examined through single-step and
multi-step. (a) Displays the maximum PEs, (b) displays the maximum NSDs
and (c) displays the average CNRs.

errors and higher average CNRs for all signal sizes.

6.5.8 Effects of Energy Bin Overlap (Four-Material Phantom)

Finally, the effects of energy bin overlap or spacing on material decomposition were

explored. As the bins become wider and overlap more, each bin becomes less unique from

its neighbor and the system becomes more under-determined. As the bins become narrower

with greater spacing, bins are more unique, but count statistics get worse. So, it was

desired to discover this trade-off and find an optimal configuration. The energy-resolved

data was generated with equal width bins with 1 keV spacing (-1 keV overlap) as [9,22],

[23,36], [37,50], [51,64], [65,78], [79,92], [93,106] and [107,120] keV, respectively. Additional

four-material models based on Fig. 6.1 were constructed with varying amounts of overlap

of -9 keV, -5 keV, -1 keV, 1 keV, 5 keV, 9 keV, 13 keV, 17 keV, 21 keV, 25 keV and 29

keV. These projection datasets were then reconstructed using FBP and decomposition using

both techniques was performed. Energy weighting based on the signal-to-noise ratio (SNR)

of each region of the data was used in the multi-step decomposition and weighting based

on the SNR of the water region was used for single-step decomposition. The decomposition

results for the differing amounts of energy bin overlap were then summarized (Fig. 6.16).

In these graphs, negative overlap indicates that the energy bins were separated by the

given amount. Increasing the overlap decreases the decomposition errors until 17 keV for
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Figure 6.16: Energy bin overlap effects on material decomposition examined through single-
step and multi-step. (a) Displays the maximum PEs, (b) displays the maxi-
mum NSDs and (c) displays the average CNRs.

single-step and 5 keV for multi-step. Therefore, it seems that some overlap can successfully

improve photon statistics without creating too much data redundancy. The errors are much

larger for single-step. The multi-step CNR exceeds the single-step CNRs. The multi-step

method clearly out performs single-step as evidenced by the lower maximum errors and

higher average CNRs for all amounts of energy bin overlap.

6.6 Discussion of Multi-Material Phantom Results from Synthetic Data

The proposed multi-step material decomposition method is demonstrated using simu-

lated spectral CT images. We have shown decomposition of up to six materials with superior

results in comparison to a conventional single step decomposition method. We have also

shown the ability of the method to handle a four-material problem with mixed-materials and

multiple concentrations. As shown here, performing the decomposition in multiple steps

allows for flexibility in bin selection for each step where bins can be chosen to maximize

quantitative accuracy for the material under focus in that step. Energy bins of the original

data can be combined in several ways throughout the multi-step process to improve photon

economy. Preferential bin weighting can also be performed to maximize contrast between

the material being decomposed and the remaining materials in the mixture. Thresholding

operations performed after each decomposition step serve to improve material separation

and reduce noise. The quantitative maps have been obtained in terms of volume fractions
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of each material in a given voxel. Formulating the problem in this manner allows for setting

convenient bounds of zero and one for all variables in the bounded least squares solution.

This technique also allows for the addition of a conservation of volume constraint that can

be applied to certain problems to help stabilize the solution.

6.7 Chapter Summary

In this chapter, we begin by describing our novel contribution to the field of medical

imaging of a multi-step method for material decomposition with guidance on how to choose

energy bins, how to calculate bin weights and how to use thresholds for optimal utility of the

new method. Next, the metrics we used to evaluate the performance of our decomposition

techniques were summarized. This was followed by initial simulation studies with multi-

material phantoms to explore the new method with problems of increasing complexity.

Finally, the multi-step method was explored for various combinations of parameters to

further display the superiority of the technique over an existing technique. In these studies,

optimal filtering kernel dimension, effects of pixel binning, effects of phantom signal size

and effects of energy bin overlap were examined using our four-material problem.
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Chapter 7

Experimental Validation of the Multi-Step Method

Single-step and multi-step decomposition were performed using the method described

in Chap. 5 for two multi-material phantoms. Three-dimensional rendering of multi-step

decomposition results for the three, five-material phantoms can be seen in Fig. 7.1. In this

figure, (a) corresponds to the data collected with the silicon detector in SPM-FPM, (b)

corresponds to the data collected with the cadmium telluride WidePix detector in SPM-

FPM and (c) corresponds to the data collected with the cadmium telluride WidePix detector

in SPM-CM. The multi-step method was also able to decompose a biological specimen of a

chicken heart with two contrast agents injected.

(a) (b) (c)

Figure 7.1: Three-dimensional renderings of three, five-material phantom decomposition
results.
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7.1 Five-Material Phantom Measured with Silicon Detector

This five-material phantom data was collected with the silicon detector in SPM-FPM

because of the improved spatial resolution in FPM. We have also found that the spatial

resolution of our Medipix3RX detectors is often better in SPM than in CSM [94]. In this

experiment, the PCD data was collected with a Medipix detector with an effective pixel

size of 55 µm with 256 × 256 pixels. The multi-energy 3D attenuation images were then

reconstructed to 87 µm isotropic voxels with 200 × 200 × 200 voxels. A comparison be-

tween the attenuation curves for counts-over-threshold data for each of the material regions

extracted from one slice versus the basis function generated from our analytical simula-

tion tool used in material decomposition is shown in Fig. 7.2. All material maps from all

multi-step decomposition steps for the five-material phantom data collected with the silicon

detector operated in SPM-FPM are shown (Fig. 7.3). In this figure, (a) is the ABS plastic

(under focus), (b) is the average of gadolinium and iodine mixtures (discarded) and (c) the

average of the hydroxyapatite mixture and water (discarded) for step 1, respectively. (d) is

the iodine mixture (under focus), (e) is the gadolinium mixture (discarded) and (f) is the

average of the hydroxyapatite mixture and water (discarded) for step 2, respectively. (g) is

the gadolinium mixture (under focus) and (h) is the average of the hydroxyapatite mixture

and water (discarded) for step 3, respectively. (i) is the hydroxyapatite mixture (under

focus) and (j) is water (discarded) for step 4. (k) is water (under focus) for step 5. The

material maps under focus from each step have been combined into one color-coded image

shown in Fig. 7.4(c). The improvement in the gadolinium decomposition from steps 2 to

3 and in the water decomposition from steps 4 to 5 is evident in Fig. 7.3. This is because

optimal bins and bin weights have been chosen for gadolinium in step 3 and water in step

5 which is not the case for steps 2 and 4.

The ground truth and combined decomposition results for single-step and multi-step

are displayed in Fig. 7.4 for the five-material phantom collected with the silicon detector.

The quantitation of these decomposition results can be seen in Tab. 7.1 and 7.2. Table 7.1

displays the percent errors (PEs) in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5)
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(a) (b)

Figure 7.2: (a) Attenuation curves extracted from the counts-over-threshold data and (b)
the model basis functions used in decomposition for the five-material phantom
data collected with the silicon detector in SPM-FPM.

Figure 7.3: Material maps resulting from each step of multi-step material decomposition
for the five-material phantom measured with the silicon detector in SPM-FPM.
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for each material map generated using the single-step and multi-step material decomposition

techniques for the ABS phantom data collected with the silicon detector in SPM-FPM.

The bold values are of most interest as these represent the PEs in a material ROI in its

respective map. Table 7.2 displays the contrast to noise ratios (CNRs) and noise standard

deviations (NSDs) in percent in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for

each material map generated using the single-step and multi-step material decomposition

techniques for the ABS phantom data collected with the silicon detector in SPM-FPM.

The bold values are of most interest as these represent the CNRs and NSDs in a material

ROI in its respective map. Table 7.3 displays the accuracies in percent and corresponding

confidence intervals in percent for a material ROI in its respective map generated using the

single-step and multi-step material decomposition techniques for the ABS phantom data

collected with the silicon detector in SPM-FPM. From the qualitative results, it can be seen

that the hydroxyapatite region is mostly misidentified as iodine in single-step, whereas in

multi-step hydroxyapatite is more accurately recovered. The quantitative results also show

that the multi-step method outperforms single-step. This is evidenced by the worst-case

error of 75.6% for single-step versus 46.8% for multi-step. In addition, CNRs improve from

single-step to multi-step as the average CNR for single-step is 2.54 versus 4.52 for multi-

step. Because of the large number of voxels in each material region, the 95% confidence

intervals are rather tight with little overlap of the ranges between single-step and multi-

step indicating that the performance benefit in multi-step is significant. Also, the weighted

matrices of linear attenuation coefficients for the five-material problem do become better

conditioned as the condition numbers are 1434733 for single-step versus 3388, 2203, 366,

2357 and 1 for the five consecutive steps of the multi-step method.

7.1.1 Determining Sufficient CT Arc Sampling

To study the effects of changes to our decomposition strategy and to justify our methods,

several exploratory calculations were conducted. To determine sufficient sampling of the

CT scan arc required for accurate material decomposition, we examine this multi-material
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Figure 7.4: Color-coded (a) ground truth and combined material decomposition results for
the (b) single-step and (c) multi-step techniques for the five-material phantom
data collected with the silicon detector in SPM-FPM.

Table 7.1: PEs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for single-step and
multi-step for the ABS phantom measured with the silicon detector in SPM-
FPM.

Single-Step Multi-Step

ABS Map 2.0, 1.0, 25.5, 0.0, 27.5 0.8, 0.0, 0.7, 0.0, 0.1

Iodine Map 0.1, 26.7, 12.4, 72.4, 0.2 0.2, 42.4, 8.3, 0.0, 0.1

Gadolinium Map 0.0, 1.0, 75.6, 0.0, 0.4 0.1, 3.7, 46.8, 15.0, 19.2

Hydroxyapatite Map 0.0, 23.6, 12.9, 72.7, 0.3 0.0, 20.0, 6.2, 0.2, 21.5

Water Map 0.4, 1.1, 24.8, 0.9, 28.4 0.4, 10.1, 29.1, 0.0, 43.5

Table 7.2: CNRs and NSDs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for
single-step and multi-step for the ABS phantom measured with the silicon de-
tector in SPM-FPM.

Single-Step Multi-Step

CNR NSD CNR NSD

ABS Map 3.8 3.6, 2.5, 19.0, 0.1, 12.2 4.2 8.8, 0.0, 8.5, 0.0, 3.6

Iodine Map 3.0 1.0, 16.8, 13.3, 31.2, 0.7 3.5 2.6, 15.6, 14.7, 0.0, 2.0

Gadolinium Map 1.1 0.4, 2.7, 21.6, 0.0, 1.8 1.4 2.4, 11.7, 36.6, 14.8, 24.2

Hydroxyapatite Map 0.9 0.3, 15.0, 14.1, 29.1, 0.9 10.6 0.7, 16.0, 14.5, 2.8, 19.2

Water Map 3.9 3.0, 2.7, 24.2, 3.7, 13.0 2.9 5.1, 16.2, 26.8, 0.0, 12.8
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Table 7.3: ACIs in percent for a material ROI in its respective map for single-step and
multi-step for the ABS phantom measured with the silicon detector in SPM-
FPM.

Ground Truth Single-Step Multi-Step

ABS Map 100.00±0.00 97.98±0.07 99.23±0.17

Iodine Map 100.00±0.00 73.35±0.84 57.65±0.78

Gadolinium Map 100.00±0.00 24.36±1.09 53.25±1.85

Hydroxyapatite Map 100.00±0.00 27.28±1.46 99.81±0.14

Water Map 100.00±0.00 71.61±0.65 56.50±0.64

phantom measured with the silicon detector where the scan was conducted over a com-

plete 360◦ arc with 1◦ spacing between the projections. By selecting a subset of equally

spaced projections from the original 360, we can see when decomposition accuracies start

to significantly degrade. This is shown in Fig. 7.5 through four parameters of percent error

(PE), contrast to noise ratio (CNR), noise standard deviation (NSD) and condition num-

ber. In this multi-material problem, there are five materials and five steps of the multi-step

decomposition method yielding many PEs, CNRs and NSDs for each material region of

each material map and five condition numbers corresponding to each step. Here we have

reduced the data to the maximum PEs, minimum CNRs and maximum NSDs consider-

ing only a particular material region in its the respective material map and the maximum

condition numbers of the five steps of the multi-step decomposition. These (a) maximum

PEs, (b) minimum CNRs, (c) maximum NSDs and (d) maximum condition numbers have

been plotted against the number of projections sampled from the original 360 for three

reconstruction algorithms of the Feldkamp, Davis, Kress algorithm [28], the simultaneous

iterative reconstruction technique (SIRT) and the conjugate gradient least squares (CGLS)

algorithm. In all cases, reconstruction was conducted with 120 iterations of SIRT and 10

iterations of CGLS. These methods are implemented in the ASTRA toolbox [91]. This is

the only place in this dissertation where SIRT and CGLS are used. Otherwise, FDK was the

primary reconstruction algorithm used throughout this work. As the number of projections

used for reconstruction and decomposition decreases, noise is expected to increase. The

improvement gained from iterative reconstruction algorithms is more apparent when noise

is higher, so different reconstruction algorithms were explored to see if their decomposition
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(a) (b)

(c) (d)

Figure 7.5: Maximum PEs, minimum CNRs, maximum NSDs and maximum condition
numbers resulting from multi-step decomposition when CT scan arc sampling
varies.

performances differed for different projection samplings. From Fig. 7.5 it can be noticed

that all four parameters (PE, CNR, NSD and condition number) show little change for 120

to 360 projections. The SIRT and CGLS algorithms produce decompositions with lower er-

rors, higher CNRs, lower NSDs and lower condition numbers than FDK as expected. From

this we can conclude that acquiring CT projections with 3◦ spacing over a full 360◦ arc is

about as sparse of sampling as one would want to obtain to maintain decent decomposition

performance.

7.1.2 Comparing Decomposition with Binned Vs. Counts-Over-Threshold Mode

Data

To investigate the benefits of working with data in counts-over-threshold mode versus

data in binned mode, we compared the multi-material decomposition results using both

approaches. As an example, we present a comparison of the data (in either mode) versus
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Figure 7.6: Comparison of data versus basis functions in counts-over-threshold and binned
modes along with corresponding multi-step decomposition results.

the corresponding basis functions for a few select materials (I, Gd and ABS plastic) in Fig.

7.6(a) (counts over threshold) and Fig. 7.6(c) (binned). In this same figure, we also present

the combined final multi-step decomposition results for either mode [Fig. 7.6(b) (counts

over threshold) and Fig. 7.6(d) (binned)]. As can be seen in these attenuation curves, the

match between the data and corresponding basis curve is better in counts-over-threshold

mode. This leads to superior decomposition results as well as all materials are distinguished

in counts-over-threshold mode and are not in binned mode. Specifically, in binned mode the

multi-step algorithm fails to separate water and ABS plastic as the water region is almost

completely misidentified as ABS plastic and specks of water are dispersed throughout the

ABS background region due to the increased noise of this mode. The hydroxyapatite and

gadolinium regions are also better identified in the counts-over-threshold mode case as

gadolinium and water are present in the hydroxyapatite region of the binned mode cases

and ABS plastic is present in the gadolinium region.
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7.1.3 Determining the Benefits of Energy Bin Weighting

The effects of energy bin weighting can be seen in Fig. 7.7 which represent the multi-

material phantom measured with the silicon detector. (a) and (f) represent the ABS plastic

map, (b) and (g) represent the iodine map, (c) and (h) represent the gadolinium map,

(d) and (i) represent the hydroxyapatite map and (e) and (j) represent the water map.

Because we generated energy bins with nearly equal counts in our multi-material phantom

simulations, the effects of this CNR weighting are not as prominent for those examples.

Therefore, to better illustrate the benefits of this CNR weighting we present one of our

experimental results where energy bins with unequal statistics have been measured. In

Fig. 7.7, the ABS map [(a) versus (f)] and the water map [(e) versus (j)] are much better

recovered when CNR weighting is applied versus when it is not. Specifically, a more uniform

ABS background in seen in the case with CNR weighting and less voxels in this region

are incorrectly decomposed as water as seen in the case without weighting. In addition,

the phantom boundary shows up incorrectly as a ring in the gadolinium map of the case

without weighting and not in the case with CNR weighting. The superiority of the case with

weighting is also confirmed by the quantitative errors as the maximum error is reduced from

64.0% to 46.8% when the CNR weighting is applied. Because of the increased accuracies

due to the CNR weighting, the average CNR of the resulting material maps also increase

from 3.02 to 4.52 when the CNR weighting is applied.

7.1.4 Determining the Benefits of Selective Application of the Conservation of

Volume Constraint

The conservation of volume constraint can serve as an additional equation during the

material decomposition process. In a multi-step decomposition, selective application of this

constraint during decomposition steps focusing on low contrast materials and not during

steps focusing on high contrast materials has proven to be a reliable strategy. The best

results for each material map represented as the top row are found through this selective

process (Fig. 7.8). In Fig. 7.8, (a), (f) and (k) represent the ABS plastic map from step
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(f) (g) (h) (i) (j)

Figure 7.7: (a), (b), (c), (d) and (e) represent the multi-step decomposition results with
CNR energy bin weighting. (f), (g), (h), (i) and (j) represent the multi-step
decomposition results without energy bin weighting.

one, (b), (g) and (l) represent the iodine map from step 2, (c), (h) and (m) represent

the gadolinium map from step 3, (d), (i) and (n) represent the hydroxyapatite map from

step 4 and (e), (j) and (o) represent the water map from step 5. (a), (b), (c), (d) and

(e) represent the case with selective application of the constraint, (f), (g), (h), (i) and (j)

represent the case where the constraint is applied to all steps and (k), (l), (m), (n) and

(o) represent the case where the constraint is not applied to any steps. The constraint

serves to force the sum of all volume fractions within a voxel to sum to one. This often

has the effect of elevating the calculated volume fraction of the focus material. This is

helpful when decomposing low contrast materials because they have low attenuations which

yield small volume fractions after decomposition. This can be observed in (k) for the case

without the constraint where the very little ABS plastic is identified in the background

region. This region is instead decomposed as a mixture of iodine, gadolinium and water.

For high contrast materials with high attenuations, the constraint is unnecessary an often

leads to other material regions being misidentified as the high contrast material. This can

be seen in (g) as the hydroxyapatite region is misidentified as iodine. If the constraint is

applied during the last step, any remaining void is filled with the last material to complete

the voxel. This can be seen in (e) and (j) as water fills any remaining voids in the domain.

86
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(k) (l) (m) (n) (o)

Figure 7.8: The top row is the results with selective application of the constraint, the middle
row is the results where the constraint is always applied and the bottom row
are the results where the constraint is never applied.

7.2 Five-Material Phantom Measured with Cadmium Telluride WidePix De-

tector in SPM-FPM

This five-material phantom data was gathered with the cadmium telluride WidePix

detector in SPM-FPM because of the improved spatial resolution in FPM. We have also

found that the spatial resolution of our Medipix3RX detectors is often better in SPM than

in CSM [94]. In this experiment, the PCD data was collected with a Medipix detector with

an effective pixel size of 55 µm with 256 × 256 pixels. The multi-energy 3D attenuation

images were then reconstructed to 80 µm isotropic voxels with 200 × 200 × 200 voxels.

A comparison between the attenuation curves for counts-over-threshold data for each of

the material regions extracted from one slice versus the basis function generated from our

analytical simulation tool used in material decomposition is shown in Fig. 7.9. All material

maps from all multi-step decomposition steps for the five-material phantom data collected

with the cadmium telluride WidePix detector operated in SPM-FPM are shown in Fig.
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(a) (b)

Figure 7.9: (a) Attenuation curves extracted from the counts-over-threshold data and (b)
the model basis functions used in decomposition for the five-material phantom
data collected with the cadmium telluride WidePix detector in SPM-FPM.

7.10. In this figure, (a) is the ABS plastic (under focus), (b) is the average of gadolinium

and iodine mixtures (discarded) and (c) the average of the hydroxyapatite mixture and

water (discarded) for step 1, respectively. (d) is the iodine mixture (under focus), (e) is

the gadolinium mixture (discarded) and (f) is the average of the hydroxyapatite mixture

and water (discarded) for step 2, respectively. (g) is the gadolinium mixture (under focus)

and (h) is the average of the hydroxyapatite mixture and water (discarded) for step 3,

respectively. (i) is the hydroxyapatite mixture (under focus) and (j) is water (discarded) for

step 4. (k) is water (under focus) for step 5. The material maps under focus from each step

have been combined into one color-coded image shown in Fig. 7.11(c). The improvement

in the gadolinium decomposition from steps 2 to 3 and in the water decomposition from

steps 4 to 5 is evident in Fig. 7.10. This is because optimal bins and bin weights have been

chosen for gadolinium in step 3 and water in step 5 which is not the case for steps 2 and 4.

The ground truth and combined decomposition results for single-step and multi-step

are displayed in Fig. 7.11 for the five-material phantom data collected with the cadmium

telluride WidePix detector operated in SPM-FPM. The quantitation of these decomposition

results can be seen in Tab. 7.4 and 7.5. Table 7.4 displays the percent errors (PEs) in each

ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for each material map generated using the
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Figure 7.10: Material maps resulting from each step of multi-step material decomposition
for the five-material phantom measured with the cadmium telluride WidePix
detector in SPM-FPM.

single-step and multi-step material decomposition techniques for the ABS phantom data

collected with the cadmium telluride WidePix detector in SPM-FPM. The bold values are

of most interest as these represent the PEs in a material ROI in its respective map. Table

7.5 displays the contrast to noise ratios (CNRs) and noise standard deviations (NSDs) in

percent in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for each material map

generated using the single-step and multi-step material decomposition techniques for the

ABS phantom data collected with the cadmium telluride WidePix detector in SPM-FPM.

The bold values are of most interest as these represent the CNRs and NSDs in a material

ROI in its respective map. Table 7.6 displays the accuracies in percent and corresponding

confidence intervals in percent for a material ROI in its respective map generated using the

single-step and multi-step material decomposition techniques for the ABS phantom data

collected with the cadmium telluride WidePix detector in SPM-FPM. From the qualitative

results, it can be noticed that the hydroxyapatite and gadolinium regions are misidentified

as iodine in single-step, whereas in multi-step hydroxyapatite and gadolinium are more

accurately recovered. In addition, much of the water region is misidentified as ABS plastic

in single-step, but is more accurately recovered in multi-step. The quantitative results

also display that the multi-step method outperforms single-step. This is evidenced by the
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Figure 7.11: Color-coded (a) ground truth and combined material decomposition results for
the (b) single-step and (c) multi-step techniques for the five-material phantom
data collected with the WidePix detector in SPM-FPM.

Table 7.4: PEs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for single-step
and multi-step for the ABS phantom measured with the WidePix detector in
SPM-FPM.

Single-Step Multi-Step

ABS Map 12.4, 0.1, 15.6, 1.5, 48.7 1.6, 0.0, 0.1, 0.0, 0.7

Iodine Map 1.3, 0.6, 21.1, 79.2, 7.9 0.0, 19.8, 1.7, 32.0, 0.4

Gadolinium Map 7.9, 0.9, 43.9, 2.7, 16.5 0.5, 7.8, 44.1, 26.2, 33.0

Hydroxyapatite Map 1.2, 0.1, 2.9, 85.0, 8.2 0.1, 7.1, 7.5, 44.6, 6.7

Water Map 1.7, 0.1, 4.3, 1.6, 81.3 1.0, 1.9, 31.7, 1.1, 41.1

worst-case error of 85.0% for single-step versus 44.6% for multi-step. In addition, CNRs

improve from single-step to multi-step as the average CNR for single-step is 2.42 versus

3.00 for multi-step. Because of the large number of voxels in each material region, the

95% confidence intervals are rather tight with little overlap of the ranges between single-

step and multi-step indicating that the performance benefit in multi-step is significant.

Also, the weighted matrices of linear attenuation coefficients for the five-material problem

do become better conditioned as the condition numbers are 9924313 for single-step versus

15051, 2922, 682, 1134 and 1 for the five consecutive steps of the multi-step method.
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Table 7.5: CNRs and NSDs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for
single-step and multi-step for the ABS phantom measured with the WidePix
detector in SPM-FPM.

Single-Step Multi-Step

CNR NSD CNR NSD

ABS Map 3.0 10.1, 0.8, 17.0, 1.3, 15.9 3.7 12.6, 0.0, 2.6, 0.0, 8.1

Iodine Map 5.1 1.3, 4.5, 29.3, 12.1, 2.5 3.7 1.6, 19.4, 7.1, 24.2, 3.3

Gadolinium Map 2.1 7.9, 2.0, 22.9, 3.7, 8.2 3.0 4.5, 13.3, 12.5, 15.9, 13.7

Hydroxyapatite Map 1.1 1.5, 1.4, 2.8, 12.9, 2.4 2.0 1.5, 12.7, 12.7, 26.9, 12.1

Water Map 0.8 4.7, 0.9, 4.1, 1.4, 22.5 2.6 7.8, 7.2, 22.2, 6.0, 16.3

Table 7.6: ACIs in percent for a material ROI in its respective map for single-step and
multi-step for the ABS phantom measured with the WidePix detector in SPM-
FPM.

Ground Truth Single-Step Multi-Step

ABS Map 100.00±0.00 87.56±0.19 98.38±0.24

Iodine Map 100.00±0.00 99.41±0.23 80.22±0.98

Gadolinium Map 100.00±0.00 56.08±1.15 55.86±0.63

Hydroxyapatite Map 100.00±0.00 15.00±0.65 55.39±1.35

Water Map 100.00±0.00 18.70±1.13 58.87±0.82

7.2.1 Examining the Benefits of Spectral Correction

The effects of spectral correction were investigated to determine if it was truly neces-

sary using this multi-material phantom data collected with the cadmium telluride WidePix

detector. These results can be seen in Fig. 7.12 and are dramatic. In this figure, (a) and

(c) show the comparison between the data and basis functions for a few select materials (I,

Gd and ABS plastic) when spectral correction is applied and when it is not, respectively.

(b) and (d) show the corresponding combined multi-step decomposition results again when

spectral correction is applied versus when it is not, respectively. From Fig. 7.12(a) and (c)

it can be noticed that a stronger agreement between the data and basis curves is achieved

after spectral correction, especially for higher energies. Without spectral correction, the ba-

sis functions tend to overestimate the data and this leads to poorer decomposition results.

The spectral correction elevates the attenuation of the data such that data and basis curves

are in better agreement. This better agreement between the data and basis functions after

spectral correction leads to better decompositions as the water of the phantom is more cor-

rectly identified with spectral correction versus without. The water and gadolinium regions
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Figure 7.12: Comparison of data with and without spectral correction versus basis functions
along with corresponding multi-step decomposition results.

of the case without spectral correction are nearly completely misidentified as ABS plastic.

The iodine is also much better resolved with spectral correction versus without as the iodine

region is misidentified as a mixture of iodine, hydroxyapatite and water in the case without

spectral correction.

7.3 Five-Material Phantom Measured with Cadmium Telluride WidePix De-

tector in SPM-CM

This five-material phantom data was gathered with the cadmium telluride WidePix

detector in SPM-CM because of the ability to acquire eight energy bins simultaneously in

CM. We have also found that the spatial resolution of our Medipix3RX detectors is often

better in SPM than in CSM [94]. In this experiment, the PCD data was collected with

a Medipix detector with an effective pixel size of 110 µm with 128 × 128 pixels. The

multi-energy 3D attenuation images were then reconstructed to 159 µm isotropic voxels
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with 100 × 100 × 100 voxels. A comparison between the attenuation curves for counts-

over-threshold data for each of the material regions extracted from one slice versus the basis

function generated from our analytical simulation tool used in material decomposition is

shown in Fig. 7.13. All material maps from all multi-step decomposition steps for the five-

material phantom data collected with the cadmium telluride WidePix detector operated

in SPM-CM are shown in Fig. 7.14. In this figure, (a) is the ABS plastic (under focus),

(b) is the average of gadolinium and iodine mixtures (discarded) and (c) the average of

the hydroxyapatite mixture and water (discarded) for step 1, respectively. (d) is the iodine

mixture (under focus), (e) is the gadolinium mixture (discarded) and (f) is the average

of the hydroxyapatite mixture and water (discarded) for step 2, respectively. (g) is the

gadolinium mixture (under focus) and (h) is the average of the hydroxyapatite mixture and

water (discarded) for step 3, respectively. (i) is the hydroxyapatite mixture (under focus)

and (j) is water (discarded) for step 4. (k) is water (under focus) for step 5. The material

maps under focus from each step have been combined into one color-coded image shown in

Fig. 7.15(c). The improvement in the gadolinium decomposition from steps 2 to 3 and in

the water decomposition from steps 4 to 5 is evident in Fig. 7.14. This is because optimal

bins and bin weights have been chosen for gadolinium in step 3 and water in step 5 which

is not the case for steps 2 and 4.

The ground truth and combined decomposition results for single-step and multi-step

are displayed in Fig. 7.15 for the five-material phantom data collected with the cadmium

telluride WidePix detector operated in SPM-CM. The quantitation of these decomposition

results can be seen in Tab. 7.7 and 7.8. Table 7.7 displays the percent errors (PEs) in each

ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for each material map generated using the

single-step and multi-step material decomposition techniques for the ABS phantom data

collected with the cadmium telluride WidePix detector in SPM-CM. The bold values are

of most interest as these represent the PEs in a material ROI in its respective map. Table

7.8 displays the contrast to noise ratios (CNRs) and noise standard deviations (NSDs) in

percent in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for each material map
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(a) (b)

Figure 7.13: (a) Attenuation curves extracted from the counts-over-threshold data and (b)
the model basis functions used in decomposition for the five-material phantom
data collected with the WidePix detector in SPM-CM.

Figure 7.14: Material maps resulting from each step of multi-step material decomposition
for the five-material phantom measured with the cadmium telluride WidePix
detector in SPM-CM.
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Table 7.7: PEs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for single-step
and multi-step for the ABS phantom measured with the WidePix detector in
SPM-CM.

Single-Step Multi-Step

ABS Map 15.4, 0.2, 11.0, 0.7, 34.2 9.8, 0.0, 0.0, 0.0, 0.0

Iodine Map 2.2, 1.7, 17.4, 51.8, 7.5 0.4, 14.8, 15.0, 35.8, 4.3

Gadolinium Map 3.8, 1.0, 43.1, 0.5, 7.4 4.0, 0.1, 42.0, 0.6, 28.0

Hydroxyapatite Map 2.3, 0.9, 6.5, 57.6, 10.4 0.3, 11.1, 0.4, 32.1, 9.4

Water Map 6.8, 0.2, 8.2, 4.6, 59.5 5.0, 2.1, 19.7, 2.8, 42.3

generated using the single-step and multi-step material decomposition techniques for the

ABS phantom data collected with the cadmium telluride WidePix detector in SPM-CM.

The bold values are of most interest as these represent the CNRs and NSDs in a material

ROI in its respective map. Table 7.9 displays the accuracies in percent and corresponding

confidence intervals in percent for a material ROI in its respective map generated using the

single-step and multi-step material decomposition techniques for the ABS phantom data

collected with the cadmium telluride WidePix detector in SPM-CM. From the qualitative

results, it can be observed that the hydroxyapatite region is mostly misidentified as iodine in

single-step, whereas in multi-step hydroxyapatite is more accurately recovered. In addition,

much of the water region is misidentified as ABS plastic in single-step, but is more accurately

recovered in multi-step. The quantitative results also show that the multi-step method

outperforms single-step. This is evidenced by the worst-case error of 59.5% for single-step

versus 42.3% for multi-step. The CNRs remain rather similar from single-step to multi-

step as the average CNR for single-step is 3.30 versus 3.26 for multi-step. Because of the

large number of voxels in each material region, the 95% confidence intervals are rather

tight with little overlap of the ranges between single-step and multi-step indicating that

the performance benefit in multi-step is significant. Also, the weighted matrices of linear

attenuation coefficients for the five-material problem do become better conditioned as the

condition numbers are 10392192 for single-step versus 15321, 5934, 435, 1082 and 1 for the

five consecutive steps of the multi-step method.
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Figure 7.15: Color-coded (a) ground truth and combined material decomposition results for
the (b) single-step and (c) multi-step techniques for the five-material phantom
data collected with the WidePix detector in SPM-CM.

Table 7.8: CNRs and NSDs in each ROI (ROI#1, ROI#2, ROI#3, ROI#4, ROI#5) for
single-step and multi-step for the ABS phantom measured with the WidePix
detector in SPM-CM.

Single-Step Multi-Step

CNR NSD CNR NSD

ABS Map 3.0 18.6, 0.6, 8.4, 0.8, 23.1 2.7 29.7, 0.0, 0.0, 0.0, 0.0

Iodine Map 6.5 2.5, 6.1, 8.3, 32.6, 2.4 4.3 3.6, 16.5, 16.6, 13.6, 12.0

Gadolinium Map 4.3 5.4, 2.6, 11.9, 0.6, 3.6 3.2 13.3, 1.3, 13.0, 4.3, 14.9

Hydroxyapatite Map 1.5 2.9, 4.3, 3.5, 27.1, 3.1 3.0 3.6, 14.3, 3.3, 21.7, 15.4

Water Map 1.2 15.0, 0.6, 4.5, 11.8, 28.6 3.1 15.6, 7.5, 19.3, 11.0, 9.3

Table 7.9: ACIs in percent for a material ROI in its respective map for single-step and
multi-step for the ABS phantom measured with the WidePix detector in SPM-
CM.

Ground Truth Single-Step Multi-Step

ABS Map 100.00±0.00 84.62±0.72 90.24±1.15

Iodine Map 100.00±0.00 98.34±0.62 85.25±1.67

Gadolinium Map 100.00±0.00 56.87±1.19 58.03±1.31

Hydroxyapatite Map 100.00±0.00 42.42±2.74 67.86±2.19

Water Map 100.00±0.00 40.54±2.89 57.72±0.94
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7.4 Chicken Heart with Injected Contrast Agents

Finally, the multi-step method was applied to the decomposition of a biological sample

of a chicken heart with injected contrast agents (Fig. 7.16). The multi-energy chicken heart

data was collected in CSM-FPM because of the improved spectral resolution in CSM and

the improve spatial resolution in FPM. In this figure, (a) displays a front view of the chicken

heart with muscle, tantalum and gadolinium regions identified. (b) is a 3D rendering of

the decomposed chicken heart viewed from the front or positive z-direction based on the

coordinate system shown in (a). The decomposition results have been color-coded with

heart muscle tissue displayed in red, tantalum displayed in blue and gadolinium displayed

in green. (c) is a front view cross section through the heart where both tantalum and

gadolinium are present inside the heart chambers. (d) is a side view cross section [viewed

from the positive x-direction based on the coordinate system in (a)] of the chicken heart

which again shows the distribution of contrast agents within the chambers of the heart. In

(b)-(d), the plastic case enclosing the chicken heart has been digitally removed from view

leaving only the chicken heart and contrast agents. Several views can be seen in Fig. 7.16,

but the distribution of both contrast agents is apparent in the front and side view cross

sections. The Ta is mainly constrained to the top of the phantom where the left atrium and

ascending aorta are located and the Gd is mainly contained in the bottom of the phantom

where the left ventricle is located.

7.5 Discussion of Multi-Material Phantom Results from Experiments

Since we have measured similar phantoms across two different detectors and two different

acquisition modes while maintaining otherwise similar experimental conditions, we can make

some observations. First, after plotting the attenuation curves from regions corresponding to

each material selected from one reconstructed slice (Fig. 7.2, 7.9 and 7.13), we can notice

that the K-edge of iodine is much more identifiable in the silicon data. This identifying

feature aids in the decomposition of iodine as less gadolinium is misidentified as iodine in
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(a) (b) (c) (d)

Figure 7.16: Multi-step material decomposition results for a chicken heart injected with two
contrast agents of tantalum (Ta) and gadolinium (Gd).

the silicon data in comparison to the cadmium telluride WidePix data. The ability of the

silicon detector to better resolve the K-edge of iodine is likely due to its lower atomic number

than cadmium or tellurium. Due to its lower atomic number, silicon does not possess a K-

absorption edge near the K-edge of iodine, whereas cadmium and tellurium do have K-edges

in the energy range of the iodine edge. In the case of the cadmium telluride detector, this

effectively decreases the number of photons or increases the attenuation below the iodine K-

edge and smooths the iodine K-edge. In addition, the superior spatial and energy resolutions

of the silicon detector (as described in Sec. 3.4 and Sec. 3.6, respectively) as compared

with the WidePix detector also tend to improve the decomposition performance of the

silicon data. As for spatial resolution, the more uniform response of the silicon detector

across all pixels leads to reconstructions with less ring artifacts. And the superior energy

resolution of the silicon detector probably produced energy bins with much sharper edges

and less overlapping spectral information. This leads to more unique energy measurements

and less dependencies between the equations of the linear system of equations in material

decomposition. However, a competing effect involves the absorption efficiencies of the two

sensor materials. Cadmium telluride has a much higher absorption efficiency than silicon

and this results in improved pixel statistics for the same acquisition time measurements.
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But overall, the performance of the two detectors seems rather similar with the cadmium

telluride WidePix detector performing slightly better.

From some of our exploratory calculations, we have determined the maximum spacing

between CT projections to maintain a low error decomposition using our multi-step method.

This spacing was 3◦ over a full 360◦ arc. We have also displayed the noise and accuracy

benefit when counts-over-threshold mode data is used in multi-step decomposition versus the

more traditional binned mode. The benefit in decomposition performance of the multi-step

technique when energy weighting based on material specific CNRs was displayed over when

equal bin weighting was used. The importance of spectral correction to overcome detector

distortions and object scatter was emphasized by the superior multi-step decomposition

performance with spectral correction. Finally, the importance of selective application of

the conservation of volume constraint during multi-step decomposition was emphasized.

7.6 Discoveries When Working With Real Data

When working with real data collected from a PCD, we made several changes to our

multi-step method from our initial paper [31]. First, the spectral distortions which were only

mentioned in the discussion of our initial work and were not modeled into the simulations

had to be addressed when working with experimental data. For this reason, we add an

additional step in the work flow for spectral correction. The empirical spectral correction

technique that we employ is simple and can be applied to data collected in all modes of our

Medipix detector. Without spectral correction, a larger mismatch between the measured

attenuation of the objects and the basis functions calculated from our analytical simulation

tool is expected leading to greater errors in decomposition. Second, because of decreased

image quality when subtracting photon counting measurements, we opt to use the data

in its raw form without subtraction. This resulted in a slightly more involved method

for calculating basis functions for decomposition, but yielded lower noise results for the

phantoms studied here. However, further investigation is required to determine whether

this strategy will hold when several low contrast materials are of interest such as water, lipid
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and protein. Third, when pre-processing our projection data we now filter the data with a

bilateral filter rather than a Wiener filter. The bilateral filter provides a good compromise

between edge preservation and smoothing and has been adopted by others [26, 41]. Finally,

we have found that selective application of the conservation of volume constraint during the

solution of soft materials (H2O, ABS plastic and chicken heart muscle) and not during the

solution of high contrast materials (I, Gd and HA) yielded the lowest error decompositions.

This has also been mentioned by others [6].

7.7 Chapter Summary

In this chapter, experimental validation of our multi-step method was conducted with

various multi-material phantoms measured with different detectors and under different ex-

perimental conditions. Sufficient projection arc sampling and the benefits of working in

counts-over-threshold mode, using optimal CNR weights, employing spectral correction and

selectively applying the conservation of volume constraint were presented. Some explanation

for performance differences between the multi-material phantom studies were summarized.

Finally, some important updates to the multi-step method when moving from synthetic

data to experiments were highlighted.
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Chapter 8

Conclusions

The idea of performing material decomposition in multiple steps is novel and versatile.

We have demonstrated the multi-step method in image domain, but it could also be applied

in projection domain. Overall, the PEs, CNRs and NSDs of the multi-step method are

similar to other studies [49, 50, 1, 98] and the possibility to decompose up to six materials

has been demonstrated through simulated phantoms and five materials through physical

phantoms. An anatomical phantom composed of a chicken heart with contrast agents

extends the applicability of the technique to realistic in vitro specimens. Most other methods

that display the ability to decompose six materials, such as the ones by Xue et al. [98]

and Ding et al. [24], use complex statistical techniques requiring high computational time.

We believe that our simple and robust multi-step decomposition method is computationally

efficient and suitable for a range of decomposition problems involving complex imaging tasks

with several materials. As multi-energy x-ray detection systems become more common and

these systems are outfitted to handle material decomposition problems, we hope that our

algorithm will be an attractive choice because of the simplicity of the technique which offers

minimal tuning parameters. Combining statistical iterative methods with our multi-step

technique has the potential for enhanced results with larger numbers of materials. While

the method is shown for data from a photon counting detector, it can be generally applied

to data from multi-bin acquisition methods (such as an extension of dual energy imaging)

without a photon counting detector as well.
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