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## DEDICATION
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Their stories taught us (me and my brother) persistence and enriched our childhood.


#### Abstract

This dissertation deals with the structure of intermediate $C^{*}$-sub-algebras $\mathcal{B}$, either of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$ or of the type $C(Y) \rtimes_{r} \Gamma \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$. We begin by investigating the ideal structure of intermediate $C^{*}$-sub-algebras $\mathcal{B}$ of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$ for commutative unital $\Gamma$-simple $\Gamma$ - $C^{*}$-algebras $\mathcal{A}$. In particular, we show that if $\Gamma$ is a $C^{*}$-simple group, then every such intermediate $C^{*}$-sub-algebra $\mathcal{B}$ is simple. Continuing our perusal, we find examples of inclusions $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{A} \rtimes_{r} \Gamma$ for which every intermediate $C^{*}$-sub-algebra $\mathcal{B}$ of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$ is a crossed product. We show that for a large class of actions $\Gamma \curvearrowright \mathcal{A}$ of $C^{*}$-simple groups $\Gamma$ on unital $C^{*}$-algebras $\mathcal{A}$, including any non-faithful action of a hyperbolic group with trivial amenable radical, every intermediate $C^{*}$-sub-algebra $\mathcal{B}, C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$, is a crossed product. On the von Neumann algebraic side, we show that for every non-faithful action of a acylindrically hyperbolic $C^{*}$-simple group $\Gamma$ on a von Neumann algebra $\mathcal{M}$ with separable predual, every intermediate vNa $\mathcal{N}, L(\Gamma) \subseteq \mathcal{N} \subseteq \mathcal{M} \rtimes \Gamma$ is a crossed product vNa. Finally, we inquire into the ideal structure of intermediate $C^{*}$-sub-algebras $\mathcal{B}$ of the form $C(Y) \rtimes_{r} \Gamma \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$ for an inclusion of unital $\Gamma$-simple $\Gamma$ - $C^{*}$-algebras $C(Y) \subset C(X)$. We introduce a notion of generalized Powers averaging and show that it is equivalent to the simplicity of the crossed product $C(X) \rtimes_{r} \Gamma$. As an application, we show that every intermediate $C^{*}$-sub-algebras $\mathcal{B}, C(Y) \rtimes_{r} \Gamma \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$ is simple whenever $C(Y) \rtimes_{r} \Gamma$ is simple.
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## 1 Chapter Zero

Who sees further a dwarf or a giant?
Surely a giant for his eyes are situated at a higher level than those of the dwarf. But if the dwarf is placed on the shoulders of the giant who sees further? ... So too we are dwarfs astride the shoulders of giants. We master their wisdom and move beyond it. Due to their wisdom we grow wise and are able to say all that we say, but not because we are greater than they.

A Wise Philosopher

In 1972, Furstenberg [16] introduced "boundary" to study certain properties of lattices of semisimple lie groups (e.g., think of $\mathbb{S L}_{n}(\mathbb{Z})$ inside $\mathbb{S L}_{n}(\mathbb{R})$ ). Around the same time, Powers [34] showed that $C_{\lambda}^{*}\left(\mathbb{F}_{2}\right)$ is simple. He used a form of averaging (more famously known as Powers averaging) to show that every non-zero closed ideal of $C_{\lambda}^{*}\left(\mathbb{F}_{2}\right)$ must contain an invertible element, hence must be all of $C_{\lambda}^{*}\left(\mathbb{F}_{2}\right)$. Until 2014 , research on $C^{*}$-simplicity was dominated by combinatorial variations of Powers averaging property.

In 2014, Kalantar and Kennedy [22] gave a dynamical characterization of $C^{*}$-simplicity. In particular, they showed that a group $\Gamma$ is $C^{*}$-simple if and only if the action $\Gamma \curvearrowright \partial_{F} \Gamma$ on the Furstenberg boundary $\partial_{F} \Gamma$ is (topologically) free. We use this characterization in the later chapters for $C^{*}$-simple group actions.

For a unital $\Gamma$ - $C^{*}$-algebra $\mathcal{A}$, the reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$ encodes the information of $\mathcal{A}$ and the group $\Gamma$ (much similar to the construction of $G \ltimes H$, a semi-direct product of two groups $G$ and $H)$. Moreover, by construction, $\mathcal{A} \rtimes_{r} \Gamma$ contains $C_{\lambda}^{*}(\Gamma)$ as a $C^{*}$-subalgebra. Naturally, people began to investigate if the properties of $C_{\lambda}^{*}(\Gamma)$ are reflected in the bigger $C^{*}$-algebra $\mathcal{A} \rtimes_{r} \Gamma$. In particular, they began to study the ideal structure of the crossed product $\mathcal{A} \rtimes_{r} \Gamma$, e.g., see
$[3,10,12,13,21,24,35,38]$. In this dissertation, we enquire into the structure of intermediate subalgebras of crossed products.

Building on the characterization provided in [22], Kalantar and Kennedy along with their coauthors Breuillard and Ozawa solved many important problems in [7] which were open for several years. In particular, they showed that $\mathcal{A} \rtimes_{r} \Gamma$ is simple when $\mathcal{A}$ is $\Gamma$-simple and $C_{\lambda}^{*}(\Gamma)$ is simple (and in the process answered a question asked in [12] in the affirmative). In many ways, this was a starting point for us.

Initially, we investigate the structure of intermediate $C^{*}$-sub-algebras $\mathcal{B}, C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$. In the final chapter, we enquire into the ideal structure of intermediate $C^{*}$-subalgebra $\mathcal{B}$ of the form $C(Y) \rtimes_{r} \Gamma \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$ for an inclusion $C(Y) \subset C(X)$ of unital $\Gamma$ - $C^{*}$-algebras.

This dissertation is divided into two parts. In the first part, we describe the objects of our interest. Since we primarily deal with $C^{*}$-simple groups (except for the final chapter), we mention some of the outstanding works done in understanding such structures (i.e., $[7,9,19,20,22,26,27,30]$ ). Since "boundary actions" play a significant role for us, we illustrate two examples of such actions where we can explicitly get hold of a "boundary".

We prove the main results in the second part. In the second chapter, we take the first step towards understanding the structure of intermediate $C^{*}$-subalgebras. In this chapter, we deal with the ideal structure of intermediate $C^{*}$-subalgebras $\mathcal{B}$ of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$ for $C^{*}$ simple groups $\Gamma$ acting minimally on a compact Hausdorff space $X$. In particular, we show that if $\Gamma$ is $C^{*}$-simple and $X$ is a minimal $\Gamma$-space (in which case $C(X) \rtimes_{r} \Gamma$ is simple), every intermediate $C^{*}$-subalgebra $\mathcal{B}$ of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$ is simple.

In the third chapter, we move further ahead and give examples of $C^{*}$-simple group actions $\Gamma \curvearrowright \mathcal{A}$ for which every intermediate $C^{*}$-subalgebra $\mathcal{B}$ of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$ is a crossed product. We prove a similar result in the context of von Neumann algebras as well. For this, we introduce the notion of "plump subgroups" and show that the class of such subgroups is huge. We also give various dynamical characterizations of such groups in the process.

Finally, in the fourth and last chapter, we generalize the well known "Powers averaging" to
the level of commutative crossed products and show that such an averaging is equivalent to the simplicity of the crossed product $C(X) \rtimes_{r} \Gamma$. As an application, we generalize the result of the second chapter to the setting of commutative reduced crossed products.

Part I

## Introducing the tools.

## 2 Introduction

Young man, in mathematics you don't understand things. You just get used to them.

John von Neumann
In this chapter, we describe the construction of the objects we work with. In particular, we describe the structure of reduced $C^{*}$-algebra, reduced crossed products and associated maps. Moreover, we also briefly recall the important works which have been done in understanding the structure of these objects (mostly without proofs). The contents of the first section are mostly taken from [8].

### 2.1 Group $C^{*}$-algebras

We begin by discussing an important class of $C^{*}$-algebras which is primary to our interest. Let $\Gamma$ be a discrete group. Let $\lambda: \Gamma \rightarrow \mathbb{B}\left(\ell^{2}(\Gamma)\right)$ denote the left regular representation:

$$
\lambda_{s}\left(\delta_{t}\right)=\delta_{s t}, s, t \in \Gamma
$$

Note that $\left\{\delta_{t}: t \in \Gamma\right\}$ is an orthonormal basis for $\ell^{2}(\Gamma)$. For $f \in \ell^{\infty}(\Gamma)$ and $s \in \Gamma$, we define $s . f \in \ell^{\infty}(\Gamma)$ by $s . f(t)=f\left(s^{-1} t\right), s, t \in \Gamma$. We view $\ell^{\infty}(\Gamma)$ as multiplication operators on $\mathbb{B}\left(\ell^{2}(\Gamma)\right)$, i.e.,

$$
M_{f}\left(\delta_{t}\right)=f(t) \delta_{t}, \quad f \in \ell^{\infty}(\Gamma), t \in \Gamma
$$

An easy calculation then shows that

$$
\lambda_{s} M_{f} \lambda_{s}^{*}=s . f, \forall f \in \ell^{\infty}(\Gamma), s \in \Gamma
$$

Definition 2.1. The reduced $C^{*}$-algebra of $\Gamma$, denoted by $C_{\lambda}^{*}(\Gamma)$, is defined as

$$
C_{\lambda}^{*}(\Gamma)=\overline{\operatorname{Span}}^{\|\cdot\|_{\mathbb{B}^{2}(\Gamma)}\left\{\lambda_{t}: t \in \Gamma\right\}, ~}
$$

A state on $\varphi$ a unital $C^{*}$-algebra $\mathcal{A}$ is a positive linear functional of norm 1. Moreover, a state $\varphi$ is called a trace if

$$
\varphi(a b)=\varphi(b a), \forall a, b \in \mathcal{A} .
$$

The reduced $C^{*}$-algebra comes equipped with a canonical trace which will play an important role for us later.

Proposition 2.2. [8, Proposition 2.5.3] The map $\tau_{0}: C_{\lambda}^{*}(\Gamma) \rightarrow \mathbb{C}$ defined by $\tau_{0}(x)=\left\langle x \delta_{e}, \delta_{e}\right\rangle$ is a faithful trace.

We introduce the notion of amenable groups below and refer the reader to [8, Theorem 2.6.8] for characterizations of such groups. We do not deal with them in the later chapters but they serve as important non-examples for us.

Definition 2.3. A group $\Gamma$ is called amenable if there exists a state $\mu$ on $\ell^{\infty}(\Gamma)$ which is invariant under the left translation action, i.e., for all $s \in \Gamma$ and $f \in \ell^{\infty}(\Gamma), \mu(s . f)=\mu(f)$.

There are plenty of amenable groups around, e.g., finite groups, abelian groups. In fact, all solvable (hence, nilpotent) groups are amenable.

Example 2.4 (Non-abelian free groups). The free group $\mathbb{F}_{2}$ of rank two is not amenable. See [8, Example 2.6.7] for a proof.

We shall see later that free groups belong to a class of groups called $C^{*}$-simple groups.
Definition 2.5. A group $\Gamma$ is called $C^{*}$-simple if $C_{\lambda}^{*}(\Gamma)$ doesnot have any non-trivial closed ideals.

### 2.2 Reduced crossed products

Definition 2.6. Let $\Gamma$ be a discrete group and $\mathcal{A}$ be a $C^{*}$-algebra. An action of $\Gamma$ on $\mathcal{A}$ is a group homomorphism $\alpha$ from $\Gamma$ into the group of $*$-automorphisms on $\mathcal{A}$. A $C^{*}$-algebra equipped with a
$\Gamma$-action is called a $\Gamma$ - $C^{*}$-algebra.

Suppose that $\mathcal{A}$ is a unital $\Gamma$ - $C^{*}$-algebra. Let $\pi: \mathcal{A} \rightarrow \mathbb{B}(\mathcal{H})$ be a faithful $*$-representation. Let $\ell^{2}(\Gamma, \mathcal{H})$ be the space of square summable $\mathcal{H}$-valued functions on $\Gamma$, i.e.,

$$
\ell^{2}(\Gamma, \mathcal{H})=\left\{\xi: \Gamma \rightarrow \mathcal{H} \text { such that } \sum_{t \in \Gamma}\|\xi(t)\|_{\mathcal{H}}^{2}<\infty .\right\}
$$

There is an action $\Gamma \curvearrowright \ell^{2}(\Gamma, H)$ by left translation:

$$
\lambda_{s} \xi(t):=\xi\left(s^{-1} t\right), \xi \in \ell^{2}(\Gamma, \mathcal{H}), s, t \in \Gamma
$$

Let $\sigma$ be a *-representation

$$
\sigma: \mathcal{A} \rightarrow B\left(\ell^{2}(\Gamma, \mathcal{H})\right)
$$

defined by

$$
\sigma(a)(\xi)(t):=\pi\left(t^{-1} a\right) \xi(t), a \in \mathcal{A}
$$

where $\xi \in \ell^{2}(\Gamma, \mathcal{H}), t \in \Gamma$. The reduced crossed product $C^{*}$-algebra $\mathcal{A} \rtimes_{\alpha, r} \Gamma$ is the closure in $B\left(\ell^{2}(\Gamma, \mathcal{H})\right)$ of the subalgebra generated by the operators $\sigma(a)$ and $\lambda_{s}$. Note that $\lambda_{s} \sigma(a) \lambda_{s^{-1}}=$ $\sigma(s . a)$ for all $s \in \Gamma$ and $a \in \mathcal{A}$.

Remark 2.7. It is easy to see that $\mathcal{A} \rtimes_{r} \Gamma$ contains $C_{\lambda}^{*}(\Gamma)$ as as a $C^{*}$-subalgebra.

The reduced crossed product comes equipped with a projection from $C(X) \rtimes_{r} \Gamma$ onto $C(X)$ denoted by $\mathbb{E}$. It is called a "conditional expectation". Since it will play crucial role for us in the later chapters, we take some time to develop the intuition. We do not go into the detailed proofs (for which we refer the reader to [8]). Recall the definition of an operator system.

Definition 2.8. An operator system $E$ is a closed self-adjoint subspace of a unital $C^{*}$-algebra $\mathcal{A}$ such that $\mathbf{1}_{\mathcal{A}} \in E$. The $n \times n$ matrices over $E, \mathbb{M}_{n}(E)$, inherit an order structure from $\mathbb{M}_{n}(\mathcal{A})$ : an element in $\mathbb{M}_{n}(E)$ is positive if and only if it is positive in $\mathbb{M}_{n}(\mathcal{A})$.

## Towards conditional expectation

A map $\varphi: E \rightarrow \mathcal{B}$ from an operator system $E$ into a $C^{*}$-algebra $\mathcal{B}$ is called completely positive if $\varphi_{n}: \mathbb{M}_{n}(E) \rightarrow \mathbb{M}_{n}(\mathcal{B})$, defined by

$$
\varphi_{n}\left(\left[a_{i, j}\right]\right)=\left[\varphi\left(a_{i, j}\right)\right],
$$

is positive (i.e., maps positive matrices to positive matrices) for every $n$. In addition, if $\varphi\left(\mathbf{1}_{E}\right)=\mathbf{1}_{\mathcal{A}}$, we say that $\varphi$ is a unital completely positive map. We write u.c.p for "unital completely positive" maps. An important class of such maps are $*$-homomorphisms $\pi$ between two unital $C^{*}$-algebras.

Proposition 2.9. [8, Proposition 1.5.7] Let $\mathcal{A}$ and $\mathcal{B}$ be $C^{*}$-algebras and $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a u.c.p map.

1. (Schwarz Inequality) The inequality $\varphi(a)^{*} \varphi(a) \leq \varphi\left(a^{*} a\right)$ holds for every $a \in \mathcal{A}$.
2. (Bimodule Property) Given $a \in \mathcal{A}$, if $\varphi(a)^{*} \varphi(a)=\varphi\left(a^{*} a\right)$ and $\varphi\left(a a^{*}\right)=\varphi(a) \varphi(a)^{*}$, then $\varphi(b a)=\varphi(b) \varphi(a)$ and $\varphi(a b)=\varphi(a) \varphi(b)$ for every $b \in \mathcal{A}$.
3. The subspace $\mathcal{A}_{\varphi}$ defined as

$$
\left\{a \in \mathcal{A}: \varphi(a)^{*} \varphi(a)=\varphi\left(a^{*} a\right) \text { and } \varphi\left(a a^{*}\right)=\varphi(a) \varphi(a)^{*}\right\}
$$

is a $C^{*}$-subalgebra of $\mathcal{A}$.
Definition 2.10. Let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a u.c.p map. The $C^{*}$-subalgebra $\mathcal{A}_{\varphi}$ in Proposition 2.9 is called the multiplicative domain of $\varphi$.

We shall derive many important results by showing that a $C^{*}$-subalgebra falls in multiplicative domain of states but that is for later. It turns out that conditional expectations are important examples of u.c.p maps.

Definition 2.11. Let $\mathcal{B} \subset \mathcal{A}$ be an inclusion of unital $C^{*}$-algebras. A projection from $\mathcal{A}$ onto $\mathcal{B}$ is a linear map $E: \mathcal{A} \rightarrow \mathcal{B}$ such that $E(b)=b$ for all $b \in \mathcal{B}$. A conditional expectation from $\mathcal{A}$ onto $\mathcal{B}$ is a u.c.p projection $E$ from $\mathcal{A}$ onto $\mathcal{B}$ such that $E\left(b x b^{\prime}\right)=b E(x) b^{\prime}$ for every $x \in \mathcal{A}$ and $b, b^{\prime} \in \mathcal{B}$.

Theorem 2.12 (Tomiyama). [8, Theorem 1.5.10] Let $\mathcal{B} \subset \mathcal{A}$ be an inclusion of unital $C^{*}$-algebras. Let $E$ be a projection from $\mathcal{A}$ onto $\mathcal{B}$ with $\mathbf{1}_{\mathcal{A}} \in \mathcal{B}$. The following are equivalent:

1. $E$ is a conditional expectation.
2. $E$ is u.c.p.
3. $E$ is contractive.

The reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$ comes equipped with a canonical conditional expectation $\mathbb{E}: \mathcal{A} \rtimes_{r} \Gamma \rightarrow \mathcal{A}$ defined by

$$
\mathbb{E}\left(\sigma\left(a_{s}\right) \lambda_{s}\right)=\left\{\begin{array}{ll}
0 & \text { if } s \neq e \\
\sigma\left(a_{e}\right) & \text { otherwise }
\end{array}\right\}
$$

It follows from [8, Proposition 4.1.9] that $\mathbb{E}$ extends to a faithful conditional expectation from $\mathcal{A} \rtimes_{r} \Gamma$ onto $\mathcal{A}$. Observe that the map $\mathbb{E}$ is $\Gamma$-equivariant, i.e.,

$$
\mathbb{E}\left(\lambda_{s} x \lambda_{s^{-1}}\right)=\alpha_{s}(\mathbb{E}(x)), x \in \mathcal{A} \rtimes_{r} \Gamma, s \in \Gamma
$$

Sometimes, we will be seeing the reduced crossed product either inside $\mathbb{B}\left(\ell^{2}(\Gamma)\right)$. We illustrate how below.

## Inside our favorite Hilbert space.

By a compact $\Gamma$-space, we mean a compact Hausdorff space $X$ on which $\Gamma$ acts by homeomorphisms, i.e., there is a homomorphsim $\phi: \Gamma \rightarrow \operatorname{Homeo}(X)$ from the group $\Gamma$ to $\operatorname{Homeo}(X)$, the group of homeomorphisms on $X$. For an element $s \in \Gamma$, we denote the action $s \curvearrowright X$ by s.x instead of $\phi(s) x$ by a slight abuse of notation. The action $\Gamma \curvearrowright X$ is said to be minimal if the only nonempty $\Gamma$-invariant closed subset of $X$ is $X$ itself. For compact minimal $\Gamma$-spaces $X$ ( $\Gamma \curvearrowright X$ by homeomorphisms), we will view $C(X) \rtimes_{r} \Gamma$ inside $\mathbb{B}\left(\ell^{2}(\Gamma)\right)$. For a probability measure $\nu$ on $X$, we denote by $P_{\nu}$ the corresponding Poisson map, i.e., the corresponding unital positive $\Gamma$-equivariant
$\operatorname{map} P_{\nu}: C(X) \rightarrow \ell^{\infty}(\Gamma)$ defined by

$$
P_{\nu}(f)(s)=\int_{X} f(s x) d \nu(x), s \in \Gamma, f \in C(X)
$$

Define a map $T: \ell^{\infty}(\Gamma) \rightarrow \mathbb{B} \ell^{2}(\Gamma)$ by $T(g)=M_{g}$, where $M_{g}(\xi)=g \xi, \xi \in \ell^{2}(\Gamma)$. Define $\pi: C(X) \rightarrow$ $\mathbb{B} \ell^{2}(\Gamma)$ by $\pi(f)=T \circ P_{\nu}(f)$. In particular, for a point measure $\nu=\delta_{x_{0}}, x_{0} \in X$, the Poisson map corresponding to $\delta_{x_{0}}$ turns out to be just the evaluation at $x_{0}$, i.e., $P_{\nu}(f)(s)=f\left(s . x_{0}\right)$. Moreover, in this case, $\pi: C(X) \rightarrow \mathbb{B} \ell^{2}(\Gamma)$ is an injective $*$-homomorphism. Note that $\left\{\delta_{t}: t \in \Gamma\right\}$ is an orthonormal basis for $\ell^{2}(\Gamma)$. Moreover,

$$
\pi(f)\left(\delta_{t}\right)=T \circ P_{\nu}(f)\left(\delta_{t}\right)=M_{P_{\nu}(f)}\left(\delta_{t}\right)=f\left(t \cdot x_{0}\right) \delta_{t} .
$$

Now,

$$
C(X) \rtimes_{r} \Gamma=\overline{\operatorname{Span}\left\{\pi(f) \lambda_{s}: f \in C(X), s \in \Gamma\right\}}{ }^{\|\cdot\|_{\mathbb{B}\left(\ell^{2}(\Gamma)\right)}}
$$

We will use this representation when we deal with minimal $\Gamma$-spaces $X$ in the later chapters.

### 2.3 Simplicity of group $C^{*}$-algebras and their relation to boundaries

Since Powers proof [34] in 1975 that the free group on two generators is both $C^{*}$-simple and has the unique trace property, it had been a major open problem to characterize groups with either of these properties, and in particular to determine whether they are equivalent (see, e.g., [18] for this fact, and for a nice general survey of the subject matter). Recall that a discrete group $\Gamma$ is called $C^{*}$-simple if the reduced $C^{*}$-algebra $C_{r}^{*}(\Gamma)$ is simple. Using the characterization provided in the pioneering work of Kalantar and Kennedy ([22]), the problem of characterizing groups with the unique trace property was completely settled in [7]. Finally, le Boudec [28] exhibited an example of a group with unique trace property but not $C^{*}$-simple, thereby establishing that the unique trace property and $C^{*}$-simplicity are not equivalent properties. In all these significant works, the key was the dynamical characterization of $C^{*}$-simplicity of $\Gamma$ in terms of its action on the

Furstenberg boundary $\partial_{F} \Gamma$ (see [22, Theorem 1.5]), developed by Furstenberg [16] (also see [15]). We define boundary actions and provide two explicit examples of boundary actions before stating the celebrated result of [22].

Definition 2.13 (Boundary Action). The action $\Gamma \curvearrowright X$ is called a boundary action if

$$
\left\{\delta_{x}: x \in X\right\} \subset \overline{\Gamma \nu}^{\text {weak }^{*}}
$$

for $\nu \in \operatorname{Prob}(X)$.
Proposition 2.14. [15,16] The Furstenberg boundary of $\Gamma, \partial_{F} \Gamma$ is a $\Gamma$ boundary which is universal in the sense that every every other $\Gamma$-boundary $Y$ is a $\Gamma$-equivariant continuous image of $\partial_{F} \Gamma$. Moreover, such a maximal $\Gamma$-boundary exists.

The existence of such a space is a consequence of a product argument involving representatives of all boundaries (see, e.g., [16, P. 199]). Moreover, Furstenberg showed that it is unique upto $\Gamma$ equivariant homeomorphism. The uniqueness is a consequence of the following important property. Proposition 2.15. [16, Proposition 4.2] Every $\Gamma$-map from a compact $\Gamma$-space $Y$ into $\mathcal{P}(X)$, where $X$ is a $\Gamma$-boundary, must contain $X$ in its range. Moreover, if $Y$ is minimal, then there is at most one such map.

### 2.4 Examples

### 2.4.1 Boundaries of free groups

We give an explicit example of a boundary action for $\mathbb{F}_{2}$, the free group of two generators $\{a, b\}$.
Definition 2.16. $\partial \mathbb{F}_{2}$ is the set of all infinite reduced words made from $\left\{a, b, a^{-1}, b^{-1}\right\}$. $\mathbb{F}_{2}$ acts on $\partial \mathbb{F}_{2}$ by adjoining the finite string on the left of the infinite word and then reducing it further.

It is not hard to see the following.

Proposition 2.17. The following statements are true:

1. $\partial \mathbb{F}_{2}$ is compact.
2. Every group element of $\mathbb{F}_{2}$ defines a homeomorphism from $\partial \mathbb{F}_{2}$ to $\partial \mathbb{F}_{2}$.

The following proposition is straightforward from the definitions.

Proposition 2.18. The following hold true for $\mathbb{F}_{2} \curvearrowright \partial \mathbb{F}_{2}$.

1. For any $x \in \partial \mathbb{F}_{2}$, the orbit of $x$ denoted by $O_{x}$ is dense in $\partial \mathbb{F}_{2}$. Hence, the action $\mathbb{F}_{2} \curvearrowright \partial \mathbb{F}_{2}$ is minimal.
2. Let $g \in \mathbb{F}_{2}$. Then there are two fixed points for $g$ in $\partial \mathbb{F}_{2}$, i.e., there exist $x_{g}^{+}$and $x_{g}^{-1}$ in $\partial \mathbb{F}_{2}$ such that $g x_{g}^{+}=x_{g}^{+}$and $g x_{g}^{-1}=x_{g}^{-1}$. For $x \in \mathbb{F}_{2} \backslash\left\{x_{g}^{-1}\right\},\left\{g^{n} x\right\}_{n} \xrightarrow{n \rightarrow \infty} x_{g}^{+}$.
3. Fix $x_{0} \in \partial \mathbb{F}_{2}$. Let $\nu \in \operatorname{Prob}\left(\partial \mathbb{F}_{2}\right)$. Then there exists $g_{n} \in \mathbb{F}_{2}$ such that $g_{n} \cdot \nu \rightarrow \delta_{x_{0}}$ in weak*topology. In particular, $\mathbb{F}_{2} \curvearrowright \partial \mathbb{F}_{2}$ is a boundary action.
4. There is no invariant probability measure on $\partial \mathbb{F}_{2}$.

### 2.4.2 Linear group acting on the projective plane

Recall that the real projective plane $\mathbb{R} \mathbb{P}^{1}$ is formed by taking the quotient of $\mathbb{R}^{2} \backslash\{0\}$ under the equivalence relation $x \sim \lambda x$ for all real numbers $\lambda \neq 0$. We now consider another example of a boundary action, i.e.,

$$
\mathbb{S L}_{2}(\mathbb{Z}) \curvearrowright \mathbb{R P}^{1}
$$

Here, $\mathbb{S L}_{2}(\mathbb{Z})$ acts on $\mathbb{R}^{1}$ by left multiplication, i.e., $A \cdot x=A x$, where $A \in \mathbb{S L}_{2}(\mathbb{Z})$ and $x=\left[x_{1}\right.$ : $\left.x_{2}\right] \in \mathbb{R} \mathbb{P}^{1}$. It is not difficult to verify the following facts.

Proposition 2.19. Suppose that $\mathbb{S L}_{2}(\mathbb{Z})$ acts on $\mathbb{R} \mathbb{P}^{1}$ by left multiplication, i.e., $A \cdot x=A x$, where $A \in \mathbb{S L}_{2}(\mathbb{Z})$ and $x=\left[x_{1}: x_{2}\right] \in \mathbb{R P}^{1}$. Then the following hold true.

1. For any upper triangular matrix $A \in \mathbb{S L}_{2}(\mathbb{Z})$, for any $\left[x_{1}: x_{2}\right] \in \mathbb{R P}^{1}$, the sequence $A^{n}\left[x_{1}\right.$ : $\left.x_{2}\right] \rightarrow[1,0]$ as $n \rightarrow \infty$.
2. For each $A \in \mathbb{S L}_{2}(\mathbb{Z})$ with real eigenvalues, there exists $x_{A} \in \mathbb{R P}^{1}$ such that $A x_{A}=x_{A}$ and $A^{n} y \rightarrow x_{A}$ for all $y \in \mathbb{R P}^{1}$ except possibly one point.
3. $O_{x}=\left\{A \cdot x: A \in S L_{2}(\mathbb{Z})\right\}$ is dense for any $x \in \mathbb{R} \mathbb{P}^{1}$. Hence, the action $S L_{2}(\mathbb{Z}) \curvearrowright \mathbb{R P}^{1}$ is minimal.
4. Let $\nu$ be a probability measure on $X=\mathbb{R P}^{2}$. Let $y=\left[y_{1}, y_{2}\right] \in \mathbb{R P}^{2}$ be fixed. Then there exists a net $A_{i} \in \mathbb{S L}_{2}(\mathbb{Z})$ such that $A_{i} \cdot \nu \rightarrow \delta_{y}$ in weak-* topology. In particular, the action $S L_{2}(\mathbb{Z}) \curvearrowright \mathbb{R P}^{1}$ is a boundary action.

Using Hamana's theory of $\Gamma$-injective envelopes, Kalantar-Kennedy [22] gave the following characterization of $C^{*}$-simplicity, which paved the way for many important future works.

Theorem 2.20. Let $\Gamma$ be a discrete group. The following are equivalent:

1. $\Gamma$ is $C^{*}$-simple.
2. $\Gamma$ acts freely on its Furstenberg boundary $C\left(\partial_{F} \Gamma\right)$
3. there exists a topologically free $\Gamma$-boundary.

However, the key insight in Power's proof of the $C^{*}$-simplicity is that the left regular representation of $\mathbb{F}_{2}$ satisfies a certain averaging property.

Definition 2.21. A discrete group $\Gamma$ is said to have the Powers averaging property if the following holds: for every element $a$ in the reduced $C^{*}$-algebra $C_{r}^{*}(\Gamma)$ and every $\epsilon>0$ there are $s_{1}, \ldots, s_{m} \in \Gamma$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}\left(a-\tau_{0}(a)\right) \lambda_{s_{j}^{-1}}\right\|<\epsilon,
$$

where $\tau_{0}$ is the canonical trace on $C_{r}^{*}(\Gamma)$.

It is easy to see that any group satisfying the Powers averaging property is $C^{*}$-simple. In fact, prior to the publication of [22] and [7], essentially the only method available to prove the $C^{*}$-simplicity of discrete groups was to show that the group $\Gamma$ satisfies some variant of the Powers
averaging property. It was shown in [19] and [26] independently that the $C^{*}$-simplicity of the group $\Gamma$ is equivalent to the group having the Powers averaging property.

### 2.5 Simplicity of reduced crossed products

A unital $C^{*}$-algebra $\mathcal{A}$ is called simple if it doesn't have any non-trivial two sided closed ideals. It has long been recognized that the simplicity of the reduced crossed product $C(X) \rtimes_{r} \Gamma$ is related to the topological dynamics of the $\Gamma$-action on $X$ (see, e.g., the work of Kawamura and Tomiyama [25], and the work of Archbold and Spielberg [5]). While the literature has a lot of papers on simplicity of $C^{*}$-algebras, a part of the motivation comes from a problem posed by de la Harpe and Skandalis. The Powers averaging property for the reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$ of the action of a Powers group $\Gamma$ on a unital $C^{*}$-algebra $\mathcal{A}$, was proved by de la Harpe and Skandalis in [12] (Recently, Bryder and Kennedy [9] studied the ideal structure of (twisted) crossed products over $C^{*}$-simple groups. In particular, they showed that the reduced crossed product over a $C^{*}$-simple group has the Powers averaging property).

Definition 2.22. The reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$ is said to have the Powers averaging property if for every element $a$ in the reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$ and every $\epsilon>0$, there are $s_{1}, \ldots, s_{m} \in \Gamma$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}(a-\mathbb{E}(a)) \lambda_{s_{j}^{-1}}\right\|<\epsilon .
$$

A unital $\Gamma$ - $C^{*}$-algebra $\mathcal{A}$ is called $\Gamma$-simple if $\mathcal{A}$ does not have any non-trivial two sided closed $\Gamma$-invariant ideals. They used the above definition to prove the simplicity of $\mathcal{A} \rtimes_{r} \Gamma$ for a Powers group $\Gamma$ and unital $\Gamma$-simple, $\Gamma$ - $C^{*}$-algebra $\mathcal{A}$. The idea is to use this averaging on a non-zero element of an ideal to get it close enough to an invertible element of the reduced crossed product. We employ a variant of this technique in later chapters and we elaborate on this idea then.

Theorem 2.23. [12] Suppose that $\mathcal{A}$ is a unital $\Gamma$-simple $\Gamma$ - $C^{*}$-algebra. If $\Gamma$ is a Powers group, then $\mathcal{A} \rtimes_{r} \Gamma$ is simple.

Moreover, they asked if the above theorem holds true, when Powers group $\Gamma$ is replaced by $C^{*}$-simple groups? And the answer turned out to be yes, which was established in [7].

Theorem 2.24. [7] Suppose that $\mathcal{A}$ is a unital $\Gamma$-simple $\Gamma$ - $C^{*}$-algebra. If $\Gamma$ is $C^{*}$-simple, then $\mathcal{A} \rtimes_{r} \Gamma$ is simple.

The idea of the proof for the above theorem is somehow inspired by the techniques in [5]. For an ideal $I$ of $\mathcal{A} \rtimes_{r} \Gamma$, they show that the ideal $J$ generated by $I$ in $\left(\mathcal{A} \otimes C\left(\partial_{F} \Gamma\right)\right) \rtimes_{r} \Gamma$ is non-trivial. And, then the authors show that $J \cap \mathcal{A}$ is a non-trivial ideal of $\mathcal{A}$ which is impossible since $\mathcal{A}$ is $\Gamma$-simple. Hence, $\mathcal{A} \rtimes_{r} \Gamma$ must be simple. We do not elaborate on the details for it is not necessary to do so for our purposes. The interested reader is advised to look in [7] for details.

After all this, one may ask the following:
Question 2.25. What can one say about the $\Gamma$-simplicity of the $\Gamma$ - $C^{*}$-sub-algebras of the reduced crossed product $A \rtimes_{\alpha, r} \Gamma$, when $A$ is $\Gamma$-simple and $\Gamma$ is $C^{*}$-simple?

The answer to this question makes up the content of the next chapter. Before we go on to the next chapter, we talk briefly about the works of Kawabe [23] which is a generalization of [22] to the situation of reduced crossed product $C(X) \rtimes_{r} \Gamma$ (see [27] for a generalization to the noncommutative setup) and Naghavi [30]. Kawabe ([23]) and Naghavi ([30]) independently, introduced the notion of generalized Furstenberg boundary for commutative $C^{*}$-algebras.

For every $\Gamma$-space $X$, we denote by $\tilde{X}$ the Gelfand spectrum of the $\Gamma$-injective envelope of $C(X)$ (see [22] or [30] for more on injective envelopes) i.e., $C(\tilde{X})=I_{\Gamma}(C(X))$. We refer the reader to [23] for more details on these. Note that when $X$ is a single point, we recover the Furstenberg boundary $\partial_{F} \Gamma$ via this process. Kawabe showed that the simplicity of the reduced crossed product $C(X) \rtimes_{r} \Gamma$ is equivalent to the action $\Gamma \curvearrowright \tilde{X}$ being free. This is a generalization of Theorem 2.20. We state the theorem for minimal $\Gamma$-spaces $X$ for this is the situation we are most interested in. Kawabe has shown that the theorem is true in a much more general framework.

Theorem 2.26. [23] Let $X$ be a minimal $\Gamma$-space. The following are equivalent:

1. $C(X) \rtimes_{r} \Gamma$ is simple.
2. $C(\tilde{X}) \rtimes_{r} \Gamma$ is simple.
3. $\Gamma \curvearrowright \tilde{X}$ is (topologically) free.

While the work of Kawabe [23] planted the seed for our work in [4] (of which we speak in Chapter $3)$, the proofs in [4] used the characterization given in [30]. Naghavi [30] gave a dynamical characterization of the generalised Furstenberg boundary. In particular, she gave the definition of a generalized boundary action and showed that the action $\Gamma \curvearrowright \partial_{F}(\Gamma, X)$ (which is $\tilde{X}$ in the notation of Kawabe) is a generalized boundary action, where $X$ is a minimal $\Gamma$-space.

Definition 2.27. [17, P. 163] Let $X$ be a $\Gamma$-space and $\varphi: Y \rightarrow X$ be an extension of $X$.

1. $(Y, \varphi)$ is called a minimal extension if $Y$ is minimal.
2. $(Y, \varphi)$ is called a strongly proximal extension if the following holds: Let $\nu \in \operatorname{Prob}(Y)$ be such that $\operatorname{supp}(\nu) \subseteq \varphi^{-1}(x)$, for some $x \in X$. Then, there exists some $y \in Y$ such that $\delta_{y} \in \overline{\Gamma \nu}^{\text {weak }^{*}}$, i.e., there exists a net $s_{i} \in \Gamma$ such that $s_{i} \nu \xrightarrow{\text { weak }^{*}} \delta_{y}$ for some $y \in Y$.

Recall that a measure $\nu \in \operatorname{Prob}(X)$ is called contractible if $\left\{\delta_{x}: x \in X\right\} \subset \bar{\Gamma}^{\text {weak }}$. We say that $(Y, \varphi)$ is an extension of $X$ if $\varphi: Y \rightarrow X$ is a continuous surjective map along with the property that $\varphi(s . x)=s . \varphi(x)$ for all $x \in X$ and for all $s \in \Gamma$. Moreover, such an extension induces an injective $*$-homomorphism $\tilde{\varphi}: C(X) \rightarrow C(Y)$ defined by $\tilde{\varphi}(f)=f \circ \varphi$.

Theorem 2.28. [30, Theorem 3.2] For a countable discrete group $\Gamma$, let $X$ be a minimal $\Gamma$-space and $(Y, \varphi)$ be an extension of $X$, inducing an extension $(C(Y), \tilde{\varphi})$ of $C(X)$. The following are equivalent:

1. $(C(Y), \tilde{\varphi})$ is a $\Gamma$-essential extension of $C(X)$.
2. $Y$ is minimal and, for every $\nu \in \operatorname{Prob}(Y)$, if the restriction of the Poisson map $P_{\nu}: C(Y) \rightarrow$ $\ell^{\infty}(\Gamma)$ to $C(X)$ via $\tilde{\varphi}$ is isometric, then $P_{\nu}$ is isometric on $C(Y)$.
3. $Y$ is minimal and for every $\nu \in \operatorname{Prob}(Y)$, if the push forward of $\nu$ on $X$ via $\varphi$ is contractible, then $\nu$ is contractible.
4. $(Y, \varphi)$ is a minimal strongly proximal extension of $X$.

Definition 2.29. [30, Definition 3.3] We say that $(Y, \varphi)$ is a $(\Gamma, X)$-boundary, if $(Y, \varphi)$ satisfies any of the above equivalent conditions.

For a minimal $\Gamma$-space $X$, Naghavi shows that $I_{\Gamma}(C(X))$ is the maximal $\Gamma$-essential extension of $C(X)$. It also follows from [30, Theorem 3.2] that the spectrum of $I_{\Gamma}(C(X))$ is a $(\Gamma, X)$ boundary. We denote this $\Gamma$-space, which is unique up to homeomorphism, by $\partial_{F}(\Gamma, X)$ and write $I_{\Gamma}(C(X))=C\left(\partial_{F}(\Gamma, X)\right)$. It is shown in [30] that $\partial_{F}(\Gamma, X)$ is the universal $(\Gamma, X)$-boundary.

Part II

## Our results

## 3 Simplicity of intermediate $C^{*}$-subalgebras associated with $C^{*}$ simple group actions

The man who moves a mountain begins by carrying away small stones.

Confucius

In this chapter, we consider the simplicity problem for intermediate $C^{*}$-subalgebras of crossed products of $C^{*}$-simple group actions, and more generally, the $\Gamma$-simplicity of their unital $\Gamma$-invariant $C^{*}$-subalgebras. The contents of this chapter are from [3].

### 3.1 The Problem

The ideal structure of the reduced crossed product has been explored by many (see, e.g., [10, 12, $13,21,24,35,38]$ and the references there in). A part of our motivation comes from [12], where the authors proved the following:

Theorem 3.1. [12, Proposition 10] Suppose that $\mathcal{A}$ is a unital $\Gamma$-simple $\Gamma$ - $C^{*}$-algebra. If $\Gamma$ is a Powers group, then $\mathcal{A} \rtimes_{r} \Gamma$ is simple.

Moreover, they left it as an open problem if the above theorem holds true, when the Powers group $\Gamma$ is replaced by $C^{*}$-simple groups. The answer turns out to be yes, which was established in [7].

Theorem 3.2. [7, Theorem 1.8] Suppose that $\mathcal{A}$ is a unital $\Gamma$-simple $\Gamma$ - $C^{*}$-algebra. If $\Gamma$ is $C^{*}$ simple, then $\mathcal{A} \rtimes_{r} \Gamma$ is simple.

In this chapter, we seek an answer to the following question which is the first step towards understanding the structure of intermediate $C^{*}$-sub-algebras.

Question 3.3. What can one say about the $\Gamma$-simplicity of the $\Gamma$ - $C^{*}$-sub-algebras of the reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$, when $\mathcal{A}$ is $\Gamma$-simple and $\Gamma$ is $C^{*}$-simple?

We begin by observing that such a result is very far from being true in general. For example, let $\mathcal{A}$ be a non-trivial simple $C^{*}$-algebra and let $\Gamma \curvearrowright \mathcal{A}$ be the trivial action of a Powers group $\Gamma$. Then $\mathcal{A} \rtimes_{r} \Gamma=C_{r}^{*}(\Gamma) \otimes \mathcal{A}$ is simple. However, if $\mathcal{B}$ is a non-simple unital $C^{*}$-subalgebra of $\mathcal{A}$, then $C_{r}^{*}(\Gamma) \subset \mathcal{B} \rtimes_{r} \Gamma \subset \mathcal{A} \rtimes_{r} \Gamma$, and $\mathcal{B} \rtimes_{r} \Gamma=C_{r}^{*}(\Gamma) \otimes \mathcal{B}$ is not simple. The main reason that simplicity for invariant subalgebras fail in these situations is that, in general, $\Gamma$-simplicity does not pass to subalgebras.

However, for a unital commutative $C^{*}$-algebra $\mathcal{A}=C(X)$, it is well-known by Gelfand's theory that closed ideals in $\mathcal{A}$ are in bijection with closed subsets of $X$. So if $\mathcal{A}=C(X)$ is $\Gamma$-simple, then it follows from the above mentioned bijection that $\Gamma \curvearrowright X$ is minimal. Now, suppose that $\Gamma$ is a $C^{*}$-simple group and $\mathcal{B} \subset \mathcal{A}$ is a $\Gamma$-invariant unital sub-algebra. Since $\mathcal{B}$ is of the form $C(Y)$ via a $\Gamma$-equivariant factor of $X$ (i.e., there exists a continuous surjective map $\pi: X \rightarrow Y$ ) and since minimality passes to factors, it follows by [7, Theorem 7.1] that $\mathcal{B} \rtimes_{r} \Gamma$ is simple.

From the above discussion, we observe that if $\Gamma$ is a $C^{*}$-simple group and $\Gamma \curvearrowright X$ is minimal, then any intermediate $C^{*}$-subalgebra $\mathcal{B}$ with $C_{r}^{*}(\Gamma) \subset \mathcal{B} \subset C(X) \rtimes_{r} \Gamma$ is simple if $\mathcal{B}$ is a crossed product itself. Hence, it is only natural to expect that $\Gamma$-simplicity should pass to every intermediate $C^{*}$-sub-algebra. In particular, we prove that the following holds true.

Theorem 3.4. [3, Theorem 1.3] Let $\Gamma$ be a countable discrete $C^{*}$-simple group, and let $\Gamma \curvearrowright X$ be a minimal action of $\Gamma$ on a compact space $X$. Then, any unital $\Gamma$-invariant $C^{*}$-subalgebra of $C(X) \rtimes_{r} \Gamma$ is $\Gamma$-simple. In particular, any intermediate $C^{*}$-subalgebra $C_{r}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$ is simple.

### 3.2 Simplicity of $\Gamma$-invariant subalgebras of $C(X) \rtimes_{r} \Gamma$

This section is devoted to the proof of Theorem 3.4. We begin by proving an estimation that will allow us to lift an averaging scheme from the reduced $C^{*}$-algebra to the reduced crossed product.

Let $\mathcal{A}$ be a unital $\Gamma$ - $C^{*}$-algebra. For $a \in \mathcal{A}$ and a measure $\mu^{\prime} \in \operatorname{Prob}(\Gamma)$, we denote $\mu^{\prime} * a=$ $\sum_{s \in \Gamma} \mu^{\prime}(s) s^{-1} a$ for the convolution of $a$ by $\mu^{\prime}$. Such convolution actions in the case of $C^{*}$-dynamical systems have been introduced and studied in [20], where applications to several rigidity problems
in ergodic theory and operator algebras were given. We refer the reader to [20] for more details on these.

Fix a faithful $*$-representation $\pi: \mathcal{A} \rightarrow \mathbb{B}(H)$ of $\mathcal{A}$ into the space of bounded operators on the Hilbert space $H$. Denote by $\ell^{2}(\Gamma, H)$ the space of square summable $H$-valued functions on $\Gamma$. Recall the construction of $\mathcal{A} \rtimes_{r} \Gamma$ from Section 2.2.

Lemma 3.5. Let $\Gamma$ be a discrete group, let $\mu \in \operatorname{Prob}(\Gamma)$, and let $\mathcal{A}$ be a $\Gamma$ - $C^{*}$-algebra. Then for any $t \in \Gamma$ and $a \in \mathcal{A}$ we have

$$
\begin{equation*}
\left\|\mu *\left(\sigma(a) \tilde{\lambda}_{t}\right)\right\|_{\mathbb{B}\left(\ell^{2}(\Gamma, H)\right)} \leq\|a\|_{\mathcal{A}}\left\|\mu * \lambda_{t}\right\|_{\mathbb{B}\left(\ell^{2}(\Gamma)\right)} . \tag{1}
\end{equation*}
$$

Proof. For $\xi \in \ell^{2}(\Gamma, H)$, observe that for each $t^{\prime} \in \Gamma$ we have

$$
\begin{aligned}
& \left(\left[\mu *\left(\sigma(a) \tilde{\lambda}_{t}\right)\right](\xi)\right)\left(t^{\prime}\right) \\
& =\sum_{s \in \Gamma} \mu(s)\left[\tilde{\lambda}_{s} \sigma(a) \tilde{\lambda}_{t} \tilde{\lambda}_{s^{-1}}(\xi)\right]\left(t^{\prime}\right) \\
& =\sum_{s \in \Gamma} \mu(s)\left[\sigma(s a) \tilde{\lambda}_{s t s^{-1}} \xi\right]\left(t^{\prime}\right) \\
& =\sum_{s \in \Gamma} \mu(s) \pi\left(t^{\prime-1} s a\right)\left[\xi\left(s t^{-1} s^{-1} t^{\prime}\right)\right] .
\end{aligned}
$$

Define the function $\xi_{1}\left(t^{\prime}\right)=\left\|\xi\left(t^{\prime}\right)\right\|_{H}, t^{\prime} \in \Gamma$. Then $\xi_{1} \in \ell^{2}(\Gamma)$, and $\left\|\xi_{1}\right\|_{\ell^{2}(\Gamma)}=\|\xi\|_{\ell^{2}(\Gamma, H)}$. We have

$$
\begin{aligned}
& \left\|\left[\mu *\left(\sigma(a) \tilde{\lambda}_{t}\right)\right](\xi)\right\|_{\ell^{2}(\Gamma, H)}^{2} \\
& =\sum_{t^{\prime} \in \Gamma}\left\|\left(\left[\mu *\left(\sigma(a) \tilde{\lambda}_{t}\right)\right](\xi)\right)\left(t^{\prime}\right)\right\|_{H}^{2} \\
& =\sum_{t^{\prime} \in \Gamma}\left\|\sum_{s \in \Gamma} \mu(s) \pi\left(t^{\prime-1} s a\right)\left[\xi\left(s t^{-1} s^{-1} t^{\prime}\right)\right]\right\|_{H}^{2} \\
& \leq\|a\|_{\mathcal{A}}^{2} \sum_{t^{\prime} \in \Gamma}\left(\sum_{s \in \Gamma} \mu(s)\left\|\xi\left(s t^{-1} s^{-1} t^{\prime}\right)\right\|_{H}\right)^{2} \\
& =\|a\|_{\mathcal{A}}^{2}\left\|\sum_{s \in \Gamma} \mu(s) \lambda_{s t s^{-1}}\left(\xi_{1}\right)\right\|_{\ell^{2}(\Gamma)}^{2} \\
& \leq\|a\|_{\mathcal{A}}^{2}\left\|\sum_{s \in \Gamma} \mu(s) \lambda_{s t s^{-1}}\right\|_{\mathbb{B}^{\left(\ell^{2}(\Gamma)\right)}}^{2}\left\|\xi_{1}\right\|_{\ell^{2}(\Gamma)}^{2},
\end{aligned}
$$

and since $\left\|\xi_{1}\right\|_{\ell^{2}(\Gamma)}=\|\xi\|_{\ell^{2}(\Gamma, H)}$, the inequality (1) follows.

It follows, in particular, from Lemma 3.5 that if $C_{r}^{*}(\Gamma)$ has the Powers averaging property, then so does the reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$ for any action $\Gamma \curvearrowright \mathcal{A}$. Now, recall the following easy exercise from Functional Analysis.

Lemma 3.6. Let $T \in B(H)$ be a linear operator. Suppose that $\|I-T\|<1$. Then, $T$ is invertible.

We also record the following easy observation about a non-negative function $f \in C(X)$ and its convolution $\mu * f$ for a full support measure $\mu$.

Lemma 3.7. Let $X$ be a minimal $\Gamma$-space. Choose $\mu \in \operatorname{Prob}(\Gamma)$ with full support. Let $f \in C(X)$ be a non-negative non-zero function. Then, there exists a $\delta>0$ such that $\mu * f>\delta$.

Proof. Since $X$ is compact, it is enough to show that $(\mu * f)(x)>0$ for all $x \in X$. Suppose not. Then, there exists $x \in X$ such that $\mu * f(x)=0$. Therefore,

$$
\mu * f(x)=\sum_{s \in \Gamma} \mu(s) f\left(s^{-1} x\right)=0
$$

Since $\mu$ has full support, this implies that $f\left(s^{-1} x\right)=0$ for all $s \in \Gamma$. From the minimality of $\Gamma \curvearrowright X$, it follows that $f(y)=0$ for all $y \in X$. This is a contradiction. Hence, the claim holds.

Using the Powers averaging on $C(X) \rtimes_{r} \Gamma$, we show that every non-zero $\Gamma$-invariant closed ideal of $\Gamma$-invariant $C^{*}$-subalgebra of $C(X) \rtimes_{r} \Gamma$ must contain an invertible element.

Proof of Theorem 3.4. Let $I$ be a non-zero $\Gamma$-invariant closed two sided ideal of a $\Gamma$-invariant $C^{*}$ subalgebra of $C(X) \rtimes_{r} \Gamma$. Let $a \in I$ and replacing $a$ by $a^{*} a$ and dividing by an appropriate scalar, we may assume that $a>0$ and $\|a\|<1$. Since $\mathbb{E}$ is faithful, we see that $\mathbb{E}(a) \geq 0$. Choose $\mu \in \operatorname{Prob}(\Gamma)$ such that $\mu$ has full support. From Lemma 3.7, it follows that there exists a $\delta>0$ such that $\mathbb{E}(\mu * a)=\mu * \mathbb{E}(a)>\delta$. Since $\Gamma$ is $C^{*}$-simple, it follows from Lemma 3.5 that $C(X) \rtimes_{r} \Gamma$ has the Powers averaging property. Hence, for $0<\epsilon<1$, we can find $s_{1}, s_{2}, \ldots, s_{m} \in \Gamma$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}(\mu * a-\mathbb{E}(\mu * a)) \lambda_{s_{j}^{-1}}\right\|<\delta \epsilon
$$

which further implies that

$$
\left\|\frac{1}{m \delta} \sum_{j=1}^{m} \lambda_{s_{j}}(\mu * a-\mathbb{E}(\mu * a)) \lambda_{s_{j}^{-1}}\right\|<\epsilon
$$

Letting $F=\frac{1}{m \delta} \sum_{j=1}^{m} \lambda_{s_{j}} \mathbb{E}(\mu * a) \lambda_{s_{j}^{-1}}=\frac{1}{m \delta} \sum_{j=1}^{m} s_{j} . \mathbb{E}(\mu * a)$, we see that $F(x) \geq 1$ for $x \in X$, making it invertible. Therefore, $F^{-1}(x) \leq 1$ for all $x \in X$ and hence, $\left\|F^{-1}\right\|<1$. Letting $\tilde{a}=\frac{1}{m \delta} \sum_{j=1}^{m} \lambda_{s_{j}}(\mu * a) \lambda_{s_{j}^{-1}}$, we see that $\|\tilde{a}-F\|<\epsilon<1$. Also, observe that $\|\tilde{a}\| \leq\|a\|<1$. Therefore,

$$
\left\|\tilde{a} F^{-1}-I\right\|=\left\|(\tilde{a}-F) F^{-1}\right\| \leq\|\tilde{a}-F\|\left\|F^{-1}\right\|<\epsilon<1
$$

Moreover, $\left\|\tilde{a} F^{-1}\right\|<1$. Lemma 3.6 tells us that $\tilde{a} F^{-1}$ is invertible making $\tilde{a}$ an invertible element. Since $I$ is $\Gamma$-invariant, $\tilde{a} \in I$. The claim follows.

We remark in passing that the proof of [3, Theorem 1.3] being inspired by the work in [20] uses the notion of stationary states and is completely different from the above mentioned proof.

## 4 Intermediate $C^{*}$-subalgebras as crossed products for $C^{*}$-simple group actions

The only journey is the one within.

Rainer Maria Rilke
In this chapter, for a large class of $C^{*}$-simple group actions $\Gamma \curvearrowright \mathcal{A}$, we give a complete description of intermediate $C^{*}$-subalgebras $\mathcal{B}$ of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$. We also give a complete description of intermediate vNa's $\mathcal{N}$ of the form $L(\Gamma) \subseteq \mathcal{N} \subseteq \mathcal{M} \rtimes \Gamma$ for $C^{*}$-simple group actions $\Gamma \curvearrowright \mathcal{M}$. Namely, we show that if the kernel of the action contains a subgroup with respect to which, $\Gamma$ has the Powers averaging property, all the intermediate $C^{*}$-subalgebras or von Neumann algebras are of the form of crossed products. The idea of the proof is very simple: we show that for every intermediate $C^{*}$-algebra $\mathcal{B}, \mathbb{E}(\mathcal{B}) \subset \mathcal{B}$. For this, we use the Powers type averaging at the crossed product level to show $\mathbb{E}(\mathcal{B}) \subset \mathcal{B}$ for every intermediate algebra $\mathcal{B}$ from which we conclude the result. The averaging in general gets us close to a convex combination of $E(a)$ by elements from the reduced $C^{*}$-algebra but our assumption ensures that we can average over the kernel of the action and hence we get as close to $E(a)$ as we want to be. The whole point is that, the elements which average at the reduced $C^{*}$-algebra level, also average at the crossed product level. The contents of this chapter are from [2].

### 4.1 Conditional expectation and property AP

In order to give a complete description of intermediate $C^{*}$-sub-algebras, we need an extra continuity assumption on the group $\Gamma$.

Definition 4.1. [Property AP] A discrete group $\Gamma$ is said to have the approximation property (AP) if there exists a net $\left(\phi_{i}\right)_{i \in I}$ of finitely supported complex valued functions on $\Gamma$ such that $m_{\phi_{i}} \otimes \mathrm{id}_{\mathbb{B}}$ converges to the identity map in the pointwise norm topology. Here, for a finitely supported function $\phi$ on $\Gamma$, denote by $m_{\phi}: C_{\lambda}^{*}(\Gamma) \rightarrow C_{\lambda}^{*}(\Gamma)$ the completely bounded map denoted by the formula $m_{\phi}\left(\sum_{s} a_{s} \lambda_{s}\right)=\sum_{s} a_{s} \phi(s) \lambda_{s}$. We refer the reader to [8, Chapter 12] for more details
on Property AP.
Lemma 4.2. [36, Proposition 3.4] Let $\Gamma$ be a group with the $A P$. Let $\mathcal{A}$ be $a \Gamma-C^{*}$-algebra and let $X$ be a closed subspace of $A$. Assume that an element $x \in A \rtimes_{\alpha, r} \Gamma$ satisfies $E_{g}(x) \in X$ for all $g \in \Gamma$. Then $x$ is contained in the closed subspace

$$
X \rtimes_{\alpha, r} \Gamma:=\overline{\operatorname{span}}\left\{x\left(1 \otimes \lambda_{g}\right): x \in X, g \in \Gamma\right\}
$$

There is an abundance of groups with Property AP. Ozawa [33] shows that all weakly amenable groups have Property AP and all hyperbolic groups are weakly amenable.

### 4.2 Notion of plump subgroups

Definition. A non-trivial $\Lambda \leq \Gamma$ is called a plump subgroup, if the following holds: For every $\epsilon>0$ and finite subset $F \subset \Gamma \backslash\{e\}$, there exist $s_{1}, s_{2}, \ldots, s_{m} \in \Lambda$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}} \lambda_{t} \lambda_{s_{j}^{-1}}\right\|<\epsilon, \quad \forall t \in F .
$$

Note that $e$ is the identity element of the group $\Gamma$.

First, we give conditions under which a subgroup $\Lambda$ is plump in $\Gamma$.

Lemma 4.3. Let $\Lambda$ be a subgroup of $\Gamma$. Suppose that there is a free action of $\Gamma$ on a compact Hausdorff space $X$ such that the action of $\Gamma$ restricted to $\Lambda$ is strongly proximal. Then $\Lambda$ is plump in $\Gamma$.

Proof. First, proceeding exactly as in the proof of [19, Theorem 4.5], one sees that $\tau_{0} \in \overline{\{s . \varphi: s \in \Lambda\}}^{\text {weak* }}$ for each state $\varphi$ on $C_{\lambda}^{*}(\Gamma)$. Again, by the same theorem, for any finite collection $t_{1}, t_{2}, \ldots, t_{n} \in$ $\Gamma-\{e\}$ and $\epsilon>0$, there exist $s_{1}, s_{2}, \ldots, s_{m} \in \Lambda$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}} \lambda_{t_{i}} \lambda_{s_{j}^{-1}}\right\|<\epsilon, \text { for each } i=1,2, \ldots, n .
$$

Proposition 4.4 ([7, Lemma 5.3]). Suppose that $\Lambda$ is a normal $C^{*}$-simple subgroup of $\Gamma$ with trivial centralizer inside $\Gamma$. Then, $\Lambda \curvearrowright \partial_{F} \Lambda$ extends to a free action of $\Gamma$ on $\partial_{F} \Lambda$. In particular, $\Lambda$ is plump in $\Gamma$.

For a normal subgroup $\Lambda \leq \Gamma$, it turns out that $\Lambda$ is plump in $\Gamma$ if and only if $C_{\Gamma}(\Lambda)=\{e\}$. Ursu in [41] shows the converse by proving the existence of a type of relative Furstenberg boundary with respect to arbitrary (not necessarily normal) subgroups. We give a very short proof of this via different techniques.

Proposition 4.5. [41, Theorem 1.3] Suppose that $\Lambda$ is a normal $C^{*}$-simple subgroup of $\Gamma$. Then, $\Lambda$ is plump in $\Gamma$ if and only if $C_{\Gamma}(\Lambda)=\{e\}$.

Proof. If $C_{\Gamma}(\Lambda)=\{e\}$, then it follows from Proposition 4.4 that $\Lambda$ is plump in $\Gamma$. Now, suppose that $\Lambda$ is plump in $\Gamma$. If $e \neq s \in C_{\Gamma}(N)$, then for $0<\epsilon<1$, there are $t_{1}, t_{2}, \ldots, t_{m} \in N$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{t_{j} s t_{j}^{-1}}\right\|<\epsilon<1
$$

But $s \in C_{\Gamma}(N)$ implies that $t_{j} s=s t_{j}$ for all $j=1,2, \ldots, m$. Hence, we obtain that

$$
1=\left\|\lambda_{s}\right\|<\epsilon<1
$$

This is a contradiction. Therefore, $C_{\Gamma}(N)=\{e\}$.

Below, we give various conditions for which a subgroup $\Lambda \leq \Gamma$ is plump.

Corollary 4.6. Let $\Gamma$ be a $C^{*}$-simple group and let $\Lambda \leq \Gamma$ be a non-trivial normal subgroup. If $\Lambda$ contains an element $s$ with amenable centralizer $C_{\Gamma}(s)$ in $\Gamma$, then $\Lambda$ is plump in $\Gamma$.

Proof. In light of Proposition 4.4, it is enough to show that $C_{\Gamma}(\Lambda)=\{e\}$. Since $\Lambda$ is normal, so is $C_{\Gamma}(\Lambda)$. Moreover, $C_{\Gamma}(\Lambda) \subset C_{\Gamma}(s)$ for a non-trivial $s \in \Lambda$ is amenable by the assumption.

Since $\Gamma$ is $C^{*}$-simple, it does not contain any non-trivial normal amenable subgroups. Hence, $C_{\Gamma}(\Lambda)=\{e\}$.

It turns out that finite index subgroups of $C^{*}$-simple groups are always plump.

Corollary 4.7. Let $\Gamma$ be a $C^{*}$-simple group and let $\Lambda$ be a finite index subgroup of $\Gamma$. Then $\Lambda$ is plump in $\Gamma$.

Proof. Since $\Gamma$ is $C^{*}$-simple, the action $\Gamma \curvearrowright \partial_{F} \Gamma$ is free [7, Theorem 1.1]. It follows from [18, Chapter-II, Lemma 3.2] that this action restricted to $\Lambda$ is strongly proximal. Hence, by Proposition 4.4, $\Lambda$ is plump in $\Gamma$.

The above results allow us to use certain free boundary actions to conclude plumpness of subgroups. But, in practice, many natural examples of boundary actions (e.g., $\mathbb{F}_{n} \curvearrowright \partial \mathbb{F}_{n}$ ) are only topologically free. Below, we prove some results which provide us ways to conclude plumpness of subgroups from existence of certain topologically free boundary actions.

Recall that an action $\Gamma \curvearrowright X$ is topologically free if $X \backslash X^{s}$ is dense in $X$ for every non-trivial element $s \in \Gamma$, where $X^{s}=\{x \in X: s x=x\}$.

Lemma 4.8. Let $\Gamma$ be a countable discrete group, let $\Lambda$ be a subgroup of $\Gamma$. Suppose that there exists an action $\Gamma \curvearrowright X$, where $X$ is a compact Hausdorff space, such that for each non-trivial element $s \in \Gamma$, the set $X^{s}$ of fixed points of $s$, is countable. Further suppose that the action restricted to $\Lambda$ is strongly proximal and that $X$ does not contain any $\Lambda$-fixed point. Then, $\Lambda$ is plump in $\Gamma$.

Proof. Let $\varphi$ be a state on $C_{\lambda}^{*}(\Gamma)$. Extend $\varphi$ to a state $\tilde{\varphi}$ on $C(X) \rtimes_{r} \Gamma$ and let $\left.\tilde{\varphi}\right|_{C(X)}=d \nu$, where $\nu \in \operatorname{Prob}(\Gamma)$. Since the action restricted to $\Lambda$ is strongly proximal, there are $s_{i} \in \Lambda$ such that $s_{i} \nu \rightarrow \delta_{x_{0}}$ in weak*-topology, for some $x_{0} \in X$. Now, we claim that $\overline{\Lambda x_{0}}$ is an uncountable set. Let $Y$ be a minimal $\Lambda$-component of $\overline{\Lambda x_{0}}$. If $\overline{\Lambda x_{0}}$ were a countable set, then $Y$ would be a finite set. Since the action restricted to $\Lambda$ is strongly proximal, we must have that $Y$ is a singleton and hence a $\Lambda$-fixed point. This shows that $\overline{\Lambda x_{0}}$ is an uncountable set. Now, since $\cup_{s \neq e, s \in \Gamma} X^{s}$ is countable, we can find $y_{0} \in \overline{\Lambda x_{0}} \subset \overline{\Lambda \nu}$ with trivial stabilizer. Now, it follows from the proof of
[19, Theorem 4.5] that $\tau_{0} \in \overline{\{s \varphi: s \in \Lambda\}}{ }^{\text {weak }}$. Then, by the same theorem, for any finite collection $t_{1}, t_{2}, \ldots, t_{n} \in \Gamma-\{e\}$ and $\epsilon>0$, there exist $s_{1}, s_{2}, \ldots, s_{m} \in \Lambda$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}} \lambda_{t_{i}} \lambda_{s_{j}^{-1}}\right\|<\epsilon, \text { for each } i=1,2, \ldots, n .
$$

### 4.3 Examples of plump subgroups

Well, you may say "what good are conditions if they don't give examples"? Our reply is an old adage "Hold acylindrically hyperbolic groups". We briefly recall the notion of acylindrically hyperbolic groups and refer the reader to [31] for more details. An action $\Gamma \curvearrowright(X, d)$ on a metrizable space $(X, d)$ is called acylindrical if for every $\epsilon>0$ there are $\delta, N>0$ such that for every $x, y \in X$ with $d(x, y) \geq \delta$, the elements $g \in \Gamma$ satisfying $d(x, g x) \leq \epsilon$ and $d(y, g y) \leq \epsilon$ are atmost $N$ in number, i.e., for every $x, y \in X$ satisfying $d(x, y) \geq \delta$,

$$
\mid\{g \in \Gamma: d(x, g x) \leq \epsilon \text { and } d(y, g y) \leq \epsilon\} \mid \leq N .
$$

A group $\Gamma$ is called acylindrically hyperbolic if admits a non-elementary acylindrical action on a hyperbolic space. The examples of acylindrically hyperbolic groups include all non-(virtually) cyclic groups hyperbolic relative to proper subgroups, $\operatorname{Out}\left(F_{n}\right)$ for $n>1$, all but finitely many mapping class groups, non-(virtually cyclic) groups acting properly on proper CAT(0)-spaces and containing rank one elements and many others (see, e.g., [29] and the references therein). We also give the definition of convergence action and classification of some elements there knowing that they will come in handy later. An action $\Gamma \curvearrowright X$ is called a convergence action (in this case, $\Gamma$ is called a convergence group), if for every infinite sequence of distinct elements $\gamma_{n} \in \Gamma$, there exist a subsequence $\gamma_{n_{k}}$ and points $a, b \in X$ such that $\left.\gamma_{n_{k}}\right|_{X \backslash\{a\}}$ converge uniformly on compact subsets to b. A non-torsion element $s \in \Gamma$ is called loxodromic if $s$ has exactly two fixed points and is called
parabolic if $s$ fixes exactly one point. A subgroup $\Lambda \leq \Gamma$ is elementary if it is finite, or preserves setwise a nonempty subset of $X$ with at most two elements, and called non-elementary otherwise. We refer the reader to $[6,14,40]$ for more details on these.

It turns out that every normal subgroup of a $C^{*}$-simple acylindrically hyperbolic group is plump. We thank Ionut Chifan for directing us to acylindrically hyperbolic groups. Recall that a subgroup $\Lambda \leq \Gamma$ is called $s$-normal in $\Gamma$ if for every $t \in \Gamma$ one has

$$
\left|\Lambda \cap t^{-1} \Lambda t\right|=\infty
$$

Proposition 4.9. Let $N$ be a normal subgroup of a acylindrically hyperbolic group $\Gamma$ which is $C^{*}$-simple. Then, $N$ is plump in $\Gamma$.

Proof. In the light of Proposition 4.4, it is enough to show that $C_{\Gamma}(N)=\{e\}$. First, observe that $N$ is infinite. Moreover, it follows from [29, Theorem 3.7] that every infinite normal subgroup is $s$-normal. Since $\Gamma$ is acylindrically hyperbolic, it admits a non-elementary acylindrical action on a hyperbolic space $S$. By [31, Lemma 7.1], we get that the action $N \curvearrowright S$ is non-elementary. Again, by [31, Theorem 1.2], we see that $N$ contains at least one loxodromic element, say $n$. Hence, by [31, Corollary 6.9], $C_{\Gamma}(n)$ is virtually cyclic, hence amenable. Therefore, $C_{\Gamma}(N)$ is a normal amenable subgroup of $\Gamma$. Since $\Gamma$ has trivial amenable radical, $C_{\Gamma}(N)=\{e\}$. This concludes the proof.

We show that there are many plump subgroups of Convergence groups.

Proposition 4.10. Let $\Gamma$ be a non-elementary torsion-free convergence group. Then every nonelementary subgroup $\Lambda \leq \Gamma$ is plump in $\Gamma$.

Proof. Let $\Gamma \curvearrowright X$ be a convergence action. Since $\Gamma$ is torsion-free, every element in $\Gamma$ is either parabolic or loxodromic ([40, Theorem 2B]). Thus, for each non-trivial element $s \in \Gamma,\left|X^{s}\right| \leq 2$. Since $\Lambda$ is a non-elementary subgroup of $\Gamma$, one sees that the action restricted to $\Lambda$ is strongly
proximal (see, e.g., [32, Example 2]). Since $\Lambda$ is non-elementary, it follows from [40, Theorem 2S] that $\overline{\Lambda x}$ is non-trivial for every $x \in X$, i.e., $\overline{\Lambda x}$ is not a single point. The claim now follows from Lemma 4.8.

### 4.4 Intermediate $C^{*}$-subalgebras as crossed products

With enough examples in hand, we proceed to give examples of inclusion $C_{\lambda}^{*}(\Gamma) \subset \mathcal{A} \rtimes_{r} \Gamma$ for which every intermediate $C^{*}$-sub-algebra is a crossed product.

Theorem 4.11. Let $\Gamma$ be a discrete group with the approximation property $(A P)$, let $\mathcal{A}$ be a unital $\Gamma$-C*-algebra. Suppose that the kernel of the action $\Gamma \curvearrowright \mathcal{A}$ contains a plump subgroup of $\Gamma$. Then, every intermediate $C^{*}$-subalgebra $\mathcal{B}, C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$, is of the form $\mathcal{A}_{1} \rtimes_{r} \Gamma$, for some unital $\Gamma$ - $C^{*}$-subalgebra $\mathcal{A}_{1}$ of $\mathcal{A}$.

Proof. Let $\mathcal{A}$ be a unital $\Gamma$ - $C^{*}$-algebra and let $\mathcal{B}$ an intermediate $C^{*}$-subalgebra of the form $C_{\lambda}^{*}(\Gamma) \subseteq$ $\mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$. Suppose that $\Lambda$ is a plump subgroup of $\Gamma$ such that $\Lambda$ is contained in the kernel of the action $\Gamma \curvearrowright \mathcal{A}$. Fix $b \in \mathcal{B}$. Let $\epsilon>0$. Then, there are $t_{1}, t_{2}, \ldots, t_{n} \in \Gamma \backslash\{e\}$ such that

$$
\left\|b-\left(\sum_{i=1}^{n} a_{t_{i}} \lambda_{t_{i}}+\mathbb{E}(b)\right)\right\|<\epsilon .
$$

Let $M=\max _{1 \leq i \leq n}\left\|a_{t_{i}}\right\|_{\mathcal{A}}$. Since $\Lambda$ is a plump subgroup of $\Gamma$, there exist $s_{1}, s_{2}, \ldots, s_{m} \in \Lambda$ such that

$$
\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}} \lambda_{t} \lambda_{s_{j}^{-1}}\right\|<\frac{\epsilon}{n M}, \quad \forall i=1,2, \ldots, n
$$

By [3, Lemma 2.1], it follows that

$$
\begin{aligned}
& \left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}\left(\sum_{i=1}^{n} a_{t_{i}} \lambda_{t_{i}}\right) \lambda_{s_{j}^{-1}}\right\| \\
& \leq \sum_{i=1}^{n}\left\|a_{t_{i}}\right\|_{\mathcal{A}}\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}} \lambda_{t} \lambda_{s_{j}^{-1}}\right\|<\epsilon
\end{aligned}
$$

Now,

$$
\begin{aligned}
& \left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}(b-\mathbb{E}(b)) \lambda_{s_{j}^{-1}}\right\|_{\mathbb{B}\left(l^{2}(\Gamma, \mathcal{H})\right)} \\
& \leq\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}\left(b-\left(\sum_{i=1}^{n} a_{t_{i}} \lambda_{t_{i}}+\mathbb{E}(b)\right)\right) \lambda_{s_{j}^{-1}}\right\| \\
& +\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}\left(\sum_{i=1}^{n} a_{t_{i}} \lambda_{t_{i}}\right) \lambda_{s_{j}^{-1}}\right\|<2 \epsilon
\end{aligned}
$$

Since $\Lambda$ acts trivially on $\mathcal{A}$, we get that

$$
\begin{aligned}
& \left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}} b \lambda_{s_{j}^{-1}}-\mathbb{E}(b)\right\| \\
& =\left\|\frac{1}{m} \sum_{j=1}^{m} \lambda_{s_{j}}(b-\mathbb{E}(b)) \lambda_{s_{j}^{-1}}\right\|<2 \epsilon
\end{aligned}
$$

Since $\epsilon>0$ is arbitrary, this shows that $\mathbb{E}(\mathcal{B}) \subset \mathcal{B}$. By [36, Proposition 3.4], it follows that $\mathcal{B}=\mathbb{E}(\mathcal{B}) \rtimes_{r} \Gamma$.

Corollary 4.12. Let $\Gamma$ be a $C^{*}$-simple group such that the centralizer $C_{\Gamma}(a)$ of any non-trivial element $a \in \Gamma$ is amenable. Then for any non-faithful action $\Gamma \curvearrowright \mathcal{A}$, every intermediate $C^{*}$ subalgebra $\mathcal{B}, C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq \mathcal{A} \rtimes_{r} \Gamma$, is of the form $E(\mathcal{B}) \rtimes_{r} \Gamma$.

Proof. Let $\Lambda$ be the kernel of the action $\Gamma \curvearrowright \mathcal{A}$. Note that $\Lambda$ is non-trivial by the assumption. The claim now follows from Corollary 4.6.

It turns out that every hyperbolic group with trivial amenable radical is an ideal candidate for such examples.

Theorem 4.13. Let $\Gamma$ be a hyperbolic group with trivial amenable radical. For any non-faithful action $\Gamma \curvearrowright \mathcal{A}$, every intermediate $C^{*}$-subalgebra $\mathcal{B}, C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq A \rtimes_{r} \Gamma$, is of the form $\mathcal{A}_{1} \rtimes_{r} \Gamma$, where $\mathcal{A}_{1}$ is a $\Gamma$ - $C^{*}$-subalgebra of $\mathcal{A}$.

Proposition 4.10 together with Theorem 4.11 imply Theorem 4.13 for all torsion-free hyperbolic groups. Recall that all non-elementary hyperbolic groups with trivial amenable radical are $C^{*}$ simple (see, e.g., [11]). We give an alternative proof below which applies to all hyperbolic groups.

Proof of Theorem 4.13. Let $\Gamma$ be a hyperbolic group with trivial amenable radical, let $\Gamma \curvearrowright \mathcal{A}$ be a non-faithful action. Let $\Lambda$ be the kernel of the action $\Gamma \curvearrowright \mathcal{A}$. Since $\Lambda$ is non-amenable, therefore non-elementary, it contains a non-torsion element $s$. We will show that the centraliser $C_{\Gamma}(s)$, of $s$ in $\Gamma$ is amenable, which will imply the theorem by Corollary 4.12 . Let $x_{s}^{+}, x_{s}^{-} \in \partial \Gamma$ be the points of attraction and repulsion of $s$, i.e., $x_{s}^{+}$and $x_{s}^{-}$are fixed by $s$, and $s^{n} x \xrightarrow{n \rightarrow \infty} x_{s}^{+}$for all $x \in \partial \Gamma \backslash\left\{x_{s}^{-}\right\}$. We claim that $C_{\Gamma}(s)$ leaves the set $\left\{x_{s}^{+}, x_{s}^{-}\right\}$invariant. To see this, observe that for any element $t \in C_{\Gamma}(s), t x_{s}^{ \pm}=t s^{n} x_{s}^{ \pm}=s^{n} t x_{s}^{ \pm}$. Letting $n \rightarrow \infty$, we get that $t x_{s}^{ \pm}=x_{s}^{ \pm}$. Therefore, the kernel of the homomorphism from $C_{\Gamma}(s)$ to $\operatorname{Sym}\left(\left\{x_{s}^{+}, x_{s}^{-}\right\}\right)$has index $\leq 2$. Let's denote the kernel of this homomorphism by $K$. Since $\Gamma \curvearrowright \partial \Gamma$ is topologically amenable [1], the stabilizer $\Gamma_{x_{s}^{+}}$is amenable, hence $K \subset \Gamma_{x_{s}^{+}}$is amenable. Therefore, $C_{\Gamma}(s)$ is amenable. This completes the proof.

While all the above examples deal with an arbitrary unital $C^{*}$-algebra $\mathcal{A}$ (for which a complete classification of intermediate $C^{*}$-algebras problem seems very remote at this moment but I would say we are on our way), it is possible to give a complete description of intermediate $C^{*}$-subalgebras $\mathcal{B}$ of the form $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$, where $X$ is a finite $\Gamma$-space.

Proposition 4.14. Suppose that $\Gamma$ is a $C^{*}$-simple group acting on a finite space $X$. Assume that $\Gamma$ has property-AP. Then, intermediate $C^{*}$-subalgebras $\mathcal{B}$ with $C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$ is of the form $\mathbb{E}(\mathcal{B}) \rtimes_{r} \Gamma$.

Proof. We show that the $\operatorname{Ker}(\Gamma \curvearrowright X)$ has finite index in $\Gamma$, hence plump in $\Gamma$ by Theorem 4.11. For a $C^{*}$-simple group $\Gamma$ acting on a finite space $X$, first observe that $\Gamma$ can't be finite. Since the group action leads to a homomorphism $\varphi: \Gamma \rightarrow S_{\{|X|\}}$, the homomorphism can't be injective for that would imply that $\Gamma$ is finite. So, it has a non-trivial kernel which is not finite. Now, observe that $|G / N|<\infty$, where $\mathrm{N}=\operatorname{Ker}(\varphi)$. Therefore, $N$ has finite index in $\Gamma$, hence plump (Corollary 4.7).

All these examples deal with non-faithful actions. And then, one begins to wonder if there are examples of faithful actions for which we can completely classify the intermediate $C^{*}$-subalgebras. In passing, we remark that there is a class of such examples. Together with Yongle Jiang, we were able to find such a class. We mention it below and refer the reader to [2] for details of the proof and definitions.

Proposition 4.15. Let $\Gamma$ be a residually finite, $C^{*}$-simple group. If the action $\Gamma \curvearrowright X$ is a free exact $\Gamma$-odometer, then every intermediate $C^{*}$-algebra $\mathcal{B}, C_{\lambda}^{*}(\Gamma) \subseteq \mathcal{B} \subseteq C(X) \rtimes_{r} \Gamma$, is of the form $\mathcal{A}_{1} \rtimes_{r} \Gamma$, where $\mathcal{A}_{1}$ is a $\Gamma$ - $C^{*}$-subalgebra of $\mathcal{A}$.

### 4.5 Intermediate von Neumann-subalgebras

It is possible to give examples of inclusions $L(\Gamma) \subset \mathcal{M} \rtimes_{r} \Gamma$ for a $\Gamma$-von Neumann algebra $\mathcal{M}$ for which every intermediate von Neumann-subalgebra $L(\Gamma) \subset \mathcal{N} \subset \mathcal{M} \rtimes_{r} \Gamma$ is a crossed product von Neumann algebra. We thank Yongle Jiang for pointing out to us that the same proof as in Theorem 4.11 works in this setting as well.

Theorem 4.16. Let $\Gamma$ be a discrete group, $\mathcal{M}$ be a $\Gamma$-von Neumann-algebra with a separable predual. Suppose that $\Lambda$ is a plump subgroup of $\Gamma$ such that $\Lambda$ is contained in the kernel of the action $\Gamma \curvearrowright \mathcal{M}$. Then every intermediate von Neumann-subalgebra $\mathcal{N}, L(\Gamma) \subseteq \mathcal{N} \subseteq \mathcal{M} \rtimes \Gamma$ is of the form $\mathcal{M}_{1} \rtimes \Gamma$, where $\mathcal{M}_{1}$ is a $\Gamma$-von Neumann subalgebra of $\mathcal{M}$.

Proof. Let $\varphi$ be a faithful normal state on $\mathcal{M}$ and let $\tilde{\varphi}(a)=\varphi(\mathbb{E}(a)), a \in \mathcal{M} \rtimes \Gamma$, where $\mathbb{E}$ is the canonical conditional expectation from $\mathcal{M} \rtimes \Gamma$ onto $\mathcal{M}$. Then $\tilde{\varphi}$ is a faithful normal state on $\mathcal{M} \rtimes \Gamma$. Consider the $\|\cdot\|_{2}$-norm on $\mathcal{M} \rtimes \Gamma$ associated to $\tilde{\varphi}$, defined by

$$
\|a\|_{2}:=\sqrt{\tilde{\varphi}\left(a^{*} a\right)} \quad \text { for } a \in \mathcal{M} \rtimes \Gamma .
$$

Let $b \in \mathcal{N}$ and let $\epsilon>0$ be given. Then there are $t_{1}, t_{2}, \ldots, t_{n} \in \Gamma \backslash e$ such that

$$
\left\|b-\left(\sum_{i=1}^{n} a_{t_{i}} \lambda_{t_{i}}+a_{e}\right)\right\|_{2}<\frac{\epsilon}{2} .
$$

Since $\tilde{\varphi}$ is $\mathbb{E}$-invariant, $\mathbb{E}$ is continuous with respect to the $\|\cdot\|_{2}$-norm and hence by the triangle inequality, we see that

$$
\left\|b-\left(\sum_{i=1}^{n} a_{t_{i}} \lambda_{t_{i}}+\mathbb{E}(b)\right)\right\|_{2}<\epsilon .
$$

Since the $\|\cdot\|_{2}$ is dominated by the operator norm, by proceeding exactly as in the proof of Theorem 4.11, we see that $\mathbb{E}(b) \in \mathcal{N}$. By [37, Corollary 3.4], the proof is complete.

Since we do not need the extra assumption of Property AP on the side of von Neumann algebras, we are able to give a complete classification of intermediate von Neumann algebras for non-faithful actions of $C^{*}$-simple acylindrically hyperbolic groups. Recall that every non-elementary subgroup of a word-hyperbolic group is acylindrically hyperbolic. Similarly, every non-elementary relatively hyperbolic group is acylindrically hyperbolic. The mapping class group $M C G\left(S_{g, p}\right)$ of a connected oriented surface of genus $g \geq 0$ with $p \geq 0$ punctures is acylindrically hyperbolic. For $n \geq 2$ the group $\operatorname{Out}\left(F_{n}\right)$ is acylindrically hyperbolic. So, it includes all the $C^{*}$-simple groups for which we have shown that every normal subgroup is plump.

Theorem 4.17. Let $\Gamma$ be a $C^{*}$-simple acylindrically hyperbolic group. Let $\mathcal{M}$ be a $\Gamma$-von Neumann algebra with separable predual. For any non-faithful action $\Gamma \curvearrowright \mathcal{M}$, every intermediate von Neumann-subalgebra $\mathcal{N}, L(\Gamma) \subseteq \mathcal{N} \subseteq \mathcal{M} \rtimes \Gamma$, is of the form $\mathcal{M}_{1} \rtimes \Gamma$, where $\mathcal{M}_{1}$ is a $\Gamma$-vN-subalgebra of $\mathcal{M}$.

Proof. Using Proposition 4.9, we see that $\operatorname{Ker}(\Gamma \curvearrowright \mathcal{M})$ is a plump subgroup of $\Gamma$. The claim now follows from Theorem 4.16.

## 5 Generalized Powers averaging for crossed products

There are others. There will be others. Other heroes, other heroines. Other prophecies to fulfill, other adversaries to despise. There will be stories told and forgotten, and reinvented anew until one day, perhaps, the oldest are remembered, and the beginning may end, and the ending begin.

Banewreaker

The Powers averaging property for the reduced crossed product $\mathcal{A} \rtimes_{r} \Gamma$ of the action of a Powers group $\Gamma$ on a unital $C^{*}$-algebra $\mathcal{A}$, was proved by de la Harpe and Skandalis in [12]. In [7], it was established that reduced crossed product over a $C^{*}$-simple group is simple whenever the underlying $C^{*}$-algebra has no $\Gamma$-invariant closed ideals. Bryder and Kennedy [9] studied the ideal structure of (twisted) crossed products over $C^{*}$-simple groups. In particular, they showed that the reduced crossed product over a $C^{*}$-simple group has the Powers averaging property (Definition 2.22).

A similar averaging was shown in [3] except the difference was that in [3], it was shown that the elements which average at the level of $C_{\lambda}^{*}(\Gamma)$ lift upstairs to average at the level of $\mathcal{A} \rtimes_{r} \Gamma$.

### 5.1 Need for Powers averaging

It is natural to ask if the simplicity of the reduced crossed product $C(X) \rtimes_{r} \Gamma$ is equivalent to some form of the Powers averaging. It is not difficult to see that an averaging of the form definition 2.22 would imply that the group is $C^{*}$-simple, thereby restricting us to the purview of $C^{*}$-simple groups. It is also futile to expect that we can average by elements from $C(X)$ for non-free actions as the following proposition demonstrates.

Recall that we have a canonical conditional expectation $\mathbb{E}_{x}: C(X) \rtimes_{r} \Gamma \rightarrow C_{\lambda}^{*}\left(\Gamma_{x}\right)$ defined by

$$
\mathbb{E}_{x}\left(f \lambda_{s}\right)=f(x) \mathbb{E}_{\Gamma_{x}}\left(\lambda_{s}\right)
$$

Note that for any subgroup $\Lambda \leq \Gamma, \mathbb{E}_{\Lambda}: C_{\lambda}^{*}(\Gamma) \rightarrow C_{\lambda}^{*}(\Lambda)$ is the canonical conditional expectation defined by sending every element $s \in \Lambda$ to itself and every other element to 0 . Also recall that a unit character $\tau$ on a group $\Gamma$ is a map $\tau: \Gamma \rightarrow \mathbb{C}$ which sends every group element $s \rightarrow 1$. While it may not always extend to a continuous map from $C_{\lambda}^{*}(\Gamma) \rightarrow \mathbb{C}$, it does so if and only if $\Gamma$ is amenable (see, e.g., [8, Theorem 2.6.8]).

Proposition 5.1. Suppose that $X$ is $a \Gamma$-space. The following are equivalent:

1. The action $\Gamma \curvearrowright X$ is free.
2. For every $a \in C(X) \rtimes_{r} \Gamma$ and $\epsilon>0$, we can find unitaries $u_{1}, u_{2}, \ldots, u_{n}$ of $C(X)$ such that

$$
\left\|\frac{1}{n} \sum_{i=1}^{n} u_{i} a u_{i}^{*}-\mathbb{E}(a)\right\|<\epsilon .
$$

3. Every $C(X)$-central state $\tau$ on $C(X) \rtimes_{r} \Gamma$ is of the form $\tau \circ \mathbb{E}$.
4. The inclusion $C(X) \subset C(X) \rtimes_{r} \Gamma$ has pure extension property, i.e., every pure state on $C(X)$ extends uniquely to a state on $C(X) \rtimes_{r} \Gamma$.

Proof. $((1) \Longrightarrow(2)):$ [39, Proposition 11.1.9].
$((2) \Longrightarrow(3))$ : Let $\tau$ be a $C(X)$-central state. Let $a \in C(X) \rtimes_{r} \Gamma$ and $\epsilon>0$. We can find unitaries $u_{1}, u_{2}, \ldots, u_{n}$ of $C(X)$ such that equation in condition (2) holds. Applying $\tau$ we obtain that

$$
\left\|\tau\left(\frac{1}{n} \sum_{i=1}^{n} u_{i} a u_{i}^{*}-\mathbb{E}(a)\right)\right\|<\epsilon
$$

Since $\tau$ is $C(X)$-central, we see that

$$
\tau\left(\frac{1}{n} \sum_{i=1}^{n} u_{i} a u_{i}^{*}\right)=\frac{1}{n} \sum_{i=1}^{n} \tau\left(u_{i} a u_{i}^{*}\right)=\frac{1}{n} \sum_{i=1}^{n} \tau\left(a u_{i}^{*} u\right)=\tau(a) .
$$

Therefore,

$$
\|\tau(a)-\tau(\mathbb{E}(a))\|=\left\|\tau\left(\frac{1}{n} \sum_{i=1}^{n} u_{i} a u_{i}^{*}-\mathbb{E}(a)\right)\right\|<\epsilon
$$

Since $\epsilon>0$ is arbitrary, the claim follows.
$((3) \Longrightarrow(4)):$ Let $\varphi$ be a state on $C(X) \rtimes_{r} \Gamma$ such that $\left.\varphi\right|_{C(X)}$ is a pure state. Since every pure state on $C(X)$ is of the form $\delta_{x}$ for some $x \in X, C(X)$ falls in the multiplicative domain of $\varphi$. Hence, $\varphi$ is $C(X)$-central and therefore, is of the form $\varphi \circ \mathbb{E}$.
$(4) \Longrightarrow(1):$ Suppose that $\Gamma \curvearrowright X$ is not free. Then, there exists $x \in X$ such that $\Gamma_{x}$ is non-trivial. Let $e \neq s \in \Gamma_{x}$. Let $\Lambda=\langle s\rangle$. Let $\varphi=\tau_{0} \circ \mathbb{E}_{\Lambda} \circ \mathbb{E}_{x}$ where $\tau_{0}$ is the unit character on $C_{\lambda}^{*}(\Lambda)$, which is continuous since $\Lambda$ is amenable. Observe that $\left.\varphi\right|_{C(X)}=\delta_{x}$, hence, $\left.\varphi\right|_{C(X)}$ is a pure state and $C(X)$ falls in the multiplicative domain of $\varphi$. Moreover, $\varphi\left(\lambda_{s}\right)=1$. Hence, $\varphi$ is not of the form $\varphi \circ \mathbb{E}$. Therefore, $\left.\varphi\right|_{C(X)}$ doesn't extend uniquely to a state on $C(X) \rtimes_{r} \Gamma$.

In [4], we introduce a generalized version of the Powers averaging which does turn out to be equivalent to simplicity in the end.

### 5.2 Arriving upon the right notion of the Powers averaging for crossed products

It is clear that the averaging we want must involve some combination of group elements and functions from $C(X)$ as an averaging involving just the group elements or just the functions from $C(X)$ won't suffice. After some introspection, one realizes that if an averaging of the form

$$
\left\|\sum_{j=1}^{m} g_{j} \lambda_{t_{j}}(a-\mathbb{E}(a)) \lambda_{t_{j}^{-1}} g_{j}\right\|<\epsilon
$$

could be proved for a given $a \in C(X) \rtimes_{r} \Gamma$ and $\epsilon>0$, then we can show that such an averaging implies simplicity of $C(X) \rtimes_{r} \Gamma$ for a minimal $\Gamma$-space $X$. We first prove that $C(X) \rtimes_{r} \Gamma$ satisfies such an averaging if $\Gamma \curvearrowright X$ is topologically free and minimal. We begin with the following Lemma.

Lemma 5.2. Let $Y$ be a compact Hausdorff $\Gamma$-space. Suppose that $\Gamma \curvearrowright Y$ is minimal and topologically free. Let $F \subset \Gamma \backslash\{e\}$ be a finite set. Then, for each $y \in Y$, there exists $t_{y} \in \Gamma$ such that
$s t_{y} y \neq t_{y} y$ for all $s \in F$.

Proof. Suppose not. Then, there exists $y \in Y$ such that for all $t \in \Gamma$, there exists $s \in F$ such that $s t y=t y$. In particular, we obtain that $\{t y: t \in \Gamma\} \subset \cup_{s \in F} X^{s}$. Since $X^{s}$ is closed and $\Gamma \curvearrowright Y$ is minimal, taking closure on both sides, we obtain that

$$
Y=\overline{\{t y: t \in \Gamma\}} \subset \cup_{s \in F} X^{s}
$$

From the Baire-category theorem, it follows that there must exist $s \in F$ such that $X^{s}$ has non-empty interior, which is a contradiction since $\Gamma \curvearrowright Y$ is topologically free. Hence, the claim holds.

Proposition 5.3. Suppose that $X$ is a minimal $\Gamma$-space with the action $\Gamma \curvearrowright X$ topologically free. Then, given $\epsilon>0$ and $a \in C(X) \rtimes_{r} \Gamma$, we can find $s_{1}, s_{2}, \ldots, s_{m} \in \Gamma$ and $g_{1}, g_{2}, \ldots, g_{m} \in C(X)$ such that

$$
\left\|\sum_{j=1}^{m} g_{j} \lambda_{s_{j}}(a-\mathbb{E}(a)) \lambda_{s_{j}^{-1}} g_{j}\right\|<\epsilon \text {, where } \sum_{j=1}^{m} g_{j}^{2}=1 \text {. }
$$

Proof. Let $a \in C(X) \rtimes_{r} \Gamma$ and $\epsilon>0$. Then, there are $t_{1}, t_{2}, \ldots, t_{n} \in \Gamma \backslash\{e\}$ and $f_{1}, f_{2}, \ldots, f_{n} \in C(X)$ such that

$$
\left\|a-\left(\sum_{i=1}^{n} f_{i} \lambda_{t_{i}}+\mathbb{E}(a)\right)\right\|<\epsilon
$$

Let $F=\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$. Then, for each $x \in X$, using Lemma 5.2 , we can find $t_{x} \in \Gamma$ such that $t_{i} t_{x} x \neq t_{x} x$ for each $i=1,2, \ldots, n$. Hence, we can find a neighborhood $U_{x} \ni x$ such that $t_{x}^{-1} t_{i} t_{x} U_{x} \cap U_{x}=\emptyset$ for each $i=1,2, \ldots, n$. Note that this is equivalent to saying that $t_{i} t_{x} U_{x} \cap t_{x} U_{x}=$ $\emptyset$ for all $i=1,2, \ldots, n$. Now, using compactness of $X$, there are $x_{1}, x_{2}, \ldots, x_{m} \in X$ such that $X \subset \cup_{j=1}^{m} U_{x_{j}}$ and there are $t_{x_{1}}, t_{x_{2}}, \ldots, t_{x_{m}} \in \Gamma$ such that $t_{i} t_{x_{j}} U_{x_{j}} \cap t_{x_{j}} U_{x_{j}}=\emptyset$ for all $i=1,2, \ldots, n$ and each $j=1,2, \ldots, m$. Let $\left\{g_{j}\right\}_{j=1}^{m}$ be a partition of unit subordinate to $\left\{U_{j}\right\}_{j=1}^{m}$, i.e., for each
$j=1,2, \ldots, m, g_{j} \geq 0, \operatorname{Supp}\left(g_{j}\right) \subset U_{j}$ and $\sum_{j=1}^{m} g_{j}^{2}=1$. Now, for each fixed $j$, observe that

$$
\begin{aligned}
g_{j} \lambda_{t_{x_{j}}}^{-1} f_{i} \lambda_{t_{i}} \lambda_{x_{j}} g_{j} & =g_{j}\left(t_{x_{j}}^{-1} \cdot f_{i}\right) \lambda_{t_{x_{j}}^{-1} t_{i}}\left(t_{x_{j}} \cdot g_{j}\right) \lambda_{t_{x_{j}}} \\
& =\left(t_{x_{j}}^{-1} \cdot f_{i}\right) g_{j} \lambda_{t_{x_{j}}^{-1} t_{i}}\left(t_{x_{j}} \cdot g_{j}\right) \lambda_{t_{x_{j}}} \\
& =\left(t_{x_{j}}^{-1} \cdot f_{i}\right) \lambda_{t_{x_{j}}^{-1} t_{i}}\left(t_{i}^{-1} t_{x_{j}} \cdot g_{j}\right)\left(t_{x_{j}} \cdot g_{j}\right) \lambda_{t_{x_{j}}}
\end{aligned}
$$

Now, note that $g_{j}\left(t_{x_{j}}^{-1} x\right) \neq 0$ and $g_{j}\left(t_{x_{j}}^{-1} t_{i} x\right) \neq 0$ iff $t_{x_{j}}^{-1} x \in U_{x_{j}}$ and $t_{x_{j}}^{-1} t_{i} x \in U_{x_{j}}$ iff $x \in t_{x_{j}} U_{x_{j}} \cap$ $t_{i}^{-1} t_{x_{j}} U_{x_{j}}=\emptyset$, for all $i=1,2, \ldots, n$. Hence, for each fixed $j$ and for all $i=1,2, \ldots, n, g_{j} \lambda_{t_{x_{j}}}^{-1} f_{i} \lambda_{t_{i}} \lambda_{t_{x_{j}}} g_{j}=$ 0 . Therefore,

$$
\sum_{j=1}^{m} g_{j} \lambda_{t_{x_{j}}}^{-1}\left(\sum_{i=1}^{n} f_{i} \lambda_{t_{i}}\right) \lambda_{t_{x_{j}}} g_{j}=\sum_{j=1}^{m} \sum_{i=1}^{n} g_{j} \lambda_{t_{x_{j}}}^{-1} f_{i} \lambda_{t_{i}} \lambda_{t_{x_{j}}} g_{j}=0 .
$$

Moreover, it is easy to check that the map $\varphi: C(X) \rtimes_{r} \Gamma \rightarrow C(X) \rtimes_{r} \Gamma$ defined by $\varphi(a)=$ $\sum_{j=1}^{m} g_{j} \lambda_{t_{x_{j}}^{-1}} a \lambda_{t_{x_{j}}} g_{j}$ is a unital completely positive map. Hence,

$$
\begin{aligned}
& \left\|\sum_{j=1}^{m} g_{j} \lambda_{t_{x_{j}}^{-1}}(a-\mathbb{E}(a)) \lambda_{t_{x_{j}}} g_{j}\right\| \\
& \leq\left\|\sum_{j=1}^{m} g_{j} \lambda_{t_{x_{j}}^{-1}}\left(a-\left(\sum_{i=1}^{n} f_{i} \lambda_{s_{i}}+\mathbb{E}(a)\right)\right) \lambda_{t_{x_{j}}} g_{j}\right\| \\
& +\left\|\sum_{j=1}^{m} g_{j} \lambda_{t_{x_{j}}}^{-1}\left(\sum_{i=1}^{n} f_{i} \lambda_{t_{i}}\right) \lambda_{t_{x_{j}}} g_{j}\right\| \\
& =\left\|\varphi\left(a-\left(\sum_{i=1}^{n} f_{i} \lambda_{s_{i}}+\mathbb{E}(a)\right)\right)\right\|+\left\|\sum_{j=1}^{m} g_{j} \lambda_{t_{x_{j}}}^{-1}\left(\sum_{i=1}^{n} f_{i} \lambda_{t_{i}}\right) \lambda_{t_{x_{j}}} g_{j}\right\| \\
& \leq\left\|a-\left(\sum_{i=1}^{n} f_{i} \lambda_{s_{i}}+\mathbb{E}(a)\right)\right\|+\left\|\sum_{j=1}^{m} g_{j} \lambda_{t_{x_{j}}}^{-1}\left(\sum_{i=1}^{n} f_{i} \lambda_{t_{i}}\right) \lambda_{t_{x_{j}}} g_{j}\right\| \\
& <\epsilon .
\end{aligned}
$$

Renaming $t_{x_{j}}^{-1}$ as $s_{j}$, we obtain the claim.

### 5.3 Simplicity and generalized Powers averaging

In order to prove such an averaging for simple crossed products, we use the notion of generalized Furstenberg boundary introduced by Naghavi [30] and Kawabe [23] independently and various characterizations provided there. In this section, we introduce a generalized version of the Powers averaging and show that it is equivalent to simplicity of the reduced crossed product. The contents of this section and the one following it are taken from [4].

Definition $5.4([4])$. A $C^{*}$-dynamical system $(C(X), \Gamma)$ is said to have generalized Powers averaging property if for every element $a$ in the reduced crossed product $C(X) \rtimes_{r} \Gamma$ and every $\epsilon>0$, there are $s_{1}, \ldots, s_{m} \in \Gamma$ and $f_{1}, f_{2}, \ldots, f_{m} \in C(X)$ with $f_{j} \geq 0$ for each $j=1,2, \ldots, m, \sum_{j=1}^{m} f_{j}^{2}=1$ such that

$$
\left\|\sum_{j=1}^{m} f_{j} \lambda_{s_{j}}(a-\mathbb{E}(a)) \lambda_{s_{j}^{-1}} f_{j}\right\|<\epsilon
$$

Moreover, it is said to have strong generalized Powers averaging property if for every element $a$ in the reduced crossed product $C(X) \rtimes_{r} \Gamma$ and every $\epsilon>0$, there are $s_{1}, \ldots, s_{m} \in \Gamma$ and $f_{1}, f_{2}, \ldots, f_{m} \in C(X)$ with $f_{j} \geq 0$ for each $j=1,2, \ldots, m, \sum_{j=1}^{m} f_{j}^{2}=1$ such that

$$
\left\|\sum_{j=1}^{m} f_{j} \lambda_{s_{j}} a \lambda_{s_{j}^{-1}} f_{j}-\mathbb{E}(a)\right\|<\epsilon
$$

Theorem 5.5 ([4]). Let $\Gamma$ be a discrete group acting on a compact Hausdorff space $X$ by homeomorphisms, and assume that the action is minimal. The following are equivalent:

1. $C(X) \rtimes_{r} \Gamma$ is simple.
2. $C(X) \rtimes_{r} \Gamma$ has the generalized Powers averaging property.
3. $C(X) \rtimes_{r} \Gamma$ has the strong generalized Powers averaging property.

One possible way of proving this theorem is to follow in the footsteps of [26] and show that there is a one-to-one correspondence between boundaries in $\{\nu \circ \mathbb{E}: \nu \in \operatorname{Prob}(X)\}$ and conditional expectations $\mathbb{E}: C(X) \rtimes_{r} \Gamma \rightarrow C(X)$. We do not do that!! Instead, we argue similarly as in
[19]. The key to establishing our theorem is the following lemma which allows us to send arbitrary measures to $\delta$-measures.

For a state $\varphi$ on $C(X) \rtimes_{r} \Gamma, f_{j} \in C(X)$ with $f_{j} \geq 0, \sum_{j=1}^{m} f_{j}^{2}=1$ and $s_{j} \in \Gamma$, we define a new state on $C(X) \rtimes_{r} \Gamma$ : For $a \in C(X) \rtimes_{r} \Gamma$,

$$
\varphi\left(\sum_{j=1}^{m} f_{j} \lambda_{s_{j}}(\cdot) \lambda_{s_{j}^{-1}} f_{j}\right)(a)=\varphi\left(\sum_{j=1}^{m} f_{j} \lambda_{s_{j}} a \lambda_{s_{j}^{-1}} f_{j}\right) .
$$

Moreover, for $f_{j} \geq 0$ with $\sum_{j=1}^{m} f_{j}^{2}=1$, let

$$
K=\left\{\Phi: C(X) \rtimes_{r} \Gamma \rightarrow C(X) \rtimes_{r} \Gamma: \Phi(a)=\sum_{j=1}^{m} f_{j} \lambda_{s_{j}} a \lambda_{s_{j}^{-1}} f_{j}\right\}
$$

Lemma 5.6. Suppose that $X$ is a minimal $\Gamma$-space. Then, for every $x \in X$, there exists a net $\Phi_{i} \in K$ such that $\left.\Phi_{i}\right|_{C(X)} \xrightarrow{\|\cdot\|} \delta_{x}$. Moreover, for any state $\varphi$ on $C(X) \rtimes_{r} \Gamma,\left.\varphi\left(\Phi_{i}\right)\right|_{C(X)} \xrightarrow{w^{*}} \delta_{x}$.

Proof. Let $x_{0} \in X$. Let $V$ be a neighborhood around $x_{0}$. Since $\Gamma \curvearrowright X$ is minimal, for every $x \in X$ there exists $t_{x} \in \Gamma$ such that $t_{x} x \in V$. Then, there exists an open set $U_{x} \ni x$ such that $t_{x} U_{x} \subset V$ (we can choose $U_{x}=t_{x}^{-1} V$ ). Using the compactness of $X$, we can find $x_{1}, x_{2}, \ldots, x_{n} \in X$ such that $X \subset \cup_{i=1}^{n} U_{x_{i}}$ and $t_{x_{1}}, t_{x_{2}}, \ldots, t_{x_{n}} \in \Gamma$ such that $t_{x_{i}} U_{x_{i}} \subset V$. Let $\left\{f_{j}\right\}_{j=1}^{n}$ be a partition of unity subordinate to $\left\{U_{x_{j}}\right\}_{j=1}^{n}$. Define a u.c.p map $\Phi_{V}: C(X) \rtimes_{r} \Gamma \rightarrow C(X) \rtimes_{r} \Gamma$ by

$$
\Phi_{V}(a)=\sum_{j=1}^{n} f_{j}^{\frac{1}{2}} \lambda_{t_{j}} a \lambda_{t_{j}^{-1}} f_{j}^{\frac{1}{2}}, a \in C(X) \rtimes_{r} \Gamma
$$

(Here, we rename $t_{x_{j}}$ as $t_{j}$.) We claim that

$$
\left\{\Phi_{V}: V \text { open, } V \ni x_{0}, \Phi_{V} \leq \Phi_{W} \Longleftrightarrow W \subset V\right\} \xrightarrow{\|\cdot\|} \delta_{x_{0}}
$$

Let $f \in C(X)$. Let $\epsilon>0$. Since $f$ is continuous at $x_{0}$, there exists an open neighborhood $U \ni x_{0}$ such that $\left|f(y)-f\left(x_{0}\right)\right|<\epsilon$ for all $Y \in U$. By the above construction, there exists a u.c.p map $\Phi_{U}$
on $C(X) \rtimes_{r} \Gamma$ defined by

$$
\Phi_{U}(a)=\sum_{j=1}^{m} g_{j}^{\frac{1}{2}} \lambda_{t_{j}^{-1}} a \lambda_{t_{j}} g_{j}^{\frac{1}{2}}, a \in C(X) \rtimes_{r} \Gamma
$$

such that $t_{j} U_{j} \subset U$ and $\operatorname{Supp}\left(g_{j}\right) \subset U_{j}$ with $X=\cup_{j=1}^{m} U_{j}$. Now, for $x \in X$ observe that

$$
\begin{aligned}
& \left|\sum_{j=1}^{m} g_{j}(x) t_{j}^{-1} \cdot f(x)-f\left(x_{0}\right)\right| \\
& =\left|\sum_{j=1}^{m} g_{j}(x) t_{j}^{-1} \cdot f(x)-\sum_{j=1}^{m} g_{j}(x) f\left(x_{0}\right)\right| \\
& \leq \sum_{j=1}^{m} g_{j}(x)\left|f\left(t_{j} x\right)-f\left(x_{0}\right)\right|
\end{aligned}
$$

$$
<\epsilon \quad\left(\text { for } x \in U_{j}, t_{j} x \in U\right)
$$

Moreover, for any state $\varphi$,

$$
\begin{aligned}
\left|\varphi_{U}(f)-f\left(x_{0}\right)\right| & =\left|\varphi\left(\sum_{j=1}^{m} g_{j} t_{j}^{-1} \cdot f-f\left(x_{0}\right)\right)\right| \\
& \leq\left\|\sum_{j=1}^{m} g_{j} t_{j}^{-1} \cdot f-f\left(x_{0}\right)\right\|<\epsilon .
\end{aligned}
$$

The claim follows.

Proof of Theorem 5.5. We give an outline of the proof and refer the reader to [4] for details. (3) $\Longrightarrow$ (1) is the easy direction and it really is a mere modification of Theorem 3.4. We leave it as an exercise.

For $(1) \Longrightarrow(2)$, arguing similarly as in [9, Lemma 3.3], it is enough to show that given any state $\varphi \in S\left(C(X) \rtimes_{\lambda} \Gamma\right)$, that

$$
\{\nu \circ \mathbb{E}: \nu \in \operatorname{Prob}(X)\} \subseteq \overline{\{\varphi(\mu), \mu \in K}^{\text {weak }^{*}}
$$

 $S\left(C(X) \rtimes_{r} \Gamma\right)$. Let $x \in X$. Using Lemma 5.6, we can find a net $\left\{\mu_{i}\right\} \in K$ such that $\left.\varphi \circ \mu_{i}\right|_{C(X)}=$ $\left.\varphi_{i}\right|_{C(X)} \xrightarrow{w^{*}} \delta_{x}$. Upon passing to a subnet, we may assume that $\varphi_{i} \xrightarrow{w^{*}} \tilde{\psi} \in \tilde{K}$, where $\tilde{\psi}$ is a state on $C(X) \rtimes_{r} \Gamma$. Extend $\tilde{\psi}$ to a state $\tilde{\varphi}$ on $C(\tilde{X}) \rtimes_{r} \Gamma$, where $C(\tilde{X})=I_{\Gamma}(C(X))$. Note that $\left.\tilde{\varphi}\right|_{C(X)}=\delta_{x}$. Using [30, Theorem 3.2], we can find a net $s_{j} \in \Gamma$ such that $s_{j} .\left.\tilde{\varphi}\right|_{C(\tilde{X})} \xrightarrow{w^{*}} \delta_{y}$ for some $y \in \tilde{X}$. Upon passing to a subnet, we may assume that $s_{j} \tilde{\varphi} \xrightarrow{w^{*}} \psi \in S\left(C(\tilde{X}) \rtimes_{r} \Gamma\right)$. Moreover, $C(\tilde{X})$ falls in the multiplicative domain of $\psi$ since $\left.\psi\right|_{C(\tilde{X})}=\delta_{y}$. Since $C(X) \rtimes_{r} \Gamma$ is simple, it follows from [23, Theorem 3.4] that $C(\tilde{X}) \rtimes_{r} \Gamma$ is simple, hence by the same theorem again, the action $\Gamma \curvearrowright \tilde{X}$ is free. Arguing similarly as in [19, Lemma 3.1], we conclude that $\psi=\psi \circ \mathbb{E}$. The claim follows by observing that

$$
\left.\psi\right|_{C(X) \rtimes_{r} \Gamma}=\left.\lim _{j} s_{j} \tilde{\varphi}\right|_{C(X) \rtimes_{r} \Gamma}=\lim _{j} s_{j} \tilde{\psi} \in \tilde{K} .
$$

For $(2) \Longrightarrow(3)$ : Arguing similarly as above, given $a \in C(X) \rtimes_{r} \Gamma$, we can show that for each $x_{0} \in X$, there exists a net $\mu_{i}^{x_{0}} \in K$ such that $\mu_{i}^{x_{0}}(a) \xrightarrow{\|\cdot\|} \mathbb{E}(a)\left(x_{0}\right)$. Since $\mathbb{E}(a)$ is continuous, for each $x \in X$, there exists a neighborhood $U_{x} \ni x$ such that $|\mathbb{E}(a)(x)-\mathbb{E}(a)(y)|<\epsilon$ for all $y \in U_{x}$. Using the compactness of $X$, we can find finitely many elements $x_{1}, x_{2}, \ldots, x_{n} \in X$ such that $X \subset \cup_{i=1}^{n} U_{x_{i}}$. Let $\left\{f_{i}\right\}$ be a partition of unity corresponding to $\left\{U_{x_{i}}\right\}_{i=1}^{n}$ with $f_{i} \geq 0$ and $\sum_{i=1}^{n} f_{i}^{2}=1$. For each $i=1,2, \ldots, n$, it follows from our earlier argument that we can find u.c.p maps $\mu_{i} \in K$ such that

$$
\left\|\mu_{i}(a)-\mathbb{E}(a)\left(x_{i}\right)\right\|<\epsilon, \forall i=1,2, \ldots, n
$$

Let $\mu \in K$ be defined by $\mu()=.\sum_{i=1}^{n} f_{i} \mu_{i}(.) f_{i}$. Then,

$$
\begin{aligned}
\|\mu(a)-\mathbb{E}(a)\| & =\left\|\sum_{i=1}^{n} f_{i} \mu_{i}(a) f_{i}-\sum_{i=1}^{n} f_{i} \mathbb{E}(a) f_{i}\right\| \\
& \leq\left\|\sum_{i=1}^{n} f_{i} \mu_{i}(a) f_{i}-\sum_{i=1}^{n} f_{i} \mathbb{E}(a)\left(x_{i}\right) f_{i}\right\| \\
& +\left\|\sum_{i=1}^{n} f_{i} \mathbb{E}(a)\left(x_{i}\right) f_{i}-\sum_{i=1}^{n} f_{i} \mathbb{E}(a) f_{i}\right\|
\end{aligned}
$$

For each $x \in \operatorname{Supp}\left(f_{i}\right) \subset U_{i},\left|\mathbb{E}(a)\left(x_{i}\right)-\mathbb{E}(a)(x)\right|<\epsilon$ by construction. Hence,

$$
\begin{aligned}
& \left\|\sum_{i=1}^{n} f_{i} \mathbb{E}(a)\left(x_{i}\right) f_{i}-\sum_{i=1}^{n} f_{i} \mathbb{E}(a) f_{i}\right\| \\
& =\sup _{x \in X}\left|\sum_{i=1}^{n} f_{i}(x) \mathbb{E}(a)\left(x_{i}\right) f_{i}(x)-\sum_{i=1}^{n} f_{i}(x) \mathbb{E}(a)(x) f_{i}(x)\right| \\
& \leq \sup _{x \in X}\left(\sum_{i=1}^{n} f_{i}(x)\left|\mathbb{E}(a)\left(x_{i}\right)-\mathbb{E}(a)(x)\right| f_{i}(x)\right) \\
& \leq \epsilon
\end{aligned}
$$

The claim follows.

### 5.4 Application of generalized Powers averaging

We give a generalization of Theorem 3.4 as an application of the generalized Powers averaging. The motivation for this problem originated from the work of Kawabe [23], especially [23, Theorem 3.4] and [23, Theorem 6.1]. The aim of this section is to prove the following proposition. We start by saying how we arrived upon this proposition.

As mentioned before, $\Gamma$-simplicity doesn't necessarily pass to sub-algebras and therefore, simplicity for invariant sub-algebras of simple crossed products shouldn't be expected to hold in general. Consider, for example, any simple $C^{*}$-algebra $A$, any $C^{*}$-simple group $\Gamma$ acting on $\mathcal{A}$ trivially, and any abelian $C^{*}$-subalgebra $\mathcal{B} \subseteq \mathcal{A}$. However, given an inclusion of unital $\Gamma$ - $C^{*}$-algebras $C(Y) \subset C(X)$ (via a factor map $\pi: X \rightarrow Y$ ), every intermediate crossed product $C(Z) \rtimes_{r} \Gamma$ sitting between $C(Y) \rtimes_{r} \Gamma$ and $C(X) \rtimes_{r} \Gamma$ is simple whenever $C(Y) \rtimes_{r} \Gamma$ is simple. For this, we use the characterization of simplicity of the reduced crossed product provided in [23, Theorem 6.1].

Towards that end, let $z \in Z$ and $\Lambda$ be an amenable subgroup of $\Gamma_{z}$. Let $\rho: Z \rightarrow Y$ be the factor map coming from the inclusion of $C(Y) \subset C(Z)$. Observe that $\Gamma_{z} \leq \Gamma_{\rho(z)}$ and therefore, $\Lambda$ is an amenable subgroup of $\Gamma_{\rho(z)}$. Hence, by [23, Theorem 6.1] we can find a net $\left\{g_{i}\right\} \in \Gamma$ such that
$g_{i} \Lambda g_{i}^{-1} \rightarrow\{e\}$ in the Chabauty topology. Again, by [23, Theorem 6.1] it follows that $C(Z) \rtimes_{r} \Gamma$ is simple. After this, it is only natural to expect that this should hold for every intermediate $C^{*}$-subalgebra.

Proposition 5.7. Let $\pi: X \rightarrow Y$ be a continuous $\Gamma$-equivariant onto map, where $X, Y$ are compact Hausdorff $\Gamma$-spaces. Suppose that $\Gamma \curvearrowright X$ is minimal and $C(Y) \rtimes_{r} \Gamma$ is simple. Then, every intermediate $C^{*}$-algebra $\mathcal{A}$ with $C(Y) \rtimes_{r} \Gamma \subseteq \mathcal{A} \subseteq C(X) \rtimes_{r} \Gamma$, is simple.

The following lemma allows us to lift the averaging scheme to higher crossed products. The spirit is similar to that of Lemma 3.5 and so is its proof. We denote the u.c.p map $\Phi(\cdot)=$ $\sum_{i=1}^{n} f_{i} \lambda_{s_{i}} \cdot \lambda_{s_{i}^{-1}} f_{i}$ by $\mu(\cdot)$ for convinience of notation (we can view it as a generalized probability measure but it is not needed for the proof we propose below. The interested reader can look at our recent preprint [4] for more on generalized measures).

Lemma 5.8. Let $\Gamma$ be a discrete group, let $\mu$ be a u.c.p map of the form $\sum_{i=1}^{n} f_{i} \lambda_{s_{i}} \cdot \lambda_{s_{i}} f_{i}$, where $f_{i} \geq 0$ and $\sum_{i=1}^{n} f_{i}^{2}=1$. Let $\pi: X \rightarrow Y$ be a $\Gamma$-equivariant surjective continuous map with $\Gamma \curvearrowright X$ minimal. Then for any $t \in \Gamma$ and $f \in C(X)$ we have

$$
\left\|\mu *\left(f \lambda_{t}\right)\right\|_{\mathbb{B}\left(\ell^{2}(\Gamma)\right)} \leq\|f\|\left\|\mu * \lambda_{t}\right\|_{\mathbb{B}\left(\ell^{2}(\Gamma)\right)} .
$$

Proof. For $\xi \in \ell^{2}(\Gamma)$, observe that for each $t^{\prime} \in \Gamma$ we have

$$
\begin{aligned}
& \left(\left[\mu *\left(f \lambda_{t}\right)\right](\xi)\right)\left(t^{\prime}\right) \\
& =\sum_{s \in \Gamma}\left[g_{s} \lambda_{s} f \lambda_{t} \lambda_{s^{-1}} g_{s}(\xi)\right]\left(t^{\prime}\right) \\
& =\sum_{s \in \Gamma}\left[g_{s} s . f \lambda_{s t s^{-1}} g_{s}(\xi)\right]\left(t^{\prime}\right) \\
& =\sum_{s \in \Gamma}\left[g_{s}(s . f)\left(s t s^{-1} \cdot g_{s}\right) \lambda_{s t s^{-1}}(\xi)\right]\left(t^{\prime}\right) \\
& =\sum_{s \in \Gamma} g_{s}\left(t^{\prime} \cdot x_{0}\right) f\left(s^{-1} t^{\prime} \cdot x_{0}\right) g_{s}\left(s t^{-1} s^{-1} t^{\prime} \cdot x_{0}\right) \xi\left(s t^{-1} s^{-1} t^{\prime}\right)
\end{aligned}
$$

Define the function $\xi_{1}\left(t^{\prime}\right)=\left|\xi\left(t^{\prime}\right)\right|, t^{\prime} \in \Gamma$. Then $\xi_{1} \in \ell^{2}(\Gamma)$, and $\left\|\xi_{1}\right\|_{\ell^{2}(\Gamma)}=\|\xi\|_{\ell^{2}(\Gamma)}$. We have

$$
\begin{aligned}
& \left\|\left[\mu *\left(f \lambda_{t}\right)\right](\xi)\right\|_{\ell^{2}(\Gamma)}^{2} \\
& =\sum_{t^{\prime} \in \Gamma}\left|\left(\left[\mu *\left(f \lambda_{t}\right)\right](\xi)\right)\left(t^{\prime}\right)\right|^{2} \\
& =\sum_{t^{\prime} \in \Gamma}\left|\sum_{s \in \Gamma} g_{s}\left(t^{\prime} \cdot x_{0}\right) f\left(s^{-1} t^{\prime} \cdot x_{0}\right) g_{s}\left(s t^{-1} s^{-1} t^{\prime} \cdot x_{0}\right) \xi\left(s t^{-1} s^{-1} t^{\prime}\right)\right|^{2} \\
& \leq\|f\|^{2} \sum_{t^{\prime} \in \Gamma}\left(\sum_{s \in \Gamma} g_{s}\left(t^{\prime} \cdot x_{0}\right) g_{s}\left(s t^{-1} s^{-1} t^{\prime} \cdot x_{0}\right)\left|\xi\left(s t^{-1} s^{-1} t^{\prime}\right)\right|\right)^{2} \\
& =\|f\|^{2}\left\|\sum_{s \in \Gamma} g_{s} \lambda_{s t s^{-1}} g_{s}\left(\xi_{1}\right)\right\|_{\ell^{2}(\Gamma)}^{2} \\
& \leq\|f\|^{2}\left\|\sum_{s \in \Gamma} g_{s} \lambda_{s t s^{-1}} g_{s}\right\|_{\mathbb{B}\left(\ell^{2}(\Gamma)\right)}^{2}\left\|\xi_{1}\right\|_{\ell^{2}(\Gamma)}^{2} \\
& =\|f\|^{2}\left\|\mu *\left(\lambda_{t}\right)\right\|_{\mathbb{B}\left(\ell^{2}(\Gamma)\right)}^{2}\left\|\xi_{1}\right\|_{\ell^{2}(\Gamma)}^{2},
\end{aligned}
$$

and since $\left\|\xi_{1}\right\|_{\ell^{2}(\Gamma)}=\|\xi\|_{\ell^{2}(\Gamma)}$, the inequality follows.

We follow the strategy employed in the proof of Theorem 3.4.

Proof of Proposition 5.7. Let $\mathcal{A}$ be an intermediate $C^{*}$-sub-algebra of the form $C(Y) \rtimes_{r} \Gamma \subseteq \mathcal{A} \subseteq$ $C(X) \rtimes_{r} \Gamma$. Let $I$ be a non-zero ideal of $\mathcal{A}$. Let $a \in I$. Replacing $a$ by $a^{*} a$ and dividing by an appropriate scalar if required, we can assume that $a \geq 0$ and $\|a\|<1$. Let $\nu \in \operatorname{Prob}(\Gamma)$ be such that $\operatorname{Supp}(\nu)=\Gamma$. Then, it is a consequence of Lemma 3.7 that there exists $\delta>0$ such that $\nu * \mathbb{E}(a)(x)>\delta$ for all $x \in X$. Now, let $0<\epsilon<1$. Then, using Lemma 5.8, we can find $g_{1}, g_{2}, \ldots, g_{m} \in C(Y)$ with $0 \leq g_{j} \leq 1, \sum_{j=1}^{m} g_{j}^{2}=1$ and $s_{1}, s_{2}, \ldots, s_{m} \in \Gamma$ such that

$$
\left\|\frac{1}{\delta} \sum_{j=1}^{m} g_{j} \lambda_{s_{j}}(\nu * a-\mathbb{E}(\nu * a)) \lambda_{s_{j}^{-1}} g_{j}\right\|<\epsilon .
$$

Now, for every $x \in X$,

$$
\begin{aligned}
& \frac{1}{\delta}\left(\sum_{j=1}^{m} g_{j} \lambda_{s_{j}} \mathbb{E}(\nu * a) \lambda_{s_{j}^{-1}} g_{j}\right)(x) \\
& =\frac{1}{\delta}\left(\sum_{j=1}^{m} g_{j}^{2}(x) \mathbb{E}(\nu * a)\left(s_{j}^{-1} x\right)\right) \\
& =\frac{1}{\delta}\left(\sum_{j=1}^{m} g_{j}^{2}(x)(\nu * \mathbb{E}(a))\left(s_{j}^{-1} x\right)\right) \\
& \geq \frac{1}{\delta} \sum_{j=1}^{m} g_{j}^{2}(x)(\delta)=1
\end{aligned}
$$

Now, let $S=\frac{1}{\delta} \sum_{j=1}^{m} g_{j} \lambda_{s_{j}}(\nu * a) \lambda_{s_{j}^{-1}} g_{j}$ and $T=\frac{1}{\delta} \sum_{j=1}^{m} g_{j} \lambda_{s_{j}} \mathbb{E}(\nu * a) \lambda_{s_{j}^{-1}} g_{j}$. Observe that $\|S-T\|<$ 1. Moreover, $T$ is invertible, $\left\|T^{-1}\right\|<1$ and $\|S\|<1$. Therefore, using Lemma 3.6 we see that $S$ is invertible. Since $S \in I, I=\mathcal{A}$. This completes the proof.
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