
Multiphysics-based Fluidic Manipulation of 

Particles:  

An Experimental and Numerical Study  

 

 

by 

Yu Deng 

 

 

 

 

 

 

 

A dissertation submitted to the Department of Mechanical Engineering,  

Cullen College of Engineering  

in partial fulfillment of the requirements for the degree of  

 

 

DOCTOR OF PHILOSOPHY  

 

in Mechanical Engineering 

 

 

 

 

 

 

 

 

Chair of Committee: Dong Liu 

 

Committee Member: Li Sun 

 

Committee Member: Tsorng-Whay Pan 

 

Committee Member: Di Yang 

 

Committee Member: Cunjiang Yu 

 

 

University of Houston 

December 2020 

 



ii 

ACKNOWLEDGMENTS 

I would like to express my greatest gratitude and appreciation to my advisor, Dr. 

Dong Liu, Professor of Mechanical Engineering at University of Houston, for all his 

guidance and help throughout the projects in my entire graduate study.  Dr. Liu is always 

generous of giving his encouragement and sharing his knowledge, which motivated me 

in pursuit of more rigorous attitude towards scientific research and my life. 

This research was supported by the National Science Foundation (Grant No. 

1134119).  I would like to acknowledge this support and the financial support from 

University of Houston. 

Finally, I would also like to thank my family for being so supportive during the 

course of my graduate education. 

 

 

 

 

 

  



iii 

ABSTRACT 

Noninvasive manipulation of various bioparticles, such as cells, enables their 

use as the building blocks to construct complex bioscaffold for tissue engineering, 

which has the potential to transform the basic research in biology/biomedicine as well 

as the clinical treatment of some intractable diseases.  This dissertation aims at 

exploiting neural stem cells (NSCs) impregnated with superparamagnetic iron oxide 

nanoparticles (SPIONs), to develop an effective cure for spinal cord injury (SCI).  In 

SCI patients, long distance axonal connections are lost because most axons in the adult 

mammalian central nervous system fail to regenerate after injury.  Using an external 

magnetic field, the SPIONs labeled NSCs will spontaneously self-assemble into 

structured lattices along a virtual axis defined by the field flux lines, thereby forming a 

scaffold to guide the directional regrowth of axons.   

In the first part of this work, in vitro experiments were conducted to (1) establish 

the procedures for SPIONs impregnation and (2) to evaluate the toxicity of SPIONs and 

the morphology and proliferation of the two-dimensional (2D) and three-dimensional 

(3D) bioscaffold self-assembled by SPIONs labeled 3T3 cells and NSCs.  The 

experimental data proves the efficacy of the proposed approach in fabricating injectable 

and alignable bioscaffold for neural tissue engineering, and also prepare the context for 

the fundamental study of external-field-driven particle manipulation.   

In the second part of this work, a multiphysics numerical framework was 

formulated to investigate the aggregation kinetics and pattern formation of particles in 

a fluid medium.  In view of the similarities between electrostatic and magnetostatic 

fields, both electric and magnetic driving mechanisms, dielectrophoresis (DEP) and 
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magnetophoresis (MAP) were considered.  The arbitrary Lagrangian-Eulerian (ALE) 

method coupled with Maxwell stress Tensor (MST) approach was applied to solve the 

particle-fluid-field interaction problem, in which the motion of the particles (both 

translation and rotation), the flow field and the external electric/magnetic field are 

closely coupled.  

The insights gained from the experimental and theoretical studies of this work 

will help to advance the fundamental understanding of externally-driven field-particle 

interactions and the particle self-assembly process. This work also provides a potential 

tool to further medical treatment of SCI and other regenerative diseases in a noninvasive 

manner. 
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Chapter 1. Introduction  

The motivation of this PhD dissertation came first from the urgent call for 

effective cure of spinal cord injury (SCI), which, as a primary nervous system disorder, 

has caused severe and chronic debilitation or even permanent disability to millions of 

people in the US and worldwide.  SCI is difficult to heal partially because the central 

nervous system (CNS) has very limited capacity to repair itself after an injury.  Mature 

CNS neurons have an intrinsic indolence to regenerate, for instance, the injured axons 

attempt to regenerate spontaneously but quickly lose the ability to do so within 24 hours 

after failing to grow across an injury gap [1,2].  Consequently, when the entire cross 

section of the spinal cord is replaced with scar tissues and/or fluid-filled cysts, the 

mechanical substrates that provide physical support for axonal regeneration and the 

three-dimensional cytoarchitectural information will be lost permanently [3,4].  As a 

promising solution, bioscaffolds grafted with neural stem cells (NSCs) have been 

explored to promote axonal regeneration in SCI, with which NSCs replace the lost 

neurons and oligodendrocytes to stimulate the axonal remyelination and the scaffolds 

restore the structural support for the NSCs and also sustains a controlled biochemical 

microenvironment to induce the NSC differentiation [5-8].  However, at present, 

virtually all bioscaffolds are made of polymer composites and have to be fabricated in 

vitro in the form of porous matrix or guidance microconduits.  Subsequently, the 

bioscaffolds are implanted into the injured spinal cord through invasive surgical 

operations, which adds significantly to the physiological and psychological sufferings 

of the SCI patients.   
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Inspired by this critical challenge, the first half of this dissertation is devoted to 

developing a novel strategy to fabricate injectable, alignable, and bioactive scaffolds 

that use NSCs as the building blocks for axonal regeneration after SCI.  The concept 

capitalizes on the ability to manipulate superparamagnetic iron oxide nanoparticles 

(SPIONs) with magnetic field remotely and noninvasively.  The SPIONs-labeled NSCs 

will be injected into the injured spinal cord in colloidal suspensions.  Upon the 

application of a magnetic field, magnetically labeled NSCs will spontaneously self-

assemble into chain/column lattices and align along a virtual axis defined by the field 

flux lines, thereby forming a scaffold to guide the directional regrowth of axons.  The 

objective of the experimental aspect of the dissertation is to demonstrate magnetic 

directed self-assembly of two types of cell lines into highly aligned structures for the 

purpose of guiding directional growth of axons in SCI therapy and creating various 

cellular structures useful for other tissue engineering applications.    

In order to better understand the dynamics of magnetically-induced cellular 

alignment and pattern formation, the transport processes are formulated as a generalized 

multiphysics, multiphase flow problem in the second half of this dissertation.  With this 

treatment, the NSCs are only a special case of solid phase, i.e., they are represented as 

“irregular-shaped particles” that meet desired properties whereas “regular particles” are 

usually spheres, and the external fields can be either magnetic or electric to allow both 

magnetokinetic and electrokinetic effects to be considered.  The purpose of this 

generalization is to establish an universal framework for studying particle-field-flow 

interaction problems in a broader range of engineering applications involving particle 

manipulation.  The particle-field-flow coupling arises from the fact that the external 
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field induces particle motion, which is tied to the fluid flow by hydrodynamic viscous 

effect, and, in turn, the particle displacement will subsequently alter the local 

distributions of the external field and the flow field, so on and so forth.  Meanwhile, the 

particles interact both hydrodynamically and magnetically/electrically when they move 

to close proximity of each other.  To fully resolve the multiphysics-driven particle 

dynamics, a commercial finite element-based modeling program, COMSOL 

Multiphysics®, is adopted in this dissertation for the numerical computation.  

Specifically, two types of particle-field-flow interactions, dielectrophoresis (DEP) and 

magnetophoresis (MAP) have been investigated, which constitute the primary means of 

particle manipulation in fundamental research in biomedicine and biomedical 

engineering.  The arbitrary Lagrangian-Eulerian (ALE) method is used to update the 

spatial location of the moving particles and to monitor the instantaneous field 

distributions, since it allows the computational mesh inside the domains to move 

arbitrary to optimize the shapes of elements while the mesh on the boundaries and 

interfaces of the domain can move along materials to precisely track the boundaries and 

interfaces of a multi-material system.  The basic solution strategy follows: 

1) Based on the initial particle and field distributions, the Maxwell stress tensor  

approach is applied to calculate the field-induced driving forces and torques on 

the particles, which is chosen to accurately handle particle of irregular shape and 

external fields with strong non-uniformity.  Together with the Cauchy stress 

tensor, the forces and torques exerted on the particle due to both the external 

field and the hydrodynamic field can be completely determined.   

2) Once the driving forces and torques are computed, the motion of particles 
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(including both translation and rotation) is computed in the fluid domain 

simultaneously with the flow field.  The equations of motion of the fluid and 

particles are coupled through the no-slip condition at the particle boundaries. 

3) A moving mesh scheme is used to solve the particle-fluid-field 

interaction where flow field and the external electric/magnetic field are closely 

coupled. The instantaneous field distribution was obtained by considering the spatial 

location of particles.    

The multiphysics simulation framework developed in this dissertation provides 

much more flexibility in extracting useful information for cellular alignment and 

patterning that is otherwise inaccessible to cell line culture study and animal experiment.  

It also enables a powerful tool to design and optimize particle manipulation techniques 

based on DEP and MAP which will benefit the research community beyond SCI 

repairing and tissue engineering.   

This dissertation is organized as following.  Chapter 2 and Chapter 3 present the 

experimental study of magnetically driven alignment of injectable NSC scaffold for 

axonal regeneration.  In particular, Chapter 2 discusses the synthesis and 

characterization of SPIONs assemblies as well as the cytotoxicity study.  Chapter 3 

offers the details of the magnetic manipulation and directed assembly of SPIONs-

labeled cells into two-dimensional (2D) and three-dimensional (3D) structures.  The 

numerical modeling efforts are deliberated in Chapters 4 to 8.  Chapter 4 introduces the 

application background of particle manipulation and the basic concepts and theories of 

DEP and MAP.  Especially, the two primary theoretical methods, i.e., the effective 

dipole moment approach and the Maxwell stress tensor approach, are reviewed which 
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can be applied to calculate the field induced forces and torques on particles.  Chapter 5 

summarizes the key elements of the numerical model, including the multiphysics 

modules, the governing equations, the numerical methods and the solution procedures.  

Chapter 6 explores the mechanism and process of DEP directed pearl chaining under an 

uniform electric field.  DEP directed particle assembly, especially the interparticle 

interactions and the particle trajectory during the assembly process is investigated with 

identical particles.  Considering the effect of electrical properties on DEP interactions, 

Chapter 7 investigates the DEP-induced pattern formation of dissimilar particles with a 

focus on the difference in the particle-field-fluid interactions from that of identical 

particles. Chapter 8 is focused on numerical study of particle motion under MAP.  

Finally, the conclusion of the present work and suggest directions for future work are 

summarized in Chapter 9.   
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Chapter 2. Preliminary Study of NSC Scaffold 

As a primary nervous system disorder, spinal cord injury (SCI) causes severe 

and chronic debilitation or even permanent disability to millions of people in the US 

and worldwide.  SCI affects the young people (aged from 16 to 30), mainly due to motor 

vehicle accidents or battlefield injuries, as well as senior citizens (aged 70 and above) 

due to aging-related stenosis or bone quality change.  A person suffering from SCI may 

incur between $500,000 and $3.1 million in life time medical expenses.  The economic 

costs for SCI are well beyond $10 billion per year in the US alone [9].  Besides the 

heavy familial, social and economic burden, the patients’ physical and emotional 

suffering is immense.  Despite the extensive research efforts and improvement in the 

rehabilitation approaches, unfortunately, SCI continues to be a significant cause of 

disability and mortality.   

Effective treatments are currently not available for the spinal cord injury (SCI)-

triggered sensory and motor impairments, primarily due to the lack of successful 

strategies being optimally developed to promote long distance axonal regeneration.  

Unfortunately, most axons in the adult mammalian central nervous system (CNS) fail 

to regenerate after injury.  This has been attributed not only to the intrinsic indolence of 

the mature neurons, but also to the non-permissive environment encountered by the 

injured axons.  Therefore, novel therapeutic approaches to modify the inhibitory 

environment to promote axonal regeneration are urgently needed.  Neural stem cells 

(NSCs) have shown great promise to promote axonal regeneration and functional 

recovery after SCI, likely an effective novel therapy.   
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The research conducted in this dissertation aims at developing a novel technique 

to fabricate injectable, alignable, and bioactive scaffolds for axonal regeneration after 

SCI that use NSCs as the building blocks.  This work capitalizes on the ability to 

manipulate superparamagnetic iron oxide nanoparticles (SPIONs) with magnetic field 

remotely and noninvasively.  In this approach, the NSCs are labeled with 

nanoengineered cationic magnetoliposomes (CMLs) which encapsulate numerous 

SPIONs, and can be injected into the injured spinal cord in colloidal suspensions.  Upon 

the application of a magnetic field, magnetically labeled NSCs will spontaneously self-

assemble into chain/column lattices and align along a virtual axis defined by the field 

flux lines, thereby forming a scaffold to guide the directional regrowth of axons.   

 

2.1 Background 

2.1.1 NSCs and Biological Scaffolds 

SCI is difficult to heal partially because the central nervous system (CNS) has 

very limited capacity to repair itself after an injury.  Mature CNS neurons have an 

intrinsic indolence to regenerate.  Previous experiments [10] showed that severed axons 

initially attempted to regenerate spontaneously, but quickly lost the ability to do so after 

failing to find their way in the right direction to re-establish the nerve connection.  

Additionally, the non-permissive environment encountered by the injured axons, which 

includes the molecules in myelin (the insulating sheath surrounding nerve fibers) 

carrying inhibitory factors and the scar that form after the injury, contributes to their 

inability to regenerate [11].   
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Figure 1 Schematic of injured spinal neurons with Glial scar and myelin debris [11]. 

 

Accordingly, several repair strategies have been explored to promote axonal 

regeneration in the injured spinal cord, those including: 1) enhancing the intrinsic 

regenerative capacity of injured neurons [12-14]; 2) providing permissive neurotrophic 

factors [15,16]; 3) transplantation of regeneration-permissive cells, such as Schwann 

cells, olfactory ensheathing glia or NSCs; and 4) removing the inhibitory factors in the 

injured spinal cord.  Since the mechanism of action for each of these strategies is 

distinct, one would expect that combining multiple strategies would bring about greater 

axonal regeneration.  The NSC-based cell therapy represents such a promising 

approach.  Grafted NSCs and glial precursor cells (GPCs) have shown great potential to 

promote axonal regeneration after SCI.  They can replace the lost neurons and 

oligodendrocytes to promote the remyelination of demyelinated and degenerated axons.  

NSCs also constitutively secrete neurotrophic factors and other permissive substances 

to stimulate axonal growth across an injury gap [17,18].  After transplantation into the 

transected spinal cord, the NSCs promote regeneration of the corticospinal tract across 

the injury site to reach the caudal spinal cord where the regenerating axons reform 

synapses.   
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However, a grand challenge exists for the above NSC-based cell therapy, 

especially in chronic SCI:  when the entire cross section of the spinal cord is replaced 

with scar tissue and/or fluid-filled cysts, the mechanical substrates that provide 

mechanical support for axonal regeneration and the three-dimensional cytoarchitectural 

information become permanently lost [19].  Fortunately, biological scaffolds seeded 

with NSCs can provide a solution, which not only offer structural support for the 

attachment of grafted NSCs in the injury site but also sustain a controlled biochemical 

microenvironment to induce the differentiation of NSCs to desired cell lineages.  

Current scaffolds for SCI are mostly made of polymer composites that are assembled in 

the form of porous biomatrix or guidance microconduits, as shown in Figure 2 [19-22].  

While the bioscaffolds for SCI repair show promising attributes, such as mechanical 

compliance, biocompatibility and degradation, high porosity and functionalization with 

bioactive motifs, almost all of them have to be fabricated in vitro and then implanted 

into the injured spinal cord through invasive surgical operations. 

An ideal scaffold for SCI repair is envisioned in the proposed research, which 

possesses the following attributes: (1) Injectability: the constituent materials of the 

scaffold can be directly injected as aqueous suspensions into the injured spinal cord, and 

afterward the scaffold will establish itself spontaneously in vivo; (2) Alignability: the 

formed scaffold will be aligned along a preferential direction, i.e., longitudinally  in the 

spinal cord, to guide the regrowth of axons to bridge the injury gap; and (3) Bioactivity: 

growth factors can be accommodated in the scaffold and be released in a controlled way 

to promote the survival of grafted NSCs and the axonal regeneration.  Currently, there 

are no technologies capable of fabricating scaffolds with those attributes. 
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Figure 2 Current scaffolds fabricated for SCI repair [19,21]. 

 

2.1.2 Magnetic Nanoparticles and Field-directed Assembly 

 Superparamagnetic iron oxide nanoparticles (SPIONs) with a diameter less than 

20 nm exhibit strong magnetization only when they are exposed to an external magnetic 

field, otherwise they show no remnant magnetism [23].  SPIONs have several attributes 

for biomedical applications.  If cells are labeled with SPIONs, the coupling between the 

magnetic field and SPIONs allows remote detection of the cellular components in a 

body, regardless of whether there are intervening structures [24].  SPIONs can also be 

surface-functionalized with specific biomolecules. Furthermore, SPIONs can form very 

stable colloidal suspensions.  As a result, SPIONs have been used as effective imaging 

tracer tags and drug delivery vehicles, including the magnetic drug targeting (MDT), 
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magnetofection and gene delivery (MF), magnetic resonance imaging (MRI) and 

magnetic fluid hyperthermia (MFH) [25-29].   

More recently, SPIONs have been used for cellular mechanical conditioning and 

scaffold fabrication in tissue engineering.  In the first type of application, SPIONs 

attached to the integrin receptors on the cell surface can induce precisely controlled 

magnetic forces to target and activate individual mechanosensitive ion channels [30-32].  

The second type of application hinges upon the fact that when guided by an external 

magnetic field, SPIONs can self-assemble into one-, two- or three-dimensional ordered 

supraparticle structures [33,34].  In Figure 3 , magnetic forces were used to position 

thrombin-coated microparticles in two-dimensional hexagonal arrays which direct the 

self-assembly of fibrin fibrils [35].  Fibrin matrices with defined nanoscale architecture 

were fabricated that support adhesion and spreading of human endothelial cells.  In this 

dissertation, the ability to remotely control SPION-labeled neural stem cells will be 

harnessed to assemble chain/column lattices as scaffolds for guiding directional 

regeneration of axons. 

 

Figure 3 Magnetic field directed self-assembly of cells in 2d fibrin gel scaffold created with a 

magnetically oriented particle array [35].  
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2.1.3 Magnetoliposomes 

Superparamagnetic iron oxide nanoparticles (SPIONs) are widely used as the 

force carriers in the magnetically-directly cell manipulation study.  However, SPIONs 

in their native unmodified form are inefficient intracellular labels for stem cells and 

other mammalian cells [36-38] and they must be surface-modified to improve 

biocompatibility and to increase functionality.  Usually, SPIONs can be coated with 

synthetic or organic polymers (such as dextrans or proteins) and amphiphilic molecules 

(such as fatty acids or phospholipids) [39].  When a group of clustered SPIONs is 

encapsulated in the interior of a bilayer of amphiphilic phospholipids, 

magnetoliposomes (MLs) are formed [40,41] as schematically shown in Figure 4.   

 

Figure 4 Schematic of magnetoliposome (ML) that can function as combined magnetic labeling 

and drug delivery agents. 

 

When a magnetic field is applied, the magnetic dipole moments of individual 

SPIONs inside a ML superimpose and synergistically enhance the cumulative dipole 

moment of the ML, thus making the MLs highly efficient for MRI tracking and 

magnetic-force-based manipulation.  Since the phospholipids are natural substances, 
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MLs have excellent biocompatibility.  When the MLs are internalized by cells, the 

SPIONs will be shielded from degradation by strongly chemisorbed phospholipid layer 

and can persist during continuous cell proliferation.  Other benefit of the MLs come 

from the wide variety of phospholipids that can be used to synthesize them and the ease 

with which their surfaces can be modified chemically by specific targeting ligands.  

These will great increase the cellular uptake efficiency as well as reduce cytotoxicity of 

the MLs.  More importantly, hydrophilic and hydrophobic drugs can be hosted either 

within the lipid bilayer or in the inner aqueous cavity of the MLs, which makes the MLs 

good drug delivery carriers [39].  Release of the drugs can be triggered and controlled 

by increasing the local temperature (below the limit of hyperthermia) via heating the 

nanoparticles with radio frequency (RF) electromagnetic fields [42].      

Since cellular membranes bear an overall negative charge, positively charged 

MLs can be easily internalized by the cell via electrostatic interaction.  Thus, cationic 

MLs (CMLs) with superior properties are desired for effective cellular uptake and drug 

delivery.   

 

2.2 Research Rationale 

The underlying rationale of this dissertation research is illustrated in Figure 5.  

Cationic magnetoliposomes (CMLs) will first be synthesized with SPIONs encapsulated 

in the core and neurotrophic growth factors hosted within the lipid bilayer.  The CMLs 

are used to magnetically label the NSCs.  After cellular internalization, an external 

magnetic field will be applied to induce the cumulative dipole moment in the CML-

labeled NSCs.  The consequent magnetic interactions between NSCs cause spontaneous 
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formation of highly aligned chain/column lattices.  The principal axis of the lattices will 

conform to the magnetic flux lines, serving as a virtual guide to the NSC proliferation 

and colonization.  Sustained release of the neurotrophic growth factors stored in the 

CMLs will be triggered and controlled by a RF electromagnetic field.  If desired, MRI 

can be used to noninvasively track various cellular events using the SPION core as 

contrast agents.  In the foregoing procedures, synthesis of CMLs and magnetic labeling 

of NSCs will be conducted in vitro.  Aqueous suspension of the CML-labeled NSCs can 

be injected directly into the injured spinal cord.  Aligned NSC chain/column lattices will 

be spontaneously self-assembled in vivo when the magnetic field is applied.  Thus all 

three critical requirements of an ideal scaffold for spinal cord nerve repair, i.e., 

injectability, alignability and bioactivity, can be satisfied.  In this chapter, the synthesis 

of SPIONs and CMLs and the study of their cytotoxicity will be firstly discussed.   

 

Figure 5 Magnetically directed self-assembly of NSC chain lattices labeled with CMLs. 

 

2.3 SPION Synthesis 

SPIONs, as the building blocks of MLs, are synthesized in-house via a co-
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precipitation process where iron oxides are formed from aqueous Fe2+/Fe3+ salt 

solutions by the addition of a base under inert atmosphere at room temperature as shown 

in Figure 6(a).  The size and composition of SPIONs are controlled by the type of salts 

used (e.g. chlorides, sulfates, nitrates), the Fe2+/Fe3+ ratio, the reaction temperature, the 

solution pH value and the ionic strength of the media.  The size, composition and 

microstructure of the SPIONs have been characterized by X-ray diffraction (XRD) and 

transmission electron microscopy (TEM), as shown in Figure 6(b).  Magnetic properties 

including the size dependent superparamagnetism and inter-particle interactions have 

been investigated using magnetic hysteresis and temperature-dependent field cool and 

zero-field magnetization measurements, as shown in Figure 6(c).   

 

 

Figure 6 Electrochemical synthesis of SPIONs: a) Schematic of Fe3O4 SPION synthesis 

process, b) TEM micrograph of SPIONs, and c) room temperature superparamagnetic 

response of SPIONs. 

 

2.4 CML Synthesis 

Since phospholipids in aqueous environments tend to self-assemble to form 

closed bilayer structure [43], liposome is presented to describe the colloidal, vesicular 

structure consisted of one or multiple phospholipid bilayers membranes.  As shown in 
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Figure 7, Phospholipid bilayer membrane is a two-monolayer lipid structure, where each 

lipid is composed of oil-soluble hydrocarbon hydrophobic tail and water-soluble 

hydrophilic head.   

 

 

Figure 7 Schematic liposome structure [44]. 

The proper use of liposomes requires fine control of the lipid composition, size 

distribution, unilamellarity, encapsulation efficiency (EE) and biocompatibility [45].  A 

variety of biocompatible lipids, such as egg phosphatidylcholine (EPC), 

Dimyristoylphosphatidylcholine (DMPC), Dilauroylphosphatidylcholine (DLPC) and 

dioleoylphosphatidylethanolamine (DOPE), can be used to formulate liposomes with 

precisely tailored chemical, biological and mechanical properties.  Three additional 

factors must be considered when choosing lipids for CML synthesis: the charge of lipids, 

the degree of saturation and the length of acyl chain [46].  Generally, lipids with longer, 

saturated chain is preferred since it presents lower permeability which will increase the 

stability.  Also, during the liposome synthesis process, the temperature should be kept 

above the phase transition temperature.  Based on these considerations, DOPE and 

DMPC were selected for the synthesis of CMLs in this work due to their 
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electronegativity, long and saturated chain and low phase transition temperature. 

According to the lamellarity (number of bilayers) and size, liposomes can be 

generally classified into small unilamellar vesicles (SUVs), large unilamellar vesicles 

(LUVs), multilamellar vesicles (MLVs) and multivesicular vesicle (MVV), as showed 

in Figure 8.  Considering to maximize the SPIONs encapsulation in CMLs, size and 

homogeneity of the liposome play more crucial role compared to the lamellarity of 

liposome. Therefore, LUVs with relatively large internal volume are preferred in this 

work.  

 

Figure 8 Type of liposomes according to lamellarity and size, (a) SUV, (b) LUV, (c) MLV, (d) 

MVV. 

 

Liposomes can be produced using several methods, such as reverse-phase 

evaporation, injection, electroformtion, thin-film hydration, heating method etc., as 

detailed in Table 1.  Although some methods, like thin-film hydration (Bangham method) 

are well systematically studied, considering the type of synthesized liposome and the 

accessibility, reverse-phase evaporation which enables sufficient inner volume to entrap 

aqueous solutions (SPIONs in this work) was first investigated.  
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Table 1 Conventional Methods of Liposome Production 

Methods  Advantages/Disadvantage  Liposome Type REF 

Reverse-phase 

evaporation 

Pros: Suitable EE, Simple process 

Cons: Time consuming, Sterilization issue  

LUVs, MLVs [47] 

Ethanol/ether 

injection 

Pros: Simple process 

Cons: Organic solvent residue 

SUVs 

SMVs  

[48] 

Electroformation  Pros: Homogeneous size distribution 

Con: High cost 

GUVs [49] 

Thin-film 

hydration  

Pros: Simple process  

Cons: Low EE, Organic solvent residue 

MLVs [50] 

Heating method Pros: Simple design, Organic solvent free 

Cons: High temperature  

SUVs, MLVs [51] 

SMVs-small multilamellar vesicles, GUVs- giant unilamellar vesicles (>1 µm) 

 

2.4.1 Reverse-phase Evaporation Method  

The reverse-phase evaporation method was first employed in an effort to identify 

a suitable liposomal synthesis route.  The procedures are shown schematically in Figure 

9 (a).  In order to form the lipid films, the required amount of lipid 1,2-dimyristoyl-sn-

glycero-3-phosphorylcholine (DMPC), and dimyristoylphosphatidylcholine (DMTAP) 

with desired ratio 1:1 was dissolved in organic solvent chloroform (CHCl3).  With in-

house synthesized SPION solution mixed with lipid solvent, the solution was sonicated 

to ensure homogeneous distribution.  Then, either rotary evaporation or freeze drying 

can be applied to remove the solvent.  If the volume is small (<1mL), the solvent can be 

evaporated under a dry nitrogen or argon stream in a fume hood.  For larger volumes, 

the organic solvent should be removed by rotary evaporation which will yield thin lipid 

film on the side of a round bottom flask [46].  In this work, excess solvent was removed 
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from the lipid solution by evaporation at 37°C in a rotary evaporator to produce a thin 

lipid film on the container wall surface.  Subsequently, the lipid film was thoroughly 

dried to remove residual organic solvent by placing the flask on a vacuum pump 

overnight.  Afterwards, the bilayer-structured CMLs were formed by hydrating the lipid 

film with aqueous phosphate-buffered saline (PBS) solution, followed by 

ultrasonication.  To further fine-tune the size of CMLs, the PBS solution was filtrated 

multiple times through carbonate membranes with nanopores (220 and 450 nm).  The 

micrograph in Figure 9 (b) shows the reverse evaporation method produces fairly 

uniform CMLs with diameters of generally less than 500 nm.   

 

Figure 9 (a) Procedures of CMLS synthesis in reverse-phase evaporation method, (b) 

Micrograph of CMLs produced. 

 

With the reverse-phase evaporation method, liposome vesicles with desired 

properties is able to achieve, high encapsulation efficiency, high aqueous space-to lipid 

ratio and widely variable chemistry of lipid components [52]. However, the major 

deficiency of reverse-phase evaporation is that both lipids and encapsulation 

compounds have to homogeneously distributed in the same solvent before drying to 
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lipid film.  Although in this work, SPIONs solution is compatible with the organic 

solvent used, it is limiting the utility for encapsulating drug molecules or other active 

agents for further applications. 

 

2.4.2 Inverted Emulsion Method 

Considering the limitation of reverse-phase evaporation method, inverted 

emulsion method was then studied which allows two monolayers of phospholipid 

bilayer membrane to be assembled independently [53].  

The CML synthesis route using the inverted emulsion method is shown 

schematically in Figure 10, which involve the assembly of two independently formed 

monolayers of lipid.  The detailed procedures for one sample preparation are as follows.  

First, dissolved lipids, where 2 mg 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine 

(DOPE) dissolved in 2 mL dodecane, are combined in a glass flask and sonicated for 30 

minutes to ensure even distribution in the solvent.  The aqueous SPION solution with 

PBS is emulsified by mixing with half of solvent of the dodecane oil containing 

dissolved DOPE.  As tiny droplets of SPION solution are formed, the DOPE molecules 

dispersed in the oil phase adsorb onto the droplet surface to form a lipid monolayer, 

which will serve as the inner leaflet of the final bilayer structure.  The size of the surface-

covered emulsion droplets determines the size of CMLs, which can be fine-tuned by 

ultrasonication and filtration through carbonate membrane with nanoscale pores.  In this 

work, the mixture in Tube A is through a liposome extruder at 35°C using carbonate 

membranes of 450 nm and then 200 nm pore sizes, respectively, twice for each 

membrane.  Subsequently, PBS solution, half of solvent of the dodecane oil containing 



21 

dissolved DOPE in Tube B, and filtrated mixture in Tube A are added to Tube C one 

after another.  After centrifugation at 1000 rpm for 10 minutes, a second layer of lipid 

is picked up on the surface, thus forming the bilayered CMLs.  The micrograph in Figure 

11 shows the CMLs produced by the invert emulsion method with diameters usually 

less than 500 nm and with uniform size distribution.  Thus, inverted emulsion method 

is adopted for synthesizing the CMLs in this work.  

 

 

Figure 10 Procedures of CMLS synthesis in inverted emulsion method (lipids indicated by 

lollipop structures).  
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Figure 11 Micrograph of CMLs produced from inverted emulsion. 

 

2.5 Magnetic Nanoparticle Assembly 

At the later stage of the experimental investigation of this dissertation, a 

biocompatible commercial magnetic nanoparticle assembly, NanoShuttleTM, a product 

of Nano3D Biosciences, became available, which has been marketed as being highly 

effective in meeting the requirements for magnetic cellular manipulation.  To increase 

functionality of magnetic nanoparticles, instead of coated with amphiphilic molecules 

as MCLs, NanoShuttle is obtained by assembling gold (Au), magnetic iron oxide and 

poly-L-lysine as shown in Figure 12 [54].  With the gold-phage in NanoShuttle, it can 

present as signal reporter for fluorescence and dark-field microscopy due to the gold 

(Au) optical properties [55], which optimizes the optical property of the magnetic 

nanoparticle assembly. 

When cells incubated with NanoShuttle, cells are magnetized by poly-L-Lysine 

feature which facilitates nonspecific attachment of nanoparticles to the cell membranes 
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via electrostatic interaction.  Once particles attached to the membrane of cells, the 

magnetic nanoparticles remain for 7-8 days before releasing into cell extracellular 

matrix.  If the nanoparticle is internalized, it will exit the cell but still attached to the 

cell membrane [56].  With this unique feature of NanoShuttle, it is able to provide a 

sustainable magnetic force which is crucial in the bioscaffold self-assembly, especially 

for three-dimensional (3D) structure which requires long distance axonal regeneration.  

Therefore, at the later stage of the experimental investigation, NanoShuttle is utilized in 

magnetic cellular manipulation, mainly in the 3D cell self-assembly process.  

 

Figure 12 (a) Vial of magnetic iron oxide-containing hydrogel (arrow) in water, (b) Scheme of 

electrostatic interactions of magnetic iron oxide (brown spheres) and gold (yellow 

spheres) nanoparticles with phage (elongated structures; PIII and PVIII indicate 

surface capsid proteins). Nanoparticles are not drawn to scale [54]. 

 

2.6 Biocompatibility Study  

Biocompatibility is defined as the ability of a material to perform its desired 

function without causing any local or systemic adverse response in the recipient of the 

material [57], and it plays a vital role in evaluating the potentials of magnetic 
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nanoparticle assemblies in vivo applications.  The primary indicator of the 

biocompatibility of a given material is the cytotoxicity, also known as the cell viability, 

which is the quality of being toxic to cells [58].  As the commercial magnetic carriers, 

NanoShuttle is biocompatible where iron oxide and phage are recognized as safe by the 

FDA, and gold nanoparticles are in clinical trials for therapeutic use with no indications 

for systemic toxicity [59].  Systematic cytotoxicity study has been performed with 

several cell lines, such as Pulmonary fibroblast (PFs), smooth muscle cells (SMCs), 

epithelial cells (EpiCs), pulmonary endothelial cells (PECs) and 3T3-L1 which present 

that NanoShuttleTM has no effect on the cell proliferation, and viability [60-62].  Hence, 

in this section, the cytotoxicities of the CMLs synthesized in house is evaluated to 

ensure their suitability in the subsequent study of magnetic manipulation of cells.  

 

2.6.1 Cytotoxicity Study of SPIONs 

Cytotoxicity of the SPIONs, the building blocks of CMLs, was first investigated 

by using Rat-2 fibroblast cells as the model system.  The Rat-2 fibroblast cell line offers 

fast doubling time and relative ease of maintenance and has been used to assess the 

toxicological response of several biomolecular systems, such as polypropene mesh, 

fibrinogen, and zirconia [63-65].  The cytotoxicity was studied using a Trypan blue 

staining assay.  Trypan blue is an azo dye that is cell membrane impermeable and only 

enters cells with compromised membranes.  Upon entry into the cell, trypan blue binds 

to intracellular proteins rendering the cells a blue color.  The trypan blue staining assay 

allows for a direct identification and enumeration of live (unstained) and dead (blue) 

cells in a given population.  In this assay, a cell suspension is simply mixed with trypan 
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blue and then visually examined to determine whether cells take up or exclude the dye.   

In the cytotoxicity study, the Rat-2 fibroblast cells were cultured with bare SPIONs, 

SPIONs coated with N(CH3)4OH (tetramethyl-ammonium hydroxide for better 

dispersion) and SPIONs coated with dextran (a hydrophilic polysaccharide composed 

of α-1,6-linked d-glucopyranose which has been widely used for sustained protein and 

drug delivery in tissue-engineered scaffolds), respectively.  After 24-hour exposure, 

three samples were treated with Trypan blue staining assay as indicated in Figure 13 and 

demonstrate different biocompatibility results, as showed in Figure 14, where the non-

viable cells are represented as the dark color.  Figure 14(a) indicates N(CH3)4OH-

coated SPIONs destroy all trace of cell activity and membrane structure.  Figure 14(b) 

shows that the viability of Rat-2 fibroblast cells is reduced to less than 20%.  Figure 

14(c) shows that confluent cell structure with dextran-coated SPIONs is maintained and 

viability is greater than 90%, comparable to the control experiment without 

nanoparticles added. 

 

Figure 13 The routine process of Trypan Blue Staining Assay [66]. 
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Figure 14 Optical micrographs of a confluent culture of Rat-2 fibroblast cells after 24-hour 

exposure to: a) N(CH3)4OH-coated SPIONs; b) bare SPIONs; and c) dextran-coated 

SPIONs 

 

2.6.2 Cytotoxicity Study of CMLs 

The 3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-

sulfophenyl)-2H-tetrazolium (MTS) assay was used to study the viability of Rat-2 

fibroblast cell line co-cultured with CMLs.  This assay is a colorimetric technique for 

quantification of viable cell in proliferation or chemosensitivity assays [67].  With the 

NAD(P)H-dependent dehydrogenase enzymes in metabolically active cells, the MTS 

tetrazolium compound is reduced and produces a colored formazan dye in the presence 

of phenazine methosulfate (PMS) which is soluble in cell culture medium and has an 

absorbance maximum at 490-500 nm in PBS.  Thus, the cell viability is presented by 

the quantity of formazan product that is proportional to the quantity of living cells in 

culture.  The MTS assay is a “one-step” MTT assay and offers the convenience of adding 

reagents directly to the cell culture without the intermittent steps required by the MTT 

assay.   

In the experiment, fibroblast cells at two initial cellular concentrations, low 

(125,500 per mL) and high (223,000 per mL), were used.  The CMLs concentration was 

varied for each cell concentration, i.e., 2.5 mg/mL, 1.5 mg/mL, 0.5 mg/mL and 0 mg/mL.  

After adding 20L/well of MST assay solution, the sample was incubated for 1 hours at 
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37℃ in humidified, 5%CO2 atmosphere.  Then, the absorbance was measured and 

recorded at 490 nm.  The measured MTS signals for both two were invariant over time.  

Therefore, the time-dependent trend of MTS data observed in the viability study was 

solely due to cellular events.  

The MTS measurement data were recorded every 0.5 incubation hour in a 4.5-

hour span.  The results are shown in Figure 15, where the slope of the data represents 

the cellular decease rate.  The results demonstrate that the viability of CML-labeled cells 

at all CMLs concentrations (0.5, 1.5 and 2.5 mg/mL) is almost identical.  Thus, the 

conclusion can be drawn that the cellular viability is not affected by the CMLs. 

. 

 
Figure 15 Cell viability at different CML concentrations using MTS assay for (a) a low initial 

cell concentration, 125,500 per mL and (b) a high initial cell concentration, 223,000 

per mL 
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Chapter 3. Magnetic Manipulation and Directed Assembly of 

SPIONs-Labeled Cells  

The efficiency of neural stem cell (NSC)-based therapy for spinal cord injury 

(SCI) repair depends critically on how well the regenerating NSCs can orient themselves 

along a preferential direction (i.e., longitudinally in the spinal cord) to re-establish the 

nerve connection.  This research attempts to utilize the spontaneous self-assembly of 

magnetically-labeled NSCs into aligned chain/column lattices to restore the directional 

information lost in SCI.  Hence, following the cytotoxicity study, in vitro experiments 

were conducted to demonstrate magnetic assembly and manipulation of various cell 

lines.  

3.1 Two-dimensional Magnetic Manipulation  

3.1.1 3T3 Fibroblast Cell Line  

Magnetic manipulation of SPIONs-labeled cells was first investigated by using 

3T3 fibroblast as the model system to quantify the effect of CML concentration on the 

magnetic alignment of cells.  The 3T3 fibroblast cell line, which is originally from the 

primary mouse embryonic fibroblast cells, have been widely applied in tissue 

engineering due to its high growth rate and good stability, especially for some early-

stage verification of methodology and procedure [68-70].  

Before the experiments, the fibroblast cells were seeded with dilute CML 

solutions of three different concentrations, 0.2, 0.4 and 1.0 mg/mL, respectively.  Then 

the cells were incubated for 72 hours in standard culture medium at 37 and 5% CO2, 

both with and without exposure to external magnetic fields.  The uniform magnetic field 
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was created by two neodymium-iron-boron rare-earth magnet bars placed in parallel on 

a transparent fixture (shown in Figure 16 (a)). The strength of the magnetic field can be 

controlled by adjusting the distance between the magnet bars.  The control group of cells 

not seeded with CMLs are shown in Figure 16 (b), which appear to grow in random 

directions after 72-hour incubation.  Figure 16 (c) shows similar growth pattern of the 

fibroblast cells labeled with CMLs (0.2 mg/mL) but without being exposed to the 

magnetic field, where the darker color in the cells indicate the presence of internalized 

SPIONs.  Figure 16 (d)-(f) depict the magnetic alignment of the CML-labeled cells after 

being incubated for 72 hours in the magnetic field.  It is found that the cells grow along 

the direction of the magnetic field line, and the degree of alignment improves as the 

CML concentration increases, e.g., from 0.2 mg/mL in Figure 16 (d) to 1.0 mg/mL in 

Figure 16 (f).   

 

Figure 16 Magnetic alignment of fibroblast cells. (a) Test fixture with adjustable magnetic field strength; 

(b) fibroblast cells without CML-seeding; (3) CML-seeded cells without exposure to the 

magnetic field; (d) magnetically aligned cells at 0.2 mg/mL CML concentration; (e) 

magnetically aligned cells at 0.4 mg/mL CML concentration; and (f) magnetically aligned 

cells at 1.0 mg/mL CML concentration. 
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3.1.2 Oligodendrocyte Precursor Cells (OPCs)  

As mentioned before, SCI is difficult to heal partially because the central 

nervous system (CNS) has very limited capacity to repair itself after an injury.  Mature 

CNS neurons have an intrinsic indolence to regenerate.  Oligodendrocyte precursor cells 

(OPCs), which are a subtype of glial cells in the central nervous system, are capable to 

regenerate oligodendrocytes and differentiate into neurons to promote axonal 

regeneration [71,72].  Hence, magnetic directed assembly of oligodendrocyte precursor 

cells (OPCs) labelled with SPIONs was then explored after the prelimentary study of 

magnetic manipulation of 3T3 cells.   

As suggested by the biocompatibility study, the SPIONs are coated with dextran 

to ensure sufficient cellular viability after uptake.  In the experiments, OPCs were 

seeded with dilute SPION solution and incubated for 24 ~ 48 hours in standard culture 

medium at 37C and 5% CO2.  Before the assembly experiment, the cells were washed 

multiple times with PBS to remove excess SPIONs and were then trypsinized.  The glass 

slide carrying a drop of SPION-labeled OPCs was placed in a magnetic field created by 

two neodymium-iron-boron rare-earth magnets.  The magnetic field strength was 

measured to be about 200 G.  It was found magnetically directed assembly of OPCs 

occurs almost immediately.  The optical microscopy images in Figure 17 show the 

sequential processes of cellular internalization, harvest and magnetic directed self-

assembly.   
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Figure 17 Microphotographs of OPCs labeled with SPIONs: (a) Cells expanded in vitro in a 

culture flask, note the evidence of intracellular uptake of SPIONs; (b) Cells harvested 

by using trypsin are still alive after 24 ~ 48 hours exposure to SPIONs; and (c) cell 

alignment after the magnetic field is applied.    

 

3.2 Three-dimensional Magnetic Manipulation 

Although two-dimensional (2D) cell culture has allowed acquisition of early-

stage optimization about the methodology and procedure, there is a large gap in the 

complexity and fidelity between conventional 2D cell culture in vitro and tissue 

environments found in vivo [60].  In vitro, cells are attached to planar surfaces as 2D 

monolayer with rigid substrates which makes cells vulnerable to the morphological and 

functional change.  Gene expression, signaling and morphology in cell growth are found 

to be different from those in vivo [73-77].  

To mimic the tissue environments in vivo, three-dimensional (3D) cell culture 

in vitro systems provides improved tissue-like characteristics with cell-cell-extracellular 

matrix interaction which is hard to imitate in 2D [78,79].  Hence, to overcome these 

drawbacks, alternative test platform and procedures were investigated to enable 3D cell 

culture and magnetic manipulation. 

3.2.1 3T3 Fibroblast Cell Line  

Considering limitations of 3T3 cell as the monolayer layer with 2D culture, test 
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platform was revised and constructed to achieve the 3D culture in vitro.  As illustrated 

in Figure 18, in addition to a primary magnetic field applied horizontally to control the 

cell alignment and pattern formation, a secondary magnetic field is applied along the 

vertical direction that levitates the magnetically labeled cells to the upper surface of the 

culture medium.  By doing so, an improved 3D cell-growth condition can be established 

that enables elicit phenotypes occurring in natural matrix environments, and the cells 

are more amenable to manipulation by the primary field.  

 

Figure 18. 3D cell culture scheme with magnetic levitation/alignment 

 

The actual setup is shown in Figure 19 (a), where the primary field for magnetic 

manipulation is produced by two magnetic bars and the secondary field for magnetic 

levitation is generated by a disk-shaped magnet placed over the culture dish.  As 

indicated in Figure 19 (b), two particles were levitated and aligned with the magnetic 

field with the test platform.  

 
Figure 19 Test setup for 3D 3T3 cell self-assembly. 
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 Briefly, the SPIONs-labeled 3T3 cells in this work were prepared as following: 

1) Culture the cells to 80% confluence in a T-25 cell culture flask with 5 mL culture 

media, add 200 µL Nanoshuttle, and gently agitate the flask to evenly distribute 

the contents;  

2) Incubate the cells for 24 hours, by the end of which the cells are magnetically 

labeled; 

3) Remove the culture media, rinse off the residual nanoparticles with PBS, and 

harvest the cells with Trypsin solution;  

4) Separate the cells into several 35x10mm petri culture dishes and add culture 

media till the average cell concentration is 247,500 cells per mL in each dish; 

5)  Place the culture dishes on the test setup and incubate the cells  

 

To test the effect of magnetic levitation on the cell culture, only the secondary 

(disk-shaped) magnet is used in the first experimental configuration.  Figure 20 (a) 

shows that, after 5 hours, magnetically labeled 3T3 cells are successfully levitated and 

form a loosely connected aggregate floating at the upper surface of the culture medium.  

At this point, the levitated cells are still fairly dispersed and the aggregation is held 

together mainly by the magnetic attraction forces.  As time elapses, the cell assembly 

becomes more concentrated while cell-cell interaction was triggered.  The micrographs 

taken after 2-day and 3-day incubation are shown in Figure 20 (b) to (d), respectively.  

Clearly,  

Clusters of levitated 3T3 cells in the solution were concentrated by the applied 

magnetic field.  Additionally, it is found that, given enough time, the overall morphology 
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of the cultured tissue is largely determined by the size and shape of the secondary 

magnet, suggesting the possibility of controlling the tissue formation by tailoring the 

distribution of the external magnetic fields.  

 
Figure 20 3D magnetic culture of 3T3 cells. (a) cells aggregate after 5-hour magnetic levitation; 

(b) and (c) cells form a cluster after 2-day and 3-day incubation under the larger 

magnet; (d) cells form a more concentrated cluster after 3-day incubation under the 

smaller magnet. 

 

To further study the 3D 3T3 cell structure after the levitation, the secondary 

magnet was removed and the 3D cell structure was incubated for two more days.  

Without the levitation by the external magnetic field, Figure 21 demonstrates that the 

cells continue to grow and attached to the planar surfaces.  Since there is no constraint 

from the magnetic forces, the cell growth follows a diffusive manner along all directions 

with an almost uniform growth rate, as indicated by a nearly circular pattern.  Hence, 

the cellular viability of 3T3 cells is not impaired by the magnetic levitation of 3D cell 

culturing, and once magnetic levitation removed, 3T3 cells continuously grow in the 

conventional 2D monolayer culture.  
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Figure 21 Viability of cellular self-assembly was tested. The assembly was transferred to a new 

plate and monitored under no effect of magnetic force after 2 days.  

 

In the second experimental configuration, both the primary and secondary fields 

were present to achieve magnetic levitation and assembly simultaneously.  3T3 cells of 

were cultured with both magnetic fields on for 1.5 days.   The column lattice formed by 

the cells along the field direction can be clearly observed in Figure 22(a).  Micrographs 

of the cultured tissue at various magnifications are shown in Figure 22(b)-(e).  As 

compared to the concentrated cell cluster in Figure 20 when only the secondary field 

was used, the packing density of cells is lower, however, the directional structure of the 

column lattice is well retained.  Therefore, under an external magnetic field, the SPIONs 

labeled 3T3 cells spontaneously self-assemble into structured lattices along a virtural 

axis defined by the field flux lines.  With its injectability, alignability and bioactivity, 

the study of 3T3 cells self-assembly process provides a fundamental understanding in 

bioscaffold for SCI treatment.  
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Figure 22 Chain lattice formed by levitated 3T3 cells with (a) no magnification, (b) 40  

magnification, (c) 100  magnification, (d) 200  magnification; and (e) 400  

magnification. 

 

3.2.2 Neural Stem Cells (NSCs)  

With the study of magnetic manipulation of 3T3 cells, NSCs were then 

investigated considering its unique feature and applications in SCI [80-82].  NSCs are 

self-renewing cells and they are the multipotent cells that generate the neurons and glia 

of the nervous, which can replace the lost neurons and oligodendrocytes to promote the 

remyelination of demyelinated and degenerated axons [83,84].   

Compared to 3T3 monolayer culture feature , there are commonly two culturing 

method for NSCs in vitro, monolayer and suspension [85].  With conventional adherent 

monolayer culture method, the population propagation of NSCs is restricted on the 

planar substrate of the culture surface as showed in Figure 23 (a), while NSCs are 

maintained as free-floating cell without adherent conditions and tend to aggregate to 

neurospheres when cultured in suspension which allow the acquisition of 3D cell culture 
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(Figure 23 (b)). 

 
Figure 23 NSCs culture in (a) monolayer, (b) suspension. 

 

The NSCs aggregated in the form of neurospheres float freely in the culture 

medium, making them very responsive to magnetic manipulation.  However, since 

SPIONs can only diffuse into cells at/near the outer surface of the neurosphere, the 3D 

spherical structure of neurospheres poses a serious limitation on the internalization of 

SPIONs.  In contrast, NSCs can be labeled more effectively by the adherent monolayer 

culture method due to the 2D nature of the assay, but the substrate-cell adhesion reduces 

the cellular mobility and hinders the NSC alignment and pattern formation when the 

magnetic field is applied.  In order to optimize the efficacy of magnetic manipulation, a 

hybrid version of suspension and adherent monolayer culture method was developed 

that enables both higher level of SPION internalization and lower resistance to cellular 

migration.  

In the new procedure, an adherent monolayer culture was first used for NSCs to 

facilitate SPION uptake as it provides the larger overall cellular surface area exposed to 

the hydrogel.  To do so, NSCs were seeded with Nanoshuttle and incubated for 24-48 

hours in standard culture media at 37°C and 5% CO2.  Before the magnetic assembly 
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experiment, the cells were washed multiple times with PBS to remove excess SPIONs 

and were then trypsinized into a suspension as free-floating cells.  Figure 24 (b) shows 

the presence of SPIONs in the cells right after seeding. After 72 hours, the cells were 

trypsinzed and dispensed in new plate after centrifuged, the SPIONs were still 

observable inside the cell membrane (Figure 24 (c)) and no significant loss of SPIONs 

was found during the proliferation process. 

 
Figure 24 (a) NSCs without SPIONs, (b) NSCs immediately after seeding 100 µl SPIONs carrier, 

(c)labeled NSCs after 72-hour culture. 

 

Then, the uniform magnetic field was created by two neodymium-iron-boron 

rare-earth magnet bars placed in parallel on a transparent fixture (shown in Figure 25 

(a)).  The strength of the magnetic field can be controlled by adjusting the distance 

between the magnet bars. 9 well plate was placed between the magnet bar where the 

SPION-labeled NSCs were cultured in suspension.  With 24 hours incubation, it was 

found that NSCs were aggregates as several neurospheres and self-aligned as shown in 

Figure 25 (b).  
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Figure 25 (a) Test fixture with adjustable magnetic field strenght, (b) SPIONs-labeled NSCs 

after 24-hour incubation 

 

However, as continuously culturing in 3D suspension method, the structure of 

self-aligned NSCs became unstable. Instead of growing along self-aligned structure, 

NSCs and attached neurospheres tend to aggregates.  While in SCI treatment, long-time 

bioactivity and shaped-stability are required because it takes 72 hours for axon growth 

and regeneration when co-cultured with scaffold.  Therefore, to achieve the stable 

structure, the optimal procedures were then studied.  

To mimic the linear morphology of nerves in the spinal cord, in this work, a 

magnet ring was employed to produce a curvilinear magnetic field.  Following the 

hybrid culturing method, the NSCs were first cultured with the monolayer culture 

method for SPION uptake and then in suspension for magnetic manipulation.  

Subsequently, eight samples were studied. A magnet ring was placed above a 24 wells 

culture plate, as shown in in Figure 26, which serves the functions of both magnetic 

levitation and guided assembly of the NSC structure.  The magnetic forces induced on 

the NSCs drive them to follow the profile of the magnetic field.  After 48 hours 
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incubation, a curvilinear, arc-like structure was formed as shown in Figure 27(a).  

 
Figure 26 Test set up for NSC scaffold. 

 

In order to identify the components of the structure, it was then stained with 4', 

6-diamidino-2-phenylindoleis (DAPI) following the procedures below.  DAPI is a 

fluorescent stain that binds strongly to adenine-thymine-rich regions in DNA, which 

fluoresces brightly at short exposure to purple light (wavelength 455 nm) and exhibits 

blue fluorescence [86].  The DAPI solution was prepared at a concentration of 1:1000 

in PBS.  After adding the DAPI solution, the solution containing the NSC structure was 

processed on an orbital shaker at room temperature for 30 minutes.  Then, the DAPI 

solution was removed and more PBS was added.  Using a fluorescent microscope, large 

numbers of stained cells can be observed, as shown in Figure 27(a) (b), which still 

maintain a stable arc structure.  Multiple experiments were repeated to verify the 

structural stability and similar results were obtained which attests to the robustness of 

the NSC structure formed by this method.   
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Figure 27 Self-assembled NSCs column structure after 48 hours cultivation, (a) 10  

magnification, (b) 20  magnification  

 

The NSC structure was further cultured for 72 hours under both top magnet ring 

and two side neodymium-iron-boron rare-earth magnet bars.  Figure 28 shows that the 

individual NSCs continue to proliferate while the scaffold maintained a column shape.  

As a result, the scaffold becomes denser visually which indicates the NSC structure not 

only grows in the plane parallel to the magnet ring but also increases its thickness in the 

transverse plane, thus forming a truly 3D morphology.   
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Figure 28 Self-assembled NSCs column structure after 72 hours cultivation  
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Chapter 4. Overview of Particle Manipulation Methods 

In the fundamental research and clinical applications of biology and biomedicine, 

there is an increasing need for precise manipulation of bioparticles, such as cells, 

bacteria and viruses.  Accordingly, a myriad of techniques have been developed to 

achieve particle focusing, separation and trapping by exploiting the interactions between 

the particles and the applied external fields, including optical [87,88], acoustic [], 

mechanical [89], microfluidic [90], electrical [91-93] and magnetic[94-96] fields.  In 

particular, the uses of electric and magnetic fields have attracted significant interest due 

to their non-invasiveness, versatility and efficiency.  In this chapter, the physical 

mechanisms and the mathematical formulations of electrical and magnetic manipulation 

of particles will be reviewed and some comparisons will be drawn to highlight the 

advantages and disadvantages of these two approaches.  

 

4.1 Electrical Manipulation of Particles  

Electrically-induced electrokinetic effects, such as electrophoresis (EP) and 

dielectrophoresis (DEP), can be employed for particle manipulation.  EP operates on the 

electrostatic attraction between the electric field and charged particles [97,98],.  It is 

insensitive to the size and physical properties of the particles, thus providing a feasible 

tool to control objects as large as cells and as small as single molecular.  Further, EP has 

no specific requirements for the design of the electric field, i.e., it can be implemented 

under both uniform and nonuniform fields.  However, in spite of the great flexibilities, 

EP does not work for electrically neutral particles, which encompass a large collection 

of important bioparticles that are dielectric in nature, such as water, air, glass.  
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Fortunately, this shortcoming can be overcome by DEP.  When a dielectric particle is 

exposed to an external field, it will be polarized.  During the polarization process, the 

positive and negative charges are redistributed momentarily while the particle remains 

electrically neutral, thus giving rise to an induced dipole across the particle.  If the 

electrical field is non-uniform, the net Columbic force experienced by the dipole 

becomes nontrivial and will put the particle into motion [99,100].  Compared to EP, the 

dielectrophoretic behavior of particles is affected considerably by the physical 

properties of the particle, which makes DEP more selective and efficient for bioparticle 

detection and manipulation.  In this work, the electrical manipulation of particles will 

focus on the use of DEP.   

Dielectrophoretic motion of particles depends on a few factors, including the 

dielectric properties of the particle and the surrounding fluid medium, the geometry and 

dimensions of the particle, and the distribution of the applied field [101].  When multiple 

particles are present, the close proximity of neighboring particles not only alters the 

local electric field (and, therefore, the dielectrophoretic force) but also induces complex 

hydrodynamic interactions among the particles.  Hence, it is an intricate task to acquire 

a good understanding of the DEP process for particle manipulation applications.  Two 

prevailing approaches have been developed for this purpose, including the effective 

dipole moment approach and the Maxwell stress tensor (MST) approach. 

 

4.1.1 Effective Dipole Moment Approach 

For a point dipole exposed to an external field �⃗� , it experiences an electric force 

𝐹 𝑑𝑖𝑝𝑜𝑙𝑒 = (𝑝 ⋅ 𝛻)�⃗� , where 𝑝  is the dipole moment.  The dipole induced on a dielectric 
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particle can be viewed as a collection of infinite number of point dipoles over the 

volume of the particle.  Thus, the dielectrophoretic force on the particle 𝐹 𝐷𝐸𝑃 can be 

calculated as [101]  

 
𝐹 𝐷𝐸𝑃 = ∫(�⃗� ⋅ 𝛻)�⃗�  𝑑𝑉

𝑉

, (1) 

where �⃗�  is the polarization density in the particle owing to the induced dipole moment.  

A general evaluation of the integral in Eq. (34) is difficult since both �⃗�  and �⃗�  depend 

on the particular geometry of the particle and its orientation relative to the applied field.  

If the particle is considerably smaller than the nonuniformity of the electric field, the 

effective dipole moment approach provides a straightforward way to compute the 

dielectrophoretic force and the dielectrophoretic torque.   

To do so, an effective dipole moment 𝑝 𝑒𝑓𝑓 is first defined which is equivalent to 

the actual dipole moment of the particle when placed in the same medium and at the 

same location.  For a spherical particle, the effective dipole moment 𝑝 𝑒𝑓𝑓 is expressed 

as [102] 

 
𝑝 𝑒𝑓𝑓  = 4π𝑎3𝜀𝑚 (

𝜀𝑝 − 𝜀𝑚

𝜀𝑝 + 2𝜀𝑚
) �⃗� , (2) 

where a is the particle radius, 𝜀𝑚  and 𝜀𝑝  are the electrical permittivities of the fluid 

medium and the particle, respectively, and �⃗�  is the applied electric field.  Introducing 

the Clausius-Mossotti (CM) factor 

 
𝐾 ≡ (

𝜀𝑝 − 𝜀𝑚

𝜀𝑝 + 2𝜀𝑚
), (3) 

which provides a measure of the relative polarizability of the particle with respect to the 
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fluid, the expression of 𝑝 𝑒𝑓𝑓 can be re-written as   

𝑝 𝑒𝑓𝑓 = 4π𝑎3𝜀𝑚𝐾�⃗� . (4) 

As will be seen later, this expression also facilitates the extension of DEP in AC fields.   

Subsequently, the effective dielectrophoretic force 𝐹 𝐷𝐸𝑃 becomes 

 𝐹 𝐷𝐸𝑃 = (𝑝 𝑒𝑓𝑓 ⋅ 𝛻)�⃗�  (5) 

or, explicitly 

 
𝐹 𝐷𝐸𝑃 = 2𝜋𝑎3𝜀𝑚 (

𝜀𝑝 − 𝜀𝑚

𝜀𝑝 + 2𝜀𝑚
)𝛻𝐸2 = 2𝜋𝑎3𝜀𝑚𝐾(𝜀𝑝, 𝜀𝑚)𝛻𝐸2 (6) 

According to Eq. (6), the dielectrophoretic force 𝐹 𝐷𝐸𝑃  does not always align 

with the gradient of 𝐸2, but, rather, it depends on the sign of 𝐾.  If 𝐾 > 0, the particle 

is more polarizable than the fluid medium and 𝐹 𝐷𝐸𝑃 will drive the particle towards the 

region of higher electric field gradient.  This process is called positive DEP (pDEP).  

Conversely, if 𝐾 < 0,  the particle will be repelled from the field maxima and be 

attracted to the field minima, i.e., negative DEP (nDEP) occurs. 

In addition to translational motion, the particle is also subject to rotation, which 

is governed by the electrorotation (ROT) torque 𝜏 𝐷𝐸𝑃  

 𝜏 𝐷𝐸𝑃 = 𝑝 𝑒𝑓𝑓 × �⃗� . (7) 

It is forthgoing to apply Eqs. (6) and (7) in analyzing DEP driven by a direct current 

(DC) electric field.  When an alternating current (AC) field is used, a time-dependent 

expression can be obtained for the instantaneous dielectrophoretic force [103] 

 𝐹 𝐷𝐸𝑃 = 2𝜋𝑎3𝜀𝑚𝑅𝑒[𝐾]𝛻𝐸2, (8) 

where Re[𝐾] represents the real part of a complex Clausius-Mossotti factor, which is 
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given as 

 
𝐾 =

𝜀𝑝
∗ − 𝜀𝑚

∗

𝜀𝑝
∗ + 2𝜀𝑚

∗
. (9) 

Here 𝜀𝑚
∗  and 𝜀𝑝

∗  are the complex permittivities of the fluid medium and the particle, 

respectively, and 

 ∗ = − 𝑖
𝜎

𝜔
. (10) 

According to this expression, the complex permittivity ∗  is related to the electrical 

conductivity of the material 𝜎 and the angular frequency of the electric field 𝜔 (= 2𝜋𝑓 

where f is the frequency of the field).   

Due to its simplicity, the effective dipole moment method has been widely 

employed in the study of DEP.  However, several serious limitations exist.  First, this 

method is valid only when the particle size is small compared to the nonuniformity in 

the electric field.  Under certain circumstance, for example, when the particles are 

closely packed or they are located near the electrodes, the local field becomes highly 

distorted and nonuniform, the effective dipole moment approach will lose its ground.  

Second, it is difficult to derive general expressions for 𝐹 𝐷𝐸𝑃 for particles of irregular 

(e.g., non-spherical) shape, whereas Eq. (2) developed for spherical particles cannot 

give a full account of the dynamics of the particle motion and large errors will arise 

when DEP is coupled to the hydrodynamic interactions with the surrounding medium.   

 

4.1.2 Maxwell Stress Tensor Approach 

When particle-particle interactions are no longer negligible or the particles are 

located in the vicinity of the electrodes, the prediction of 𝐹 𝐷𝐸𝑃 using the effective dipole 
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moment method becomes questionable.  An alternative method is offered by the 

Maxwell stress tensor (MST) approach, which is applicable to particles of arbitrary 

shape even with particle-particle and particle-field interactions [104].  

The Maxwell stress tensor 𝑇  orginiates from the interaction between the 

electromagnetic forces and the mechanical momentum of an object.  For a point charge 

q moving freely in a homogeneous electromagnetic field, it experiences a force that can 

be calculated from the Lorentz force formula [105] 

 𝐹 = 𝑞(�⃗� + 𝑣 × �⃗� ), (11) 

where �⃗�  is the electric field, v⃗  is the charge velocity, and �⃗�  is the magnetic flux density. 

For a continuous distribution of charges, the total electromagnetic force must be 

evaluated from a volume integral  

 
F⃗ = ∫𝜌(�⃗� + v⃗ × �⃗� )

υ

𝑑𝑉, (12) 

where 𝜌 is the charge density.  The Maxwell stress tensor is introduced to simplify the 

force equation.    

In a static field, by applying the Gauss’s theorem, Eq. (12) can be rewritten as 

 F⃗ = ∮
𝑠
𝑇 ⋅ 𝑑𝑎 , (13) 

where the integration is performed over the entire outer surface of the particle, and 𝑇 is 

the Maxwell stress tensor   

 
𝑇 = 𝜀 (�⃗� �⃗� −

1

2
𝐸2�⃡� ) +

1

𝜇
(�⃗� �⃗� −

1

2
𝐵2�⃡�). (14) 

Here, 𝜇 is the magnetic permeability and �⃡� is the unit tensor.  Similar to the stress tensor 

in continuum mechanics, 𝑇𝑖𝑗  is a symmetric second-order tensor, i.e., 𝑇𝑖𝑗 = 𝑇𝑗𝑖 .  
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Physically, 𝑇𝑖𝑖 represents the normal stress (the pressure) acting on the element surface, 

whereas the rest of the elements 𝑇𝑖𝑗 (𝑖 ≠ 𝑗) are the shear stresses.  For DEP applications, 

only the electric field is relevant and, thus,    

𝑇 = 𝜀 (�⃗� �⃗� −
1

2
𝐸2�⃡� ). (15) 

Subsequently, the DEP force becomes 

 
𝐹 𝐷𝐸𝑃 = ∮(𝑇 ⋅ 𝑛 ⃗⃗  ⃗ )𝑑𝐴, (16) 

and the electrorotation torque 𝜏 𝐷𝐸𝑃 can be obtained  

 
𝜏 𝐷𝐸𝑃 = ∮𝑟 ⃗⃗  × (𝑇 ⋅ 𝑛 ⃗⃗  ⃗ )𝑑𝐴, (17) 

where 𝑟 ⃗⃗  is the position vector, 𝑛 ⃗⃗  ⃗ is the unit normal vector at a point on the particle 

surface, and A is the surface area. 

 

4.2 Magnetic Manipulation of Particles 

Electrical manipulation of particles by DEP is label free, low in power 

consumption and highly sensitive to particle types [106-108]  However, this technique 

requires the micro/nanofabrication of electrodes and suffers from possible particle 

damages due to Joule heating when an electrical current is passed through the electrolyte 

solution [109,110].  Recently, magnetic particle manipulation has found unique niche 

applications for being completely noninvasive and cold-state at operation.  Furthermore, 

magnetic manipulation is independent of the pH value and ionic strength of the solution 

and the surface charge of particles.   

Magnetic manipulation of particles depends on the extent the constituent 
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material can be magnetized by an external magnetic field, which is measured by the 

magnetic susceptibility 𝜒𝑚.  In ferromagnetic materials, the inherent magnetic dipoles 

are permanent and they align spontaneously to the external field.  In fact, the 

magnetization in ferromagnetic materials can be 104 times larger than the applied field 

in most cases [111].  By comparison, the responses of diamagnetic and paramagnetic 

materials to the external field are fairly weak and only exist when the field is present.  

In diamagnetic materials, the induced magnetic dipoles orient in a direction opposite to 

the external field, leading to a negative magnetic susceptibility on the order of -10-6 to -

10-3.  In paramagnetic materials, the magnetic field is slightly enhanced due to the 

superposition of the induced magnetic dipoles with the external field.  The magnetic 

susceptibility of paramagnetic materials is in the range of 10-6 to 10-1.  At present, 

magnetic particle manipulation is conducted almost exclusively for paramagnetic 

materials, since the magnetization is too strong in ferromagnetic materials and too weak 

in diamagnetic materials to allow controllable particle motion.  

Magnetic particles can be magnetized and forced into motion in the presence of 

a nonuniform magnetic field due to the magnetic dipole-field interactions, very 

analogous to what happens in DEP.  The so-called magnetophoresis (MAP) process was 

first applied for biological particle sorting and proven to be very effective in yielding 

high sensitivity, resolution and specificity [112-114].  Lately, the number of 

investigations on MAP surged exponentially as the demand for particle sorting, 

separation and focusing applications in biomedical research increased dramatically and 

a variety of novel magnetic nanoparticles (MNPs) were made available owing to the 

development of new synthesis techniques [115-117].  Compared to the mature research 
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field of DEP, most studies of MAP are application-driven and application-specific, and 

there is no systematic theoretical and numerical investigations of MAP, particularly, 

related to its coupling with the hydrodynamic field and particle-particle interactions.  

Therefore, MAP is then studied.  

 

4.2.1 Effective Dipole Moment Approach 

The magnetic force on a single magnetic dipole can be derived as [118] 

 𝐹 𝑀 = 𝛻(�⃗⃗� ⋅ �⃗� ), (18) 

where m⃗⃗⃗   is the magnetic dipole moment.  Since m⃗⃗⃗   is not a function of the spatial 

coordinates, (�⃗� ⋅ ∇)m⃗⃗⃗ = 0 , and the magnetic field is irrotational, ∇ × B⃗⃗ = 0 , the 

magnetic force reduces to  

 𝐹 𝑀 = (�⃗� ⋅ 𝛻)�⃗⃗� + (�⃗⃗� ⋅ 𝛻)�⃗� + �⃗� × (𝛻 × �⃗⃗� ) + �⃗⃗� × (𝛻 × �⃗� )

= (�⃗⃗� ⋅ 𝛻)�⃗� . 
(19) 

Similarly, the torque on magnetic dipole can be derived as [105] 

 �⃗⃗� = �⃗⃗� × �⃗� . (20) 

Since a real particle, no matter how small its size is, cannot be represented by a 

single dipole, an effective dipole moment �⃗⃗� 𝑒𝑓𝑓 must be defined to enable easy and valid 

prediction of the magnetic force and torque on a particle.  For a homogenous spherical 

particle suspended in a magnetically linear medium, �⃗⃗� 𝑒𝑓𝑓 is given by [102] 

 �⃗⃗� 𝑒𝑓𝑓 = 4𝜋𝑎3 [
𝜇0 − 𝜇𝑚

𝜇0 + 2𝜇𝑚
�⃗⃗� +

𝜇0

𝜇0 + 2𝜇𝑚
�⃗⃗� 𝑝], (21) 

where 𝑎 is the radius of particle, 𝜇0 is the magnetic permeability of free space (= 4𝜋 ⋅

10−7  H/m), 𝜇𝑚  is the magnetic permeability of the medium, �⃗⃗� 𝑝  is the volume 



52 

magnetization of the particle, and �⃗⃗�  is the external magnetic field.  The relation between 

�⃗⃗� , B⃗⃗  and �⃗⃗�  is 

 B⃗⃗ = 𝜇0(�⃗⃗� + �⃗⃗� ). (22) 

When considering the limiting case where the magnetic particle is in vacuum, 𝜇0 = 𝜇𝑚, 

Eq. (21) becomes  

 
�⃗⃗� 𝑒𝑓𝑓 =

4

3
𝜋𝑎3�⃗⃗� 𝑝. (23) 

Thus, it can be seen that the first term on the RHS of Eq. (21) is due to the net moment 

of the medium by the displacement of particle and the second term is contributed by the 

magnetization of the particle itself.  

Further, if the particle is made of a linear magnetic material, it follows 

 �⃗⃗� 𝑝 = 𝜒𝑝�⃗⃗� , (24) 

where 𝜒𝑝 =
𝜇𝑝

𝜇0
− 1 (𝜇𝑝 is the magnetic permeability of the particle).  Subsequently, Eq. 

(21) can be reformatted in analogy to the effective dipole moment of a dielectric particle 

 �⃗⃗� 𝑒𝑓𝑓  = 4𝜋𝑎3
𝜇𝑝 − 𝜇𝑚

𝜇𝑝 + 2𝜇𝑚
�⃗⃗� = 4𝜋𝑎3𝐾𝑀�⃗⃗� .  (25) 

The factor K𝑀 =
𝜇𝑝−𝜇𝑚

𝜇𝑝+2𝜇𝑚
 has a similar physical meaning as the Clausius-Mossotti factor 

in dielectrics.  Combining Eqs. (19) and (25), the MAP force from the effective dipole 

moment approach becomes 

 𝐹 𝑀𝐴𝑃 = (�⃗⃗� 𝑒𝑓𝑓 ⋅ 𝛻)�⃗� = 4𝜋𝑎3𝜇𝑚

𝜇𝑝 − 𝜇𝑚

𝜇𝑝 + 2𝜇𝑚
(�⃗⃗� ⋅ 𝛻)�⃗⃗� , (26) 

since (�⃗⃗� ⋅ ∇)�⃗⃗� =
1

2
 𝛻�⃗⃗� , it leads to 



53 

 
𝐹 𝑀𝐴𝑃 = 2𝜋𝑎3𝜇𝑚 (

𝜇𝑝 − 𝜇𝑚

𝜇𝑝 + 2𝜇𝑚
)𝛻𝐻2. (27) 

Thus, MAP can also be categorized to positive MAP and negative MAP, depending on 

the relative permeability of the particle and the medium.  If 𝜇𝑝 > 𝜇𝑚, the particle will 

be attracted to the maxima of the magnetic field and the MAP is “positive”.  Conversely, 

if 𝜇𝑝 < 𝜇𝑚, MAP is negative and the particle is repelled from the maxima. 

Similarly, the magnetic toque exerted on the particle using the effective dipole 

moment approach is 

 𝜏 𝑀𝐴𝑃 = �⃗⃗� 𝑒𝑓𝑓 × �⃗� = 𝜇𝑚�⃗⃗� 𝑒𝑓𝑓 × �⃗⃗� . (28) 

 

4.2.2 Maxwell Stress Tensor Approach 

The effective dipole moment approach for the MAP analysis suffers similar 

drawbacks as for DEP.  Thus, the Maxwell stress tensor approach is extended to compute 

the magnetic force density 𝑓 𝑚 as [119] 

 𝑓 𝑚 = 𝛻 ⋅ 𝑇𝑀, (29) 

where the Maxwell stress tensor 𝑇𝑀 is given by  

 
𝑇𝑀 = 𝜇 (�⃗⃗� �⃗⃗� −

1

2
𝐻2�⃡�). (30) 

The MAP force can be obtained by integrating Eq. (74) over the volume of the particle 

and applying Gauss’s theorem   
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𝐹 𝑀𝐴𝑃 = ∫𝛻 ⋅ 𝑇𝑀𝑑𝑉

 

𝑉

= ∮(𝑇𝑀 ⋅ 𝑛 ⃗⃗  ⃗ )𝑑𝐴 = ∮𝜇 (�⃗⃗� �⃗⃗� −
1

2
𝐻2�⃡�) ⋅ 𝑛 ⃗⃗  ⃗ 𝑑𝐴

= ∮(𝜇(�⃗⃗� ⋅ 𝑛 ⃗⃗  ⃗ )�⃗⃗� −
1

2
𝜇𝐻2 𝑛 ⃗⃗  ⃗ )𝑑𝐴, 

(31) 

and the magnetic torque 𝜏 𝑀𝐴𝑃 is [120] 

 
𝜏 𝑀𝐴𝑃 = ∮𝑟 ⃗⃗  × (𝑇𝑀 ⋅ 𝑛 ⃗⃗  ⃗ )𝑑𝐴, (32) 

where 𝑟 ⃗⃗  is the position vector and 𝑛 ⃗⃗  ⃗ is the unit normal vector at a point on the particle 

surface. 
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Chapter 5. Numerical Model and Physical Equations 

This chapter first provides a brief review of the basic theories of fluid mechanics 

and electromagnetism to lay the foundation for studying the complex problem of 

multiphysics-based fluidic manipulation of particles.  Then, the physical modules and 

numerical methods implemented in the software package, COMOSOL®, will be 

introduced.   

  

5.1 Fluid Mechanics 

In this work, the fluid is treated as incompressible and Newtonian. The 

continuity equation and the Navier-Stokes equation of fluid motion are  

 𝛻 ⋅ �⃗� = 0 (33) 

and 

 𝜕(𝜌�⃗� )

𝜕𝑡
+ 𝜌(�⃗� ⋅ 𝛻�⃗� ) = 𝛻 ⋅ 𝜎 + 𝜌𝑔 , (34) 

where 𝜌 is the density of the fluid, �⃗�  is the velocity, t is time, 𝑔  is the acceleration of 

gravity and 𝜎 is the Cauchy stress tensor 

 𝜎 = −𝑝�⃡� + 2𝜇�⃡� [�⃗� ], (35) 

in which 𝑝 is the fluid pressure, 𝜇 is the fluid viscosity, and �⃡� [u⃗ ] is the rate of strain 

tensor 

 
�⃡� [�⃗� ] =

1

2
[𝛻�⃗� + (𝛻�⃗� )𝑇]. (36) 

 

5.2 Electric Field 
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In a dielectric material, the Gauss’s law relates the free charge density 𝜌𝑒 to the 

electric displacement (electric flux density) D⃗⃗  as 

 𝛻 ⋅ �⃗⃗� =  𝜌𝑒 . (37) 

Further, D⃗⃗  is defined as 

 �⃗⃗� ≡ 𝜀0�⃗� + �⃗� , (38) 

where 𝜀0 is the electric permittivity of free space (𝜀0 = 8.85 × 10−12 𝐹/𝑚), �⃗�  is the 

electric field, and �⃗�   is the polarization density.  If the material is homogeneous and 

linear, �⃗� = 𝜀0𝜒𝑒�⃗� , the electric displacement D⃗⃗  can be rewritten as  

 �⃗⃗� = 𝜀0�⃗� + �⃗� = 𝜀0(1 + 𝜒𝑒)�⃗� = 𝜀0𝜀𝑟�⃗� = 𝜀�⃗� . (39) 

In this equation, 𝜒𝑒 is the electric susceptibility, 𝜀𝑟 = 1 + 𝜒𝑒 is the relative permittivity, 

and 𝜀 = 𝜀0𝜀𝑟 is the absolute permittivity.  

Now, substituting Eq. (39) into Eq.(37), Gauss’s law transforms to 

 𝛻 ⋅ (𝜀�⃗� ) = 𝜌𝑒 . (40) 

In electrostatics, the electric field is irrotational, i.e., 𝛻 × �⃗� = 0.  Thus, an electrostatic 

potential ϕ can be defined as  

 �⃗� = −𝛻𝜙. (41) 

Subsequently, Gauss’s equation becomes 

 𝛻2𝜙 =
𝜌𝑒

𝜀
. (42) 

Based on proper boundary conditions, the solutions of Eqs.(40) –(42) provide a 

complete description of the electric field that will be used for further calculation of the 

electric force and torque in dielectrophoresis. 
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5.3 Magnetic Field 

The magnetic field in a magnetic material follows Ampere’s law   

 𝛻 × �⃗⃗� = 𝐽 , (43) 

where �⃗⃗�   is the magnetic field and 𝐽   is the current density.  For the applications of 

magnetic manipulation of particles, magnetophoresis, a magnetokinetic effect, is 

employed as the driving mechanism, which utilizes permanent magnets as the source.  

Therefore, no current flow is involved and Eq. (43) is simplified to  

 𝛻 × �⃗⃗� = 0. (44) 

Consider the magnetic field as irrotational, a magnetic scale potential ψ can be defined 

as  

 �⃗⃗� = −𝛻𝜓. (45) 

Further, �⃗⃗�  is related to the magnetization �⃗⃗�  and the magnetic flux density �⃗�  by  

 
�⃗⃗� =

�⃗� 

𝜇0
− �⃗⃗� , (46) 

where 𝜇0 is the magnetic permeability of free space (𝜇0 = 1.257 × 10−6 𝐻/𝑚). For a 

linear material, the magnetization is proportional to the field, i.e., �⃗⃗� = 𝜒𝑚�⃗⃗� , where 𝜒𝑚 

is the magnetic susceptibility.  Thus, a new relation between �⃗⃗�  and �⃗�  can be deduced 

 �⃗� = 𝜇0(1 + 𝜒𝑚)�⃗⃗� = 𝜇0𝜇𝑟�⃗⃗� = 𝜇�⃗⃗� , (47) 

where 𝜇r = 1 + 𝜒𝑚 is the relative permeability and 𝜇 = 𝜇0(1 + 𝜒𝑚) is the permittivity 

of the material.  

Based on Gauss’s law for magnetism 
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 𝛻 ⋅ �⃗� = 0, (48) 

it follows 

 𝛻 ⋅ �⃗� = 𝛻 ⋅ 𝜇�⃗⃗� = 𝛻 ⋅ 𝜇(−𝛻𝜓) = 0. (49) 

Consequently, Gauss’s equation for linear magnetic material with no current flow 

becomes 

 𝛻2𝜓 = 0. (50) 

The solutions of Eqs. (48) – (74) determine the magnetic field that will be used to 

compute the magnetic force and torque in magnetophoresis. 

 

5.4 Particle Motion 

The key to particle manipulation is the ability to precisely control the motion of 

the particles of interest in the fluid medium.  In the presence of an applied electric or 

magnetic field, the coupling between the hydrodynamic forces and the electric/magnetic 

forces arising from the external fields plays a crucial role in the particle motion.   

Figure 29 shows the schematic of the physical domain, in which two 

representative particles are suspended in a viscous fluid.  It is understandable that a total 

number of N particles may be present and the i-th particle is the particle of interest that 

is interacting with the rest of 𝑁 − 1 particles.  The solid boundary of the i-th particle is 

denoted by by G𝑖 and the space occupied by the fluid is indicated by .  The location of 

the i-th particle is represented by the vector 𝑥 𝑐,𝑖 that connects the center of the particle 

to the origin of the coordinate system.  The motion of the i-th particle is described by its 

translational and rotational behaviors, governed by the classical mechanics: 

Translational momentum 
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𝑚𝑖

𝑑�⃗⃗� 𝑖
𝑑𝑡

= ∑𝐹 𝑖,𝑗

𝑁

𝑗≠𝑖

, (51) 

Angular momentum 

 

𝐼𝑖
𝑑�⃗⃗� 𝑖
𝑑𝑡

= ∑�⃗� 𝑖,𝑗

𝑁

𝑗≠𝑖

. (52) 

In these equations, 𝑚𝑖 is the mass of the particle, �⃗⃗� 𝑖 is the translational velocity, 𝐼𝑖 is the 

moment of inertia, �⃗⃗� 𝑖 is the angular velocity, 𝐹 𝑖,𝑗 is the external force exerted by the j-

th particle, and �⃗� 𝑖,𝑗 is the external torque induced by the j-th particle.   

 
Figure 29. Scheme of simulation domain. 

 

The force terms on the RHS of the translational momentum equation (Eq.(51)) 

include the hydrodynamic forces due to viscous drag in the fluid as well as the induced 

forces due to the applied electric or magnetic field.  The former can be calculated by 

integrating the Cauchy stress tensor over the particle surface once the flow field is 

known  
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𝐹 ℎ,𝑖 = ∫ (𝜎𝑖 ⋅ 𝑛 ⃗⃗  ⃗ )𝑑𝐴

 

G𝑖

= ∫ [−𝑝�⃡� + 𝜇(𝛻�⃗� + 𝛻�⃗� 𝑇)] ⋅ 𝑛 ⃗⃗  ⃗
 

G𝑖

𝑑𝐴. (53) 

The external forces, i.e., the dielectrophoretic or magnetophoretic force, can be obtained 

by integrating the corresponding Maxwell stress tensors 𝑇𝐸,𝑖 and 𝑇𝑀,𝑖 over the particle 

surface as below  

 
𝐹 𝐷𝐸𝑃,𝑖 = ∫ (𝑇𝐸,𝑖 ⋅ 𝑛 ⃗⃗  ⃗ )𝑑𝐴

 

G𝑖

 (54) 

and 

 
𝐹 𝑀𝐴𝑃,𝑖 = ∫ (𝑇𝑀,𝑖 ⋅ 𝑛 ⃗⃗  ⃗ )𝑑𝐴

 

G𝑖

, (55) 

where 𝑛 ⃗⃗  ⃗ is the unit normal vector at a point on the particle surface, A is the surface area, 

and the Maxwell stress tensors are 

 
𝑇𝐸,𝑖 = 𝜀 (�⃗� �⃗� −

1

2
𝐸2�⃡� ) (56) 

and 

 
𝑇𝑀,𝑖 = 𝜇 (�⃗⃗� �⃗⃗� −

1

2
𝐻2�⃡�). (57) 

The derivations of 𝑇𝐸,𝑖 and 𝑇𝑀,𝑖 are detailed in Chapter 4.    

The rotational motion of the particle is determined by the torques acting on the 

particle due to the respective forces, which include the hydrodynamic torque �⃗� ℎ,𝑖, the 

dielectrophoretic torque �⃗� 𝐷𝐸𝑃,𝑖 and the magnetophoretic torque �⃗� 𝑀𝐴𝑃,𝑖 

 
�⃗� ℎ,𝑖 = ∫ (𝑥 𝑠,𝑖 − 𝑥 𝑐,𝑖) × (𝜎𝑖 ⋅ 𝑛 ⃗⃗  ⃗)𝑑𝐴

 

G𝑖

, (58) 

 
�⃗� 𝐷𝐸𝑃,𝑖 = ∫ (𝑥 𝑠,𝑖 − 𝑥 𝑐,𝑖) × (𝑇𝐸,𝑖 ⋅ 𝑛 ⃗⃗  ⃗)𝑑𝐴

 

G𝑖

, (59) 
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and 

 
�⃗� 𝑀𝐴𝑃,𝑖 = ∫ (𝑥 𝑠,𝑖 − 𝑥 𝑐,𝑖) × (𝑇𝑀,𝑖 ⋅ 𝑛 ⃗⃗  ⃗)𝑑𝐴

 

G𝑖

. (60) 

It is seen from the above equations that the translation and rotation of the particle 

are closely tied to the flow field in a two-way coupled manner, i.e.,, the particle motion 

is retarded by the viscous drag and, meanwhile, it disturbs the fluid motion in the near 

field around it.  Thus, the coupling between the particle and the fluid is enforced by the 

no-slip condition at the surface of the particle 

 �⃗� 𝑖 = �⃗⃗� 𝑖 + �⃗⃗� 𝑖 × (𝑥 𝑠,𝑖 − 𝑥 𝑐,𝑖), (61) 

where 𝑥 𝑠,𝑖 and 𝑥 𝑐,𝑖 are the position vectors for the center and an arbitrary point on the 

surface of the particle, respectively, as shown in Figure 30. 

 
Figure 30 Schematic diagram of velocity in the surface of particle.   

 

5.5 Numerical Models 

It remains a huge challenge to acquire solutions to the highly coupled equation 

systems represented by Eqs. (51) to (74).  Luckily, with the burgeoning development in 

computational techniques, a variety of numerical methods are available to provide high-
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fidelity simulations for such a multi-physics problem with good performance-to-cost 

ratio.  For this work, the finite element method (FEM) is chosen which is widely applied 

in many engineering and scientific field, such as structural analysis, heat transfer, fluid 

dynamics and electromagnetic potential [121-124].  As the numerical method for 

solving partial differential equation, FEA subdivides structures to small elements and 

approximate solutions to boundary value problems with different types of discretization 

method which is capable to simulate complex geometry [125].  

For implementation, a FEM-based software package, COMOSOL 

Multiphysics®, is chosen as the platform to simulate particle manipulation by 

dielectrophoresis and magnetophoresis.  COMOSOL® is designed to address a wide 

range of physical processes, including fluid flow, solid mechanics, electrodynamics and 

more [126,127].  The predefined modules in the library of COMOSOL® allow the users 

to set up and solve multiphysics problems without having to attend to the mathematical 

details of the governing equations.  At the same time, customized differential equations 

can be added for specific problems, which can be input in either classic form, coefficient 

form or weak form.  Moreover, besides the capability of combing multiple differential 

equations within a single physical module, multiphysics problems can be also studied 

by coupling multiple physical modules within the adjacent model domains. 

 

5.6 Arbitrary Lagrangian-Eulerian (ALE) Method  

The arbitrary Lagrangian-Eulerian (ALE) finite element method is utilized in 

COMSOL to address the strong coupling between the particle-field, particle-fluid and 

particle-particle interactions.  As ALE combined the feature of both Lagrangian and 
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Eulerian method, it allows the computational mesh inside the domains to move arbitrary 

to optimize the shapes of elements while the mesh on the boundaries and interfaces of 

the domain can move along materials to precisely track the boundaries and interfaces of 

a multi-material system [128].  

The Lagrangian formulation solves the partial differential equations in a material 

coordinate system which is fixed to the material in its reference configuration and 

following the material as it deforms, whereas in the Eulerian method, the partial 

differential equations of a problem are usually formulated in a spatial coordinate system 

with coordinate axes fixed in space.  When studying structural mechanics and other 

fields of physics dealing with anisotropic, solid materials, it is most convenient to adopt 

the material coordinates since the anisotropic material properties are independent of the 

current spatial orientation of the material in the Lagrangian formulation.  If the focus is 

on simulating the physical state at fixed points in space, the Eulerian formulation is 

usually more convenient, especially when liquid and gases are involved, the quantities 

at fixed positions in space such as pressure, temperature, concentration are more 

important than following the state of individual material particles.  However, an 

essential problem with the pure Eulerian formulation is that it cannot handle moving 

domain boundaries while the set of spatial points inside the domain boundaries vary 

with time.  Therefore, arbitrary Lagrangian-Eulerian (ALE) method is introduced to 

rewrite the physics equations on a freely moving mesh.  

To allow the moving boundaries, the Eulerian equations must be revised to 

describe all physical quantities as a function of some coordinate system in which the 

domain boundaries are fixed.  Therefore, in COMSOL, to coordinate with ALE method, 
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the mesh coordinate is introduced and offered to represent such system.  The domain is 

fixed in the mesh coordinate system, which is defined freely and separately from the 

spatial and material systems.  There is a one-to-one mapping from the mesh coordinates 

to the current spatial configuration of the domain, while, initially, the mesh coordinate 

system is set to coincide with the geometry coordinates, i.e., points in the domain are 

identified by their position in the original geometry.  As the domain and mesh deform 

due to the motion in the model, the mapping from the mesh coordinates to the spatial 

coordinates may become increasingly ill-conditioned, especially in narrow gap and 

highly unstructured domain.  With remeshing operation, a new mesh can be created in 

the current configuration and all the quantities can be mapped to the new mesh scheme.  

When the simulation restarts, the points in the domain are internally identified by their 

new mesh coordinates, which coincide with the spatial coordinates at the state where 

the simulation is re-meshed.  Thus, the geometry and mesh coordinates of a given point 

differ after remeshing the deformed geometry. 

ALE, as an intermediate method between the Lagrangian and Eulerian method, 

does not require to match either the spatial or material frame and is taken to revise the 

position of the moving particles and modify mesh element at each time step.  In the 

special case where the mapping from the mesh coordinates to the spatial coordinates 

follows the material deformation, the Lagrangian method is recovered.  Similarly, when 

the mapping is an identity mapping, the ALE method becomes entirely Eulerian.  

Therefore, ALE combines the best features of both the Lagrangian and Eulerian methods 

and allows moving boundaries without the need for the mesh movement to follow the 

material, thereby enabling high accuracy of simulation. While at the same time, periodic 
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remapping of conserved physical quantities to mesh coordinate is required which is 

relatively computationally expensive.   

 

5.7 Multiphysics Modules  

A variety of predefined multiphysics modules from COMOSOL® are applied 

with a time-dependent fully coupled solver to solve the particle-field, particle-fluid and 

particle-particle interaction problem.  The flow chart of the solution strategy is shown 

in in Figure 31.   

With the applied external field, Electrostatics (es) or Magnetic, No currents 

(mnfc) module are first analyzed the distribution of electric field and magnetic field 

respectively.  In the presence of the nonuniform electric/magnetic field, DEP/ MAP 

forces and torques are induced and calculated by integrating the Maxwell stress tensor 

over the surface of particles.  The resulting forces and torque direct the particles to move 

and induce a flow in the suspended media where flow field is solved by the Laminar 

flow (spf) module. While at same time, the arbitrary Lagrangian-Eulerian (ALE) 

method coupled with Global ordinary differential equation are applied to update the 

spatial location of the moving particles.  Subsequently, with the updated particle location, 

the electric/magnetic field is altered which triggers the Electrostatics (es) or Magnetic, 

No currents (mnfc) module for new position analysis.  

The Electrostatics (es) module is utilized to compute the electric field, electric 

displacement field and potential distribution needed for the study of dielectrophoresis.  

When adding the Electrostatics (es) to model, the default user interfaces is Charge 

Conservation, Zero Charge (the default boundary condition) and Initial Value. Charge 
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Conservation is the main interfaces which adds the equation for charge conservation 

according to Gauss’ law for the electric displacement field.  It provides an interface for 

defining the constitutive relation and related properties, such as the relative permittivity.  

The Zero charge node adds the condition that there is zero charge on the boundary where 

�⃗� ⋅ �⃗⃗� = 0.  The initial values node adds an initial value for the electric potential V that 

can serve as initial condition for a transient simulation or the nonlinear solver.   Other 

interior and exterior boundary conditions including edge, point, and pair are also 

feasible.   

For the simulation of magnetophoresis, the Magnetic, No currents (mnfc) 

module is applied to compute magnetostatic fields from permanent magnets and other 

current free magnetic sources which sovles Gauss’ Law for magnetic field using the 

scalar magnetic potential ψ as the dependent variable. The default user interfaces are 

the Magnetic Flux conservation, Magnetic Insulation and Initial Values.  The main user 

interface is the Magnetic Flux Conservation feature, which adds the equation for the 

magnetic potential and provides an interface for defining the material properties and the 

constitutive relation for the magnetic flux density.  It is used when there are no currents 

and all the magnetic fields are originated by permanent magnets or external systems not 

included in the model.  Magnetic Insulation as the default boundary condition, sets the 

normal component of magnetic flux density to zero, �⃗� ⋅ �⃗� = 0.  In the Initial Condition 

interface, an initial value for the magnetic scalar potential can be edited to serve as an 

initial value for the nonlinear solve. Other interfaces, such as magnetic scalar potential, 

external magnetic flux density is also available.  

Under the single-phase flow branch, Laminar Flow (spf) module is applied to 
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compute the flow field.  The laminar flow interface has the equations, boundary 

conditions, and volume forces for modeling freely moving fluid using the Navier-Stokes 

equations. Velocity field (�⃗� ) and Pressure (P) are defined as the dependent variables.  

The default user interfaces are the Fluid Properties, Initial Values and Wall (the default 

boundary condition is no slip).  Fluid Properties is the main user interface in the module, 

at which the fluid material and its properties are defined for the Naiver-Stokes equations.  

The initial values serves as initial conditions for a transient simulation or for a nonlinear 

solver in a stationary simulation, which can specified the initial velocity field and 

pressure.  The Wall node includes a set of boundary condition describing fluid-flow 

condition as stationary, moving and leaking wall where no slip is the default boundary 

condition to model solid walls.  Other features, such as boundary condition and volume 

forces can also be implemented and edited.   

The Moving Mesh (ale) module coupled with Global Ordinary Differential 

Equations and Differential Algebraic Equations (ge) module is used to update the spatial 

location of the moving particles and to monitor the instantaneous field distributions.  

The governing equations of particle motion (Eqs. (51) to (74)) are added in the 

Differential Equations and Differential Algebraic Equations (ge) module for simulation.  

Moving Mesh interface is used to specify stationary or transient deformation of the 

simulation domain.  The default interface is Fixed mesh, which specify the selected 

domains remain at their reference material shape and do not move., and Prescribed mesh 

displacement where the deformation explicitly is defined by the input expression 

(default is no mesh displacement). Other interfaces, Free deformation which constrains 

the mesh displacement only by the boundary condition on the surrounding boundaries, 
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and Prescribed mesh velocity are also selected in this work.  

 
Figure 31 Diagram of simulation step with corresponding COMOSOL® modules.   

 

5.8 Collision Model 

An important issue in the particle interaction problem is the particle collision 

when two particles are moving very close to each other.  To prevent the particles from 

penetrating, a collision model [129] is adopted to mitigate the mesh distortion in the 

near-collision region, while at the same time it preserves the total mass and momentum 

within the numerical truncation error.  

In the collision model, a short-range repulsive force 𝐹 𝑟,𝑖 is introduced and the 

particle equation of motion for i-th particle, Eq.(51) is to be replaced by   

 
𝑚𝑖

𝑑�⃗⃗� 𝑖
𝑑𝑡

= ∑𝐹 𝑖,𝑗
𝑗

= 𝐹 ℎ,𝑖 + 𝐹 𝐷𝐸𝑃,𝑖 + 𝐹 𝑟,𝑖, (62) 

Where 
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𝐹 𝑟,𝑖 = ∑ 𝐹 𝑖,𝑗
𝑅

𝑁

𝑗=1,𝑗≠𝑖

 (63) 

and 

 

𝐹 𝑖,𝑗
𝑅 = {

0, 𝑑𝑖,𝑗 > 𝑎𝑖 + 𝑎𝑗 + 𝜌

1

𝜀
(𝑥 𝑐,𝑖 − 𝑥 𝑐,𝑗)(𝑎𝑖 + 𝑎𝑗 + 𝜌 − 𝑑𝑖,𝑗), 𝑑𝑖,𝑗 ≤ 𝑎𝑖 + 𝑎𝑗 + 𝜌

, (64) 

In these equations, 𝐹 𝑟,𝑖 is a short -range replusive force acting on the i-th particle by the 

other particles, 𝑑𝑖,𝑗 = |𝑥 𝑐,𝑖 − 𝑥 𝑐,𝑗| is the distance between the center of 𝑖-th particle and 

𝑗 -th particle as showed in Figure 32, 𝜌  is the force range and 𝜀  is a small positive 

stiffness parameter.  

 
Figure 32 Schematic diagram of the particles in the domain as mentioned in the collision model. 

 

  



70 

Chapter 6. Numerical Study of Particle Motion under 

Dielectrophoresis  

In this chapter, the pearl chaining process, where particles in a suspension are 

lined up along the direction of the applied electric field and form a one-dimensional (1D) 

chain lattice structure [130-132], is numerically simulated to better understand the 

particle-field-fluid interactions under the influence of dielectrophoresis.  Pearl chaining 

is driven by the attractive DEP force between neighboring particles, which is short-

ranged and decays rapidly as a function of 𝑅−4 where 𝑅 is the inter-particle distance 

[133].  Thus, the morphological quality and stability of the 1D chain structure can be 

easily affected by disturbances in the surrounding fluid medium.  Current understanding 

of the pearl chaining process is restricted primarily to the electrostatic aspect of the 

particle-particle interactions, whereas the fluid-particle hydrodynamic interactions and 

their impact on the assembly of 1D chain lattice have been largely neglected.  Hence, 

this chapter aims to fill the present gap between the basic knowledge of pearl chaining 

and future technological development of DEP directed self-assembly of 

micro/nanoparticles. 

In this study, the ALE method, coupled with the MST approach, is employed to 

explore the mechanism and process of DEP directed pearl chaining under an uniform 

electric field applied externally.   
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6.1  Dielectrophoretic Motion of Two Particles 

6.1.1 Model Setup  

A model system is set up to elucidate the pearl chaining process of two particles.  

As shown in Figure 33, it consists of a pair of two spherical particles of radius 𝑎, P1 and 

P2, suspended in an incompressible and Newtonian fluid of a size 𝐿 ×  𝐿.  The intitial 

inter-particle distance is R.  A uniform electric field �⃗�  is applied along the y-direction 

with the electrostatic potentials being   on AB and   on CD.  The angle 

between the electric field and the line connecting the centers of the particles is 𝜃.  After 

the electric field is actuated, the two paricles will experience DEP forces and tend to 

align with the applied field.   

 
Figure 33 Scheme of simulation domain with two particles under a uniform field  

 

6.1.2 Theoretical Considerations  

Some theoretical considerations regarding the relative motion of two interacting 

identical particles and the Brownian motion of small particles are first discussed in this 

1 = 2 =
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subsection to facilitate the understanding of the numerical results that will be presented 

later.   

 

6.1.2.1 Relative Motion of Interacting Identical Particles 

The dielectric force induced by DEP on the particle pair in Figure 33 is derived 

by Kwan et al. [134] 

 
𝐹 𝐷𝐸𝑃 ≅ −

6𝜋𝜀0𝜀𝐸∞
2 𝑎2

 

 

(
𝑅
𝑎)

4 [𝑖 ̂(𝑐𝑜𝑠2 𝜃 −
1

2
𝑠𝑖𝑛2 𝜃) + 𝑗 ̂𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃], (65) 

where 𝐸∞
  is the applied electric field, 𝜀 is the permittivity, 𝑖 ̂ is the unit vector in the x-

direction, 𝑗 ̂ is the unit vector in the y-direction, 𝜀 is the relative permittivity and 𝜀0 is the 

Permittivity of vacuum.  When the particle moves in the fluid medium, it also 

experiences the viscous Stokes’ drag force.  Assuming the particles are under quasi-

equilibrium, the dielectric force is balanced by the Stokes’ drag, which yields an 

instantaneous particle velocity  

 
�⃗�  =

𝐹 𝐷𝐸𝑃

6𝜋𝜇𝑎
=≅ −

𝜀0𝜀𝐸∞
2 𝑎

𝜇 (
𝑅
𝑎)

4 [𝑖 ̂(𝑐𝑜𝑠2 𝜃 −
1

2
𝑠𝑖𝑛2 𝜃) + 𝑗 ̂𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃], (66) 

where 𝜇 is the fluid viscosity.  The velocity can be presented in the dimensionless form 

with 𝑅∗ = 𝑅/𝑎   

 
�⃗�  

∗ ≡
�⃗� 

𝜀0𝜀𝐸∞
2 𝑎

𝜇

= −
1

(𝑅∗)4
[𝑖 ̂(𝑐𝑜𝑠2 𝜃 −

1

2
𝑠𝑖𝑛2 𝜃) + 𝑗 ̂𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃]. 

(67) 

Hence, the following equations in a (𝑅, 𝜃) polar coordinate system is obtained  
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 𝑑𝑅∗

𝑑𝑡∗
= −

2𝑐𝑜𝑠2 𝜃 − 𝑠𝑖𝑛2 𝜃

𝑅∗4
 (68) 

and 

 𝑑𝜃

𝑑𝑡∗
= −

2𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃

𝑅∗5
, (69) 

where the dimensionless time is t∗ = 
t
𝜇

𝜀𝐸∞
2

 . 

Equations (65), (68)and (69)can be used to describe the relative motion of the 

particle pair qualitatively.  According to Eq.(69), if the initial angle 𝜃 falls into the range 

0 < 𝜃 <
𝜋

2
, the RHS is always negative, meaning that 𝜃 should decrease toward zero 

and the particle pair tends to align along the direction of the electric field.  Additionally, 

when 𝐹 𝐷𝐸𝑃 in Eq. (65) is projected along the R-direction, the sign of this component 

will change when 𝜃 crosses over the threshold value determined by  

 
(𝑐𝑜𝑠2 𝜃 −

1

2
𝑠𝑖𝑛2 𝜃) 𝑠𝑖𝑛 𝜃 + 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃 𝑐𝑜𝑠 𝜃 = 0, (70) 

which yields 𝜃𝑐,1 = 63.4° .  For instance, as will be shown later, a pair of particles 

initially oriented at 𝜃 = 80° and experiencing repulsive DEP forces starts to attract each 

other as 𝜃 decreases to 63.4°.  The variation of the interparticle distance R lags slightly 

behind 𝐹 𝐷𝐸𝑃.  When the right side of Eq.(69) becomes zero, i.e., 𝜃𝑐,2 = 54.7°, the sign 

of 
𝑑𝑅∗

dt∗
 starts to change from positive to negative.  Thus, for the same pair of particles 

that are oriented with 𝜃, the distance between them first increase and then decrease.   

Overall, it is expected that when any two particles are moving from 𝜃 =
𝜋

2
  to 𝜃 = 0, 

they are repelled at first due to the repulsive DEP force.  When 𝜃 reahes 𝜃𝑐,1, the DEP 

force changes the direction to an attractive force.  As 𝜃 continually decreases to 𝜃𝑐,2, the 
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particles will attract to each other and the self-assembly process begins till a particle 

chain is formed.  

 

6.1.2.2 Brownian Motion of Small Particles 

When considering the particle-fluid interactions, the impact of Brownian 

motion, which arises from the random bombardment of solvent molecules on the 

particle, must be carefully addressed, especially for nanometer-sized particles.  The 

importance of Brownian motion with respect to the DEP motion can be evaluated by 

the Péclet number [135] 

 
𝑃𝑒 =

𝑎𝑈

𝐷𝑓
, (71) 

where 𝑎  is the particle radius,  𝑈  is the local particle velocity and 𝐷  is the applied 

electric field, the DEP force inserting on the each of particles can be estimated as [134] 

 
𝐹𝐷𝐸𝑃  =

3𝜋𝜀0𝜀𝑚𝐸2𝑎2

(𝑅/𝑎)4
, (72) 

Where 𝜀𝑚  is the permittivity of the fluid, E is the electric field, 𝑅  is the distance of 

center to center of particles.  As the particle velocity for DEP particles manipulation 

which is obtained from �⃗�  =
𝐹 𝐷𝐸𝑃

6𝜋𝜇𝑎
 , and the Brownian motion diffusion coefficient is 

given as 𝐷𝑓  =
𝐾𝑇

3𝜋𝜇𝑎
, the Peclet number, Eq. (71), can be rederived to  

 
𝑃𝑒 =

3𝜋𝜀0𝜀𝑚𝐸2𝑎3

2𝐾𝑇(𝑅/𝑎)4
, (73) 

where K and T are the Boltzmann constant ( 𝐾 = 1.38 × 10−23𝐽 ⋅ 𝐾−1)  and the 

temperature respectively, and 𝜇 is the fluid viscosity.  
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As 𝑃𝑒 =
𝑎𝑈

𝐷𝑓
=

𝑎2/𝐷𝑓

𝑎/𝑈
=

𝑡𝑑𝑖𝑓𝑓

𝑡𝐷𝐸𝑃
, the Péclet number can be interpreted as the ratio 

of time that is needed for the particle to travel a distance of a due to Brownian motion 

and DEP, respectively [136].  Therefore, when Pe >> 1, the effect of Brownian motion 

can be safely neglected; otherwise, it must be taken into consideration in the DEP-

directed self-assembly process.  The typical values used in this work are E =

500 kV/𝑚 , 𝑎 = 10 μm , 𝜀0 = 8.85 × 10−12 𝐹/𝑚 , 𝜀𝑚 = 1  and 𝑇 = 300 𝐾 , 𝑃𝑒 =

31075 ≫ 1  with 𝑅 = 30 μm.  Therefore, the effect of Brownian motion can be safely 

neglected.  

 

6.1.3 Numerical Results and Discussion 

Numerical simulations were performed for the particle-fluid system with 

different initial configurations to obtain the particle trajectories during the DEP-directed 

fluidic assembly process.  In the simulations presented here, the material property is 

indicated in Table 2.  The particle radius is 𝑎 = 10 μm  and the initial center-center 

distance between the particles is set to be 𝑅 = 30μm.  The domain length is set to be 

𝐿 = 200μm, which is 20 times the particle size in order to eliminate the boundary effect 

on the particle motion.  The electric field is defined with electrostatic potentials on the 

domain boundaries: ϕ𝐴𝐵 = 100 V  and ϕ𝐶𝐷 = 0 V .  In the flow problem, no slip 

boundary conditions are specified on Boundaries AB and CD and the particle surface, 

and inlet and outlet pressure conditions are set on Boundaries AC and BD. 
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Table 2 Material Property of Identical Particles in DEP. 

Parameter Definition  Value 

𝜀0 Permittivity of vacuum 8.85 × 10−5 𝐹/𝑚 

𝜀𝑚 Relative permittivity of fluid 1 

𝜀p Relative permittivity of particle 100 

𝜇 Fluid dynamic viscosity  1 × 10−3 Pa ⋅ S 

𝜌𝑚 Fluid density 1 × 103 Kg/m3 

𝜌p Particle density 1 × 103 Kg/m3 

 

Configuration 1 

In the first configuration, a pair of stationary particles are initially positioned at 

(x, y) = (0,± 15μm) with 𝜃 = 0°, as shown in Figure 34(a).  After the external field is 

applied, the two particles are attracted to move toward each other and eventually form 

a chain structure along the direction of the electric field (Figure 34 (b)).   

To illustrate the relative motion, the y-component velocity of the two particles 

is shown in Figure 35 (a).  It is found that the particles always move at the same speed 

but with opposite directions.  As the two particles are approaching, the particle velocity 

first increases as the attractive DEP force is inversely proportional to the forth power of 

the center-to-center distance between the particles (Eq. (72)).  However, the particle 

velocity then start to decrease because the viscous drag force and the repulsive pressure 

force increases rapidly to resist the motion of attraction.  When the interparticle distance 

R reduces to 1µm, the collision model as mentioned before, is activated to prevent 

penetration of the particles. To do so, a repulsive force 𝐹 𝑖,𝑗
𝑅   where 𝐹 𝑖,𝑗

𝑅 =
1

𝜀
(𝑥 𝑐,𝑖 −

𝑥 𝑐,𝑗)(𝑎𝑖 + 𝑎𝑗 + 𝜌 − 𝑑𝑖,𝑗) is enforced on each of the two particles [129], where the force 

range 𝜌 is set to be 𝜌 =
1

10
𝑎 = 1𝜇𝑚, small positive stiffness parameter. 𝜀 = 1𝑒 − 16, 

with the consideration of particle size and the limitation of computational power.  As 
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indicated in Eq. (62), with both the DEP force, hydrodynamic forces and the repulsive 

force presented at the last stage, particles are eventually paired and aligned along the 

applied field.  

The velocity profile in Figure 35 (b) indicates that the fluid between the two 

particles is flowing outward as being squeezed by the head-to-head motion of the 

particles whereas the fluid is replenished through Boundaries AB and CD.  Overall, the 

velocity field is symmetric about the x-axis due to the initial configuration of the system. 

 
Figure 34 (a) Particle configuration (b) trajectories of two particles with θ = 0° respectively 

(initial position and final position are indicated by dash line and solid line 

respectively.) 

 

 
Figure 35 (a) Velocity of pair of particles originally position at (x, y) = (0,± 15μm)  with 

changing of position, (b) velocity contour when t = 0.001s. 
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Configuration 2 

In the second configuration, the particles are arranged with the centerline 

perpendicular to the electric field, i.e., the particles are located at (𝑥, 𝑦) = (± 15 μm, 0) 

and 𝜃 = 90° , as shown in Figure 36 (a).  When the electric field is applied, the 

instantaneous DEP force is repulsive which repels the two particles away from each 

other.  The particle trajectory is shown schematically in Figure 36 (b).  Relative motion 

between the particles along the x-direction is illustrated in Figure 37 (a).  As the two 

particles start moving, the particle velocity increase.  Shortly, the velocity decrease since 

the repulsive DEP force decreases rapidly as an inverse proportion to the forth power of 

the interparticle distance.  The velocity profile in Figure 37 (b) shows that the fluid 

between the two particles is flowing inward and “pushing” the particle move away from 

each other.  Similar to Configuration 1, the velocity field is symmetric about the y-axis 

due to the initial configuration of the system. 

 
Figure 36. (a) Particle configuration (b) trajectories of two particles with θ = 90°respectively 

(initial position and final position are indicated by dash line and solid line 

respectively.). 
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Figure 37. (a) Velocity of pair of particles originally position at (x, y) = (±15μm, 0)  with 

changing of position, (b) velocity contour when t = 0.001s. 

 

The numerically computed x-component of the DEP force is compared with the 

analytical result from Eq. (65) in Figure 38.  At large values of 𝑅, the analytical model 

provides very good prediction of the DEP force.  However, when 𝑅 is relatively small, 

the distortion of the local electric field is no longer negligible and the analytical model 

overpredicts the DEP force.  Thus, certain care should be exercised when applying Eq. 

(65) to study particle interactions under the influence of DEP.   

 
Figure 38 DEP force of particle located at (x, y) = (±15μm, 0) derived from MTS method and 

the relation to the 1/R4, while numerical result and analytical result are in solid line 

and dash line respectively.  
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Configuration 3 

Configurations 1 and 2 deal with two specific orientations of the particle pair 

with respect to the applied electric field, one in parallel and one perpendicular.  The 

more general cases are studied in the third configuration, where the initial angle between 

the centerline of the particle pair and the field 𝜃 is chosen to be 30°, 60°, and 80°, as 

shown in Figure 39 (a)-(c).  In general, the simulation results agree with the prediction 

by Eq.(69), i.e., 𝜃  decreases as the two particles align with the electric field.  More 

details of the particle motion will be discussed in the following.   

 
Figure 39 Motion of pair of particles initially located at 𝜃 = 30°, 𝜃 = 60°, 𝜃 = 80° with 𝑅 =

30𝜇𝑚 in (a), (b), and (c) respectively. 

 

For an initial angle 𝜃 = 30°, the particles are rotating clockwise and moving 

closer to each other, as shown in Figure 40 (a).  The trajectories of the centers of the two 

particles are mapped in Figure 40 (b).  With the impact of the induced DEP force, the 
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particles rotate around the origin with a monotonously decreasing 𝜃.  In the meanwhile, 

the center-to-center distance decreases until the particles get into contact with each other. 

 
Figure 40 Pair of particles initially located at (𝑥, 𝑦) = (∓7.5𝜇𝑚,±13𝜇𝑚)  With 𝑅 = 30𝜇𝑚 , 

𝜃 = 30° (a) particle trajectories, (b) relative motion trajectories of a pair of particles 

(dash line indicated the initial position). 

 

When the particles are initially located at 𝜃 = 60°, the particles undergo a more 

complex motion.  As shown in Figure 41 (a), they slightly repel each other in the very 

beginning.  With the constant attractive DEP, which indicated in Figure 41 (b), while 

𝐹𝐷𝐸𝑃 in x and y direction are both in positive direction for P1 in the beginning, the center-

to-center distance between the pair of particles 𝑅 starts to decrease as particles moving 

toward to each other once the instantaneous angle crosses 𝜃 = 53.7°  which is 

comparable with 𝜃𝑐, 
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Figure 41 Pair of particles initially located at (𝑥, 𝑦) = (∓13 𝜇𝑚,±7.5 𝜇𝑚) With 𝑅 = 30 𝜇𝑚, 

𝜃 = 60°,(a) 𝑅 with the relation to 𝜃 (b) DEP force for P1. 

 

For an ever larger initial angle θ=80°, the particle trajectories are depicted in 

Figure 42 (a).  It shows more clearly that the particles initially repel each other with the 

repulsive DEP force, but gradually draw closer as they revolve in the clockwise 

direction and, finally, they align with the y-direction.  The interparticle distance R is 

shown in Figure 42 (b) as a function of the instantaneous angle θ.  The same trend is 

found: R increases at first because the DEP force between the two particles is repulsive.  

As indicated in Figure 43, where  𝐹𝐷𝐸𝑃 on particle P1 is negative in the x direction and 

positive in the y direction, thus causing θ to decrease.  When θ decreases to 63.9° (this 

value is comparable with the theoretical solution 𝜃𝑐,1 = 63.4°), the sign of 𝐹𝐷𝐸𝑃 in the 

x direction changes to positive and an attractive force is exerted on the particle.  Due to 

the lag between the particle acceleration and velocity, 𝑅 does not decrease immediately.  

Instead, it reaches the maximum at 52.4° (near the theoretical prediction 𝜃𝑐,2 = 54.7°) 

and, then, gradually decreases till the two particles touch each other, as shown in Figure 

42 (b).  The difference in the critical values 𝜃  between the numerical solution and 

theoretical prediction is because a uniform electric field 𝐸∞
   is considered in the 
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theoretical model whereas. in reality, the local electric field is distorted by the presence 

of the two particles. 

 
Figure 42 Pair of particles initially located at (𝑥, 𝑦) = (∓14.77𝜇𝑚,±2.6𝜇𝑚) With 𝑅 = 30𝜇𝑚, 

𝜃 = 80°,(a) relative motion trajectories of a pair of particles, (b) 𝑅 with the relation  

to 𝜃  

 
Figure 43 DEP force for P1 with initial position with 𝜃 = 80° 

 

6.2 Dielectrophoretic Motion of Three Particles 

Previous studies of DEP-directed assembly of micro/nanoparticles have focused 

primarily on the experimental aspect of the final patterns formed by the particles [137].  

In this section, the simulation results involving the DEP motion of three particles will 
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be discussed to offer some insight into the dynamics of the DEP directed particle 

assembly, especially on the interparticle interactions and the particle trajectory during 

the assembly process. 

Three-body problem, in which the motion of three point masses needs to be 

solved for given initial positions and velocities in the framework of Newtonian 

mechanics, is notoriously complex due to its sensitivity to the initial conditions and, 

generally, requires numerical solutions.  In this work, three particles randomly located 

as the configuration shown in Figure 44 (a) is considered.  The distance between the 

centers of the particles are 𝑅12 = 37.35 𝜇𝑚 , 𝑅23 = 30.92 𝜇𝑚  and 𝑅13 = 63.78 𝜇𝑚 , 

while 𝜃12 = 27.94°, 𝜃13 = 9.02° and 𝜃23 = 14.04°, where 𝜃𝑖𝑗 is the angle between the 

direction of applied field and the centerline Rij connecting particles i and j.  As discussed 

in the foregoing sections, the dielectric force between any two identical particles can be 

reasonably approximated by Eq. (65) as far as the interparticle distance is sufficiently 

large.  Using this equation for a three-particle system, Kang and Suh [120] found that 

the DEP-induced motion of the system depends on the relative magnitude of the 

projected distance between any two particles on the direction perpendicular to the 

applied electric field.  If two particles are initially located at a closer projected distance, 

they will become paired first and the third particle will react to the two-particle entity.  

For the configuration in Figure 44 (a),  the projected distance between the particles xij 

can be calculated from 𝑥𝑖𝑗 = 𝑅𝑖𝑗 𝑠𝑖𝑛(𝜃𝑖𝑗) and it is easy to show 𝑥13 = 10 𝜇𝑚, 𝑥23 =

7.5 𝜇𝑚 and 𝑥12 = 17.5 𝜇𝑚.  Thus, it is expected that, at least qualitatively, particles P2 

and P3 will pair up first and then P1 will join.   

The simulation results are shown in Figure 44 (b) and (c).  Indeed, particles P2 
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and P3 are first moving toward each other, and P1 revolves in the counterclockwise 

direction before approaching P2 and P3.  At t = 14.9 ms, P2 and P3 become a pair and 

then they act as one body which eventually attracts P1 to form a three-particle pearl 

chain structure.  The results are thus consistent with the predictions by Kang and Suh’s 

model.  However, in a slightly different configuration where one particle is located at a 

relatively large distance from the other two particles ( 𝑅12
′ = 37.35 𝜇𝑚 , 𝑅23

′ =

67.42 𝜇𝑚  and 𝑅13 = 100.5 𝜇𝑚 ) while maintaining the same projected interparticle 

distances, as shown in Figure 45, P2 will be attracted to P1 first before P3 is drawn to 

join the pearl chain.  Therefore, Kang and Suh’s model should be applied with caution 

in predicting the dynamics of DEP-driven fluidic assembly of particles.  

 
Figure 44 Three particles P1 (-10 μm,20 μm) , P2 (7.5𝜇 𝑚, -13 𝜇𝑚) and  P3 (0 𝜇𝑚, - 43 𝜇𝑚) (a) 

scheme of simulation domain, (b) relative motion trajectory of three particles (dash 

line indicate the initial position), (c) motion of particles. 
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Figure 45 Three particles P1 (−10𝜇𝑚, 50𝜇𝑚) , P2(7.5𝜇𝑚, 17 𝜇𝑚) and  P3 (0𝜇𝑚, -50 𝜇𝑚), (a)      

scheme of simulation domain, (b) velocity of particles when t = 33.4ms. 

 

6.3 Dielectrophoretic Motion of Five Particles 

In practice, DEP-driven particle assembly involves numerous particles.   After 

some basic understandings have been obtained, a system of five identical particles is 

investigated in this section to mimic the actual pearl chaining process.   

Before the application of the electric field, five particles, P1, P2, P3, P4 and P5, 

are positioned randomly in the fluid domain, as shown in Figure 46 (a).  The particles 

start to move at t=0 ms when the external field is applied.  P3 and P4 exhibit the strongest 

interactions by pairing up very rapidly (at t=11 ms), since the interparticle distance 

between them is the shortest.  Once P3 and P4 paired, two particles acted as one body 

rest in the relatively static position, while other particles P2, P1 and P5 are attracting to 

join the group consequently as indicated in Figure 47 (b).  Finally, all the particles are 

aligned along the axis which is parallel to the direction of applied field.  Instead all the 

particles in the case of five particles are split and clustered into two groups of three and 
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two particles indicated by Kang and Suh [120], particles tend to align and form the 

group one by one according the interpaticle distance. 

 
Figure 46 (a) Configuration of simulation domain, (b) relative motion trajectory of five particles 

(the initial position of particle is indicated in dash line circle) 

 
Figure 47 (a) Motion of particles (b) the velocity profile at t = 4.7 ms, t = 11 ms and t =17 ms. 

 

6.4 Conclusion  

In this chapter, the motion of DEP-driven assembly of particles are studied 

numerically.  The particle assembly process is simulated, which offers detailed 



88 

information of the resilent features of the pearl chain pattern formation as well as the 

trajectory of the particle motion.  The key findings include: 1) with the induced DEP, 

particles attract to each other if θ<63.4°and symmetrically move toward to pair along 

the external field once θ<54.7°, 2) The interparticle interactions and the particle 

trajectory of multiple particles during the assembly process is highly related to the initial 

configuration of the system, while eventually, identical particles always line to the chain 

along the electric field. 
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Chapter 7. Numerical Study of Dielectrophoretic Motion of 

Dissimilar Particles  

The previous chapter is devoted to the study of DEP-induced fluidic assembly 

of particles into pearl chain structures.  The mutual dielectrophoretic forces always drive 

the identical particles to pair up and align along the applied electric field, no matter if 

the individual particles experience positive or negative DEP [138,139].  When dissimilar 

particles (i.e., some particles have higher whereas the rest have a lower relative 

permittivity than that of the fluid medium) are present, the electric field around the 

particles is distorted which generates a different electric field intensity in the vicinity of 

each particle.  In this chapter, numerical investigation will be performed to investigate 

the DEP-induced pattern formation of dissimilar particles with a focus on the difference 

in the particle-field-fluid interactions from that of identical particles.   

 

7.1 Dielectrophoresis of Dissimilar Particles  

The dielectric properties of the particle and the surround fluid medium, 

especially the relative permittivities (also called dielectric constants), 𝜀𝑝 and 𝜀𝑚, have a 

major impact on dielectrophoresis, which originates from the charge redistribution in 

the particle when an external electric field is applied.   The particle with a larger 

permittivity (𝜀𝑝 > 𝜀𝑚) is more polarizable than the fluid medium.  Thus, as shown in 

Figure 48 (a), more charges accumulate on the particle side of the fluid-particle interface 

and the induced dipole moment aligns itself with the applied field.  In the meanwhile, 

the polarization-induced internal field weakens the applied field, leading to less dense 
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field lines inside the particle.  If 𝜀𝑝 < 𝜀𝑚, the particle is less polarized.  The induced 

dipole moment points opposite to the applied field, and the internal electric field will be 

intensified inside particle, as shown in Figure 48 (b).  Accordingly, the two different 

type of particles will exhibit different dielectrophoretic behaviors in a non-uniform 

electric field.   

 
Figure 48 Electric field in a uniform electric field with (a) 𝜀𝑝 > 𝜀𝑚, (b) 𝜀𝑝 < 𝜀𝑚  

 

The DEP force experienced by the particle is given by 

 𝐹 𝐷𝐸𝑃 = 2𝜋𝑎3𝜀𝑚𝐾(𝜀𝑝, 𝜀𝑚)𝛻𝐸2, (74) 

where the Clausius-Mossotti (CM) factor is 𝐾 ≡ (
𝜀𝑝−𝜀𝑚

𝜀𝑝+2𝜀𝑚
) .  Clearly, 𝐾  controls the 

direction of the DEP force with respect to the external field.  When the particle is more 

polarizable than the fluid domain (𝜀𝑝 > 𝜀𝑚  and 𝐾 > 0 ) the particle will be driven 

toward the region of higher electric field gradient (i.e., the field maxima), a process 

termed “positive DEP” (pDEP).  This is shown in Figure 49(a) and (b), where the 

electric field is created by placing a positive point charge over a negatively charged 

bottom plate and the direction of the velocity vectors in the fluid medium indicates the 



91 

direction of the particle motion.  When the particle is less polarizable than the fluid 

(𝜀𝑝 < 𝜀𝑚 and 𝐾 < 0), the particle is repelled from the field maxima by the negative 

DEP (nDEP) force, as indicated by Figure 49 (c) and (d).    

 
Figure 49 Positive DEP distribution of a) electric potential, b) fluid pressure/velocity field; 

negative DEP distribution of c) electric potential, d) fluid pressure/velocity field. 

 

Figure 50 shows the electric field simulated for two pairs of identical particles 

that undergo pDEP ( 𝜀𝑝 = 150 vs. 𝜀𝑚 = 100 ) and nDEP ( 𝜀𝑝 = 50 vs. 𝜀𝑚 = 100 ), 

respectively.  For the pDEP particle, the field maxima are found to be near its north and 

south poles (marked by brighter color) while the field minima are around its tropics 

(marked by darker color).  Further, it is seen that the global field maxima exist in the 

space between the two pDEP particles.  The situations are just opposite for the nDEP 

particle.  Subsequently, the pDEP particles will be attracted to the global maxima 
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(Figure 50.(a)), i.e., they move closer to each other, and the nDEP particles will be 

expelled to the global minima (Figure 50 (b)), i.e., they also move toward each other.  

Therefore, although the electric field distributions are drastically different for nDEP and 

pDEP particles, the particle motion is the same in both cases since the particles are 

identical (similar) in each pair. In both cases, particles will pair and align along the 

direction of applied field, while for multiple particles, chain will form.  However, in the 

presence of dissimilar particles, some present as pDEP and some are nDEP, different 

electric field intensity in the vicinity of each particles are generated due to the distorted 

electric field, where the assembly process will be distinct from the identical particles.  

To further investigate the dynamics of the dissimilar particle self-assembly process, 

numerical simulations are then performed.  

 
Figure 50 Electric field of two identical particles located at (x,y) = (0, ± 15 μm) with different 

permittivity (a) pDEP (𝜀𝑝 > 𝜀𝑚), (b) nDEP (𝜀𝑝 < 𝜀𝑚).   
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7.2 Problem Setup 

A model system is set up to elucidate the self-assembly process of two dissimilar 

particles.  As shown in Figure 51, it consists of a pair of two dissimilar spherical 

particles of radius 𝑎, P1 and P2, suspended in an incompressible and Newtonian fluid of 

a size 𝐿 ×  𝐿 .  The intitial inter-particle distance is R.  A uniform electric field �⃗�   is 

applied along the y-direction with the electrostatic potentials being  on AB and 

 on CD.  The angle between the electric field and the line connecting the centers 

of the particles is 𝜃.  After the electric field is actuated, the two paricles will experience 

DEP forces and itimiate the self-assembly process.  

 
Figure 51 Scheme of simulation domain of particles with permittivity difference under a 

uniform field. 

 

7.3 Numerical Results  

7.3.1 Motion of Two Dissimilar Particles  

Numerical simulations were performed for the particle-fluid system with 

1 =

2 =
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different initial configurations to obtain the particle trajectories during the DEP-directed 

fluidic assembly process of dissimilar particles.  In the simulations presented here, the 

material property is indicated in Table 3.  The particle radius is 𝑎 = 10 μm and the 

initial center-center distance between the particles is set to be 𝑅 = 30μm.  The domain 

length is set to be 𝐿 = 200μm, which is 20 times the particle size in order to eliminate 

the boundary effect on the particle motion.  The electric field is defined with electrostatic 

potentials on the domain boundaries: ϕ𝐴𝐵 = 100 V  and ϕ𝐶𝐷 = 0 V .  In the flow 

problem, no slip boundary conditions are specified on Boundaries AB and CD and the 

particle surface, and inlet and outlet pressure conditions are set on Boundaries AC and 

BD. 

Table 3 Material Property of Dissimilar Particles in DEP  

Parameter Definition  Value 

𝜀0 Permittivity of vacuum 8.85 × 10−5 𝐹/𝑚 

𝜀𝑚 Relative permittivity of fluid 100 

𝜀𝑝1 Relative permittivity of P1 150 

𝜀𝑝2 Relative permittivity of P2 50 

𝜇 Fluid dynamic viscosity  1 × 10−3 Pa ⋅ S 

𝜌𝑚 Fluid density 1 × 103 Kg/m3 

𝜌p Particle density 1 × 103 Kg/m3 

 

Configuration1 

In the first configuration, the line connecting the centers of the particles makes 

an angle of 𝜃 = 0° with respect to the direction of the applied electric field.  Figure 52 

(a) (b) show that, unlike what happens for identical particles in Figure 50, the local field 

maxima occurs near the north pole of P1 and the minima appears near the south pole of 

P2.  Thus, the pDEP particle P1 will move upward to the field maxima whereas the nDEP 

P2 go downward to the field minima, causing the two particles to separate from the 
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original positions.  This is verified by the particle trajectories shown in Figure 52 (c) 

and the velocity field at the time instant t = 0.002s shown in Figure 52. (d).  However, 

it will be shown next that this configuration is unstable and, if 𝜃 deviates slightly from 

0°, the two particles will demonstrate a repulsion-then-attraction type of motion and line 

up along a direction perpendicular to the electric field.  

 
Figure 52 Particle-particle interaction with dissimilar particles, P1 and P2 located at (𝑥, 𝑦) =

(0,±13.9 𝜇𝑚) (a) electric field at t = 0 s, (b) electric field at t = 0.002 s, (c) particle 

trajectories (the initial position of particle is indicated in dash line circle), (d) flow 

field at t = 0.002 s.  

 

Configuration 2 

In the more general scenario, two dissimilar particles are placed at initial 

locations (x, y) = (∓ 2.6 μm,± 14.77 μm) , respectively, corresponding to θ = 10° .  
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From Figure 53 (a)-(d), it is seen that the electric field distribution changes drastically 

as time elapses.  Initially, the field is almost identical to that shown in Figure 52.  

However, as the particles are displaced, the local minima region near the tropics of P1 

is shifted to a closer proximity of the local minima region near the north pole of P2.  In 

the meanwhile, the local maxima region near the south pole of P1 is also getting closer 

to the local maxima region near the tropics of P2.  As a result, new global field maxima 

and minima are created simultaneously in the interparticle space, with the minima near 

P1 and the maxima near P2 ,  Consequently, both particles are eventually attracted into 

contact.   

 
Figure 53 Electric field of dissimilar particles at (a)  t = 0 ms, (b) t = 3.5 ms, (c) t = 5.9 ms 

 

The instantaneous locations and the trajectories of the particles are shown in 

Figure 54 (a) (b), where the expulsion, rotation and attraction of the particles can be 

clearly observed.  In particular, Figure 54 (c) depicts the variation of the interparticle 

distance, R, as a function of θ.  It indicates the particles revolve around the origin in the 

counter clockwise direction while they are first pushing away from and then drawing 

closer to each other till, finally, they line up perpendicularly to the applied field.  The 

maximum of R is found at  49.4° 
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Figure 54 Dissimilar particles, P1 and P2 located at (x, y) = (∓2.6μm,±14.77μm), (a) motion 

of pair of particles, (b) relative motion trajectories of particles(dash line circle 

indicated the initial position), (c) R with the relation to θ.  

 

Configuration 3 

After the discussion the previous two particle configurations, the case for 𝜃 =

90°, where P1 and P2 are located at (𝑥, 𝑦) = (∓ 15μm, 0), is almost trivial. As expected, 

the two particles attract to each other and form a chain along the centerline direction, as 

shown in Figure 55 (a).  The x-component velocities of P1 and P2 are illustrated in Figure 

55 (b), which shows that the particles first accelerate due to the DEP attraction force but 

then decelerate as the hydrodynamic pressure increases quickly when they are 

approaching each other. 
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Figure 55 Dissimilar particles, P1 and P2 located at (x,y)=(∓15 μm,0), (a)electric field at t = 0 s, 

(b) velocity of pair of particles with changing of position x. 

 

7.3.2 Motion of Three Dissimilar Particles  

As discussed in Chapter 6, the two-particle system provides some basic 

information of the DEP-induced particle self-assembly process, but it is insufficient to 

reveal the key features of the particle-field-flow interactions involving multiple particles.  

Thus, a three-particle system is set up for the latter purpose.  Figure 56 shows two 

different initial configurations where in (a) an array of three particles are located nearly 

perpendicular to the applied electric field and in (b) the array are nearly in parallel to 

the field.  The exact locations of the particles are marked in the Figure 56.  The particles 

have identical geometry, dimensions and physical properties except for the electric 

permittivity, εp1 = 150, εp2 = 50 and εp3 = 150, i.e., P1 and P3 are pDEP particles and P2 

is a nDEP particle. 
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Figure 56 Scheme of simulation domain, (a) P1(20 μm,-75μm)  and P2 (-13 𝜇𝑚, -7.5 𝜇𝑚) and 

P3 (-43 𝜇𝑚, 0 𝜇𝑚), (b) P1(-7.5 μm,20 μm), P2 (7.5 𝜇𝑚, -13 𝜇𝑚) and P3 (0 𝜇𝑚, -43 

𝜇𝑚). 

 

Figure 57 shows the evolution of the electric field at some representative time 

instants for the first configuration.  With the higher field gradient between P2 and P3, 

two particles exhibit strong interactions at the very beginning of the process. The local 

maxima region near the south pole of P3 is getting closer to the local maxima region 

near the tropics of P2.  As a result, new local field maxima and minima are created 

simultaneously between P2 and P3, with minima near P3 and the maxima near P2. 

Therefore, P2 and P3 are first paired as indicated in Figure 57 (b).  While at the at time, 

Figure 57 (c) shows that the local maxima region of P1 is also getting closer to the local 

maxima region on the other side which directs P1 gradually attract to P2.  
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Figure 57 Electric field of three particles with P2 as nDEP, P1 and P3 as pDEP at (a) t = 0 ms, (b) 

t = 1.5 ms, (c) t = 4 ms.  

 

Figure 58 (a) shows the snapshots of motion of the three particles.  Treating P1 

and P2 as one pair of dissimilar particles and P2 and P3  as another, it is easy to see the 

particle motion follows what has been discussed in the last section.  At the end, a pearl 

chain structure with three constituent particles is formed along the direction 

perpendicular to the electric field.  This can be expected as one of the basic 

morphological units of the DEP-driven self-assembly of any three dissimilar particles 

that are oriented originally nearly perpendicular to the external electric field.  The 

particle trajectories are shown in Figure 58 (b).  Similar to motion of multiple identical 

particles, P2, P3 with the shortest interpaticle distance are paired very rapid (Figure 58 

(c)). Once the P2 and P3 line up as a whole, P1 is then attracted to join.   
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Figure 58 (a) Motion of pair of particles, (b) relative motion trajectories of particles,(dash line 

circle indicated the initial position), (c) fluid field in velocity at t = 0.1 ms and t = 2.2 

ms. 

 

Figure 59 shows the evolution of the electric field at some representative time 

instants for the second configuration.  Initially, with the relatively close interpaticle 

distance, the local minima region near the south pole of P2 are first shifted to a closer 

proximity of local minima near the tropics of P3 as indicated in Figure 59 (b).  In the 

meanwhile, the local maxima region near the north pole of P3 is simultaneously getting 

close to both the local maxima region near the south pole of P1 and the tropics of P2.  

As a result, the new local maxima and minima region between P2 P3are created in the 

tropics of P3 and P2 respectively (Figure 59 (c)), which drive them moving toward to 

each other. While at the same time, the local maxima between P1 and P3 attract them 

into contact.  

The particle motion is depicted in Figure 60.  This time, particles P1 and P3 act 

as one pair of similar particles where P2 and P3  as the dissimilar pair.  Accordingly, it 
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can be observed that the particle motion follows the behaviors that have been discussed 

in Sections 6.1.3 and 7.3.1.  At equilibrium, the three particles form a triangular array, 

which can be expected as the second basic morphological unit of the DEP-driven self-

assembly of any three dissimilar particles that are oriented originally nearly along the 

external electric field.   

 
Figure 59 Electric field of three particles with P2 as nDEP, P1 and P3 as pDEP at (a) t = 0 ms, (b) 

t = 3 ms, (c) t = 6 ms.  

 

 
Figure 60 (a) Motion of pair of particles, (b) relative motion trajectories of particles,(dash line 

circle indicated the initial position), (c) fluid field in velocity at t = 0.1ms and t = 

2.2ms. 
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To verify the basic morphological configurations just discovered, the DEP-

driven self-assembly of a new set of dissimilar particles is investigated, for which the 

electric permittivities are chosen as εp1 = 150, εp2 = 50 and εp3 = 50 for P1, P2 and P3, 

respectively.  The initial particle locations are shown in Figure 61 (a) and (b) for two 

different configurations.  The simulated particle assembly processes are illustrated in 

Figure 61 (c) and (d).  The motion of particles follows the same mechanisms discussed 

in the previous sections.  The only exception is that just triangular arrays are formed at 

the end of the self-assembly process, which is due to the initial relative locations of the 

particles.  The results prove again that the pearl chain or the triangular array will be the 

basic unit of DEP-driven particle assembly.    

  
Figure 61 Three particles with P2 and P3 as nDEP, P1 as pDEP, electric field in (a) configuration 

1, (b) configuration 2., with the particle motion respectively in (c) configuration 1, (d) 

configuration 2.   
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7.3.3 Motion of Five Dissimilar Particles  

Two basic morphological units in DEP-driven particle self-assembly have been 

identified from the study of the two-particle and three-particle systems.  In this section, 

the motion of five dissimilar particles will be scrutinized to further pinpoint any issues 

that may emerge in more complex systems.   

First, five Particles, P1, P2, P3, P4 and P5, with similar-dissimilar particle arrangement 

are first studied, among which among which P2, P4 are nDEP particles (εp1 = εp2 = 50) 

and the rest are pDEP particles (εp1 = εp3 = εp5 = 150) as indicated in Figure 62.   

 

Figure 62 (a) Scheme of simulation domain, (b) electric field with P1, P3 P5 as pDEPs, and P2, 

P4 as nDEPs.  

 

Figure 63 shows the evolution of the electric field at consecutive time instants 

to represent the self-assembly process and interaction of five dissimilar particles.  

Initially, although P3, P4 with the shortest interpaticle distance, instead of exhibiting 

strong interaction and paring, P3 and P4 are respectively moving toward P5 and P1 due 

to the different electric field intensity in the vicinity of each particle.  Once the particles 
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are displaced, the local minima and maxima in the interparticle space of P4 and P5 

attracted them into contact.  In the meanwhile, the local maxima region near the south 

pole of P1 is simultaneously getting closer to both the local maxima region near the 

tropics of P2 and north pole of P3.  As a result, P4 and P5 are paired firstly, while P1, P2 

and P3 form a triangular array as discussed in previous section.  

 

 
Figure 63 Electric field of three particles with P2, P4 as nDEP, P1, P3 and P5 as pDEP at (a) t = 

2 ms, (b) t = 5 ms, (c) t = 11 ms.(d) t = 14.8 ms ( black circle indicated initial position 

of particles at t = 0 ms) 

 

Then, Figure 64 (a) shows five particles with P1 is a nDEP particle (εp1 = 50) 

and the rest are pDEP particles (εp2 = εp3 = εp4 = εp5 = 150) which is investigated 

as below.  Figure 64 (c) shows the particle motion at consecutive time instants.  As 

expected from Chapter 6, similar particles P3 and P4 first line up along the direction of 

the external field since they have the shortest projected interparticle distance along the 

x-direction.  Meanwhile, dissimilar particles P1 and P2 form a pair in a direction 

perpendicular to the field direction and, then, they move together under the DEP 

attraction forces to join the P3-P4-P5 assembly, leading to the final pattern shown at t = 

12.7 ms, which is consistent with the results obtained in [138] as in Figure 65. 

In the third case, P1, P2 and P3 are set as nDEP particles with εp = 50, while P4 

and P5 are kept as pDEP particles (εp = 150) as shown in Figure 64 (b).  The DEP-
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driven self-assembly process is shown in Figure 64 (d).  It appears that similar particle 

groups are assembled into two pearl chain structures before the two chains start to 

interact.  Starting from t = 10 ms, the pDEP particle chain is attracted to the field maxima 

near the tropics of the nDEP particle chain.  During the process, the two chains retain 

their individual structural integrity without any deformation.  Since the nDEP particle 

chain is larger, it has a higher inertia and experiences greater viscous resistance from 

the surrounding fluid medium.  Thus, it is mainly the pDEP particle chain that moves to 

join the nDEP particle chain.  Examining the final pattern formed reveals that, indeed, 

dissimilar particles are positioned in such a manner that their centerline is perpendicular 

to the external field, and the basic morphological units identified earlier remain in the 

DEP-driven self-assembly of the five-particle system.       
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Figure 64 Four particles interaction (a) (c), 𝜀𝑝1 = 50, 𝜀𝑝2 = 𝜀𝑝3 = 𝜀𝑝4 = 𝜀𝑝5 = 150 in electric 

filed and particle motion, (b) (d), 𝜀𝑝1 = 𝜀𝑝2 = 𝜀𝑝3 = 50 , 𝜀𝑝4 = 𝜀𝑝5 = 150  where 

where pDEP and nDEP particles are indicated in dark circle and white circle 

respectively. 

 
Figure 65 Model by Liu and Xie at t = 22.45 ms and t = 40.45 ms [138].  
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7.4 Conclusion  

In this chapter, the motion of DEP self-assembly of dissimilar particles are 

studied in term of assembled structure, and the relative motion trajectory during the self-

assembly.  As the induced dipole in the dielectric particles experiences uneven electric 

field, DEP force is generated and dependent on the polarizability of the particles and 

surrounding media.  When 𝜀𝑝 > 𝜀𝑚, the positive DEP (pDEP) force drives the particles 

to the local maxima field strength.  While conversely when 𝜀𝑝 < 𝜀𝑚 , particles are 

moving toward to the local minima field strength with the induced negative DEP (nDEP) 

force.  Considering both pDEP and nDEP force in self-assembly, the dissimilar particles 

tend to be chained in the direction perpendicular to the applied field.  While for multiple 

particles, comparing with identical particle with single chain structure, dissimilar 

particles are more likely to form multiple chains.  
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Chapter 8. Numerical Study of Particle Motion under 

Magnetophoresis  

Manipulation of bioparticles by using magnetic field has found increasing utility 

in biological and biomedicine applications, such as tissue engineering and disease 

treatment, due to its noninvasiveness, simplicity, sensitivity and specificity compared to 

other means.  Magnetophoresis (MAP), as the underlying driving mechanism, is the 

general term that describes the motion of magnetic particles through a viscous fluid 

under the influence of an external magnetic field.  In most practical applications, where 

permanent magnets are used as the magnetic source and no current flow is involved, 

dielectrophoresis and magnetophoresis find a nearly perfect analogy in terms of the 

governing laws if the electrostatic potential is replaced by between the magnetic scalar 

potential and the electric field is replaced by the magnetic field strength.  All the 

previous results obtained for dielectrophoresis can be translated to magnetophoresis 

with almost modifications, which can be applied to understand the particle-fluid-field 

interactions and guide the self-assembly process driven by magnetophoresis [140,141].  

Recently, with the rapid advances in particles syntheses methods, complex particles with 

a myriad of shapes, compositions and functionalities are fabricated to serve the diverse 

applications, especially, in biology and medicine [142-146], where the particles 

incorporated in various bio-cells are highly irregular in geometry.  Thus, this section 

focus on studying the magnetophoretic rotation and self-assembly of non-spherical 

particles under the effect of an applied external magnetic field. 
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8.1 Magnetophoretic Rotation of an Ellipsoidal Particle  

8.1.1 Model Setup  

A model system for the magnetophoretic rotation of an ellipsoidal particle is 

depicted schematically in Figure 66.  The particle has a semi-major axis 𝑎 and a semi-

minor axis 𝑏 and is suspended in an incompressible Newtonian fluid of a size 𝐿 ×  𝐿.  

In this work, only prolate spheroid (𝑎 > 𝑏 = 𝑐) is studied, where 𝑐 is the third semi-

minor axis which is parallel to the z-axis in the three-dimensional space.  A uniform 

stationary magnetic field �⃗⃗�  is applied along the y-direction with the magnetic scalar 

potentials being ψ = ψ1  on AB and ψ = ψ2  on CD, where H∥
⃗⃗⃗⃗   and H⊥

⃗⃗⃗⃗  ⃗  are the two 

components of the magnetic field strength vector �⃗⃗�  parallel and perpendicular to the 

semi-major axis, respectively.  The angle between �⃗⃗�  and the semi-major axis is 𝛼.   

 
Figure 66 The computational domain of an ellipsoidal particle in MAP. 
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8.1.2 Theoretical Considerations  

For a spherical particle exposed to a uniform magnetic field, it experiences a 

zero torque since the local magnetic force due to the Maxwell stress tensor 𝑇𝑀 =

𝜇(�⃗⃗� �⃗⃗� −
1

2
𝐻2�⃡�) is always normal to the surface and passes through the centroid of the 

particle.  For an ellipsoidal particle, measured by an aspect ratio (𝑝 =
𝑎

𝑏
) greater than 

unity, the magnetic force is distributed non-uniformly on the particle, leading to a 

magnetic torque that tends to align the major axis of the particle along the direction of 

�⃗⃗� , if 𝛼 ≠ 0 initially.  Some examples are shown Figure 67 where ellipsoids of different 

aspect ratios rotate from their initial positions until 𝛼 = 0. 

 
Figure 67. Ellipsoidal particle orientates to equilibrium state with applied magnetic field, 

indicated in pressure and velocity field with aspect ratio (a) 1.25, (b) 2 and (c) 4 

respectively 

 

The expression for the magnetic torque on an elliptical particle can be derived 
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rigorously, however, instead, it is obtained in this work with resort to the analogy 

between dielectrophoretic response of linear dielectric materials and magnetic response 

of linear magnetizable materials.  The torque for dielectrophoretic-orientation of 

ellipsoid was given by Jones [102]  

 
𝜏 𝐷𝐸𝑃 = 

4𝜋𝑎𝑏𝑐(𝜀𝑝 − 𝜀𝑚)
2
(𝐿⊥ − 𝐿∥)𝐸∥𝐸⊥

3𝜀0𝜀𝑚 [1 + (
𝜀𝑝 − 𝜀𝑚

𝜀𝑚
)𝐿∥] [1 + (

𝜀𝑝 − 𝜀𝑚

𝜀𝑚
)𝐿⊥]

�⃗� ̂. (75) 

Thus, the torque on magnetic ellipsoids takes an almost identical form 

 
𝜏 𝑀𝐴𝑃 = 

4𝜋𝑎𝑏𝑐(𝜇𝑝 − 𝜇𝑚)
2
(𝐿⊥ − 𝐿∥)𝐻∥𝐻⊥

3𝜇0𝜇𝑚 [1 + (
𝜇𝑝 − 𝜇𝑚

𝜇𝑚
)𝐿∥] [1 + (

𝜇𝑝 − 𝜇𝑚

𝜇𝑚
)𝐿⊥]

�⃗� ̂, (76) 

where 𝜇𝑝 and 𝜇𝑚 are the magnetic relative permeability of the particle and the medium, 

respectively, �⃗� ̂  is the unit vector in the z-direction, c is the third semi-minor axis,  

𝐿⊥ and 𝐿∥ are the depolarization factor which is defined as below.  

For ellipsoid, 𝑎 > 𝑏 = 𝑐, the following relations can be found  

 𝐿⊥ = (1 − 𝐿∥)/2, (77) 

 
𝐿∥ =

𝑏2

2𝑎2𝑒3
[𝑙𝑛 (

1 + 𝑒

1 − 𝑒
) − 2𝑒], (78) 

and 

 𝑒 ≡ √1 − 𝑏2/𝑎2. (79) 

Further, since 𝐻∥ = 𝐻 cos 𝛼 and 𝐻⊥ = 𝐻 sin 𝛼, Eq. (76) becomes  

 
𝜏𝑀𝐴𝑃 = 

2𝜋𝑎𝑏𝑐𝜇0
2(𝜇𝑝 − 𝜇𝑚)

2
(𝐿⊥ − 𝐿∥)

3𝜇𝑚 [1 + (
𝜇𝑝 − 𝜇𝑚

𝜇𝑚
)𝐿∥] [1 + (

𝜇𝑝 − 𝜇𝑚

𝜇𝑚
)𝐿⊥]

𝐻2 𝑠𝑖𝑛 2𝛼. (80) 

According to Eq. (80), the magnitude of 𝜏𝑀𝐴𝑃 depends critically on the angle between 
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the major axis and the applied field.  The magnetic torque vanishes when 𝛼 = 0 and the 

maximum appears at 𝛼𝑐 = 45°.  This has some significant implications on the particle 

motion when it is under the influence of a rotating magnetic field, as will be shown by 

the simulation results.   

8.1.3 Numerical Results and Discussion 

Numerical simulations were performed for the particle-fluid system shown in 

Figure 66 to study the MAP-driven rotational motion of the particle.  The material 

properties are summarized in Table 4.  The domain size is set to be 𝐿 = 200 μm.  In the 

flow problem, no slip boundary conditions are specified at the particle surface and 

boundaries AB and CD, and inlet and outlet pressure conditions are set on boundaries 

AC and BD.   

Table 4 Material Property of Particles in MAP 

Parameter Definition  Value 

𝜇0 Magnetic permeability of free space 1.257 × 10−6 𝐻/𝑚 

𝜇𝑚 Relative permeability of fluid 1 

𝜇𝑝 Relative permeability of particle 2 

𝜇 Fluid dynamic viscosity  1 × 10−3 Pa ⋅ S 

𝜌𝑚 Fluid density 1 × 103 Kg/m3 

𝜌p Particle density 1 × 103 Kg/m3 

 

Uniform magnetic field 

To gain basic understanding of the particle rotational behavior, an ellipsoidal 

particle with a size of 𝑎 = 10 𝜇𝑚  and 𝑏 = 2 𝜇𝑚  (𝑝 = 5 ) is firstly positioned at 𝛼 =

90°  in a uniform, stationary magnetic field.  The field is defined by specifying the 

magnetic potentials on the domain boundaries: ψ𝐴𝐵 = 1 A and ψ𝐶𝐷 = 0 A.  The particle 

starts to rotate once the magnetic field is applied.  Due to the symmetry of the Maxwell 
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stress tensor, the net force on the particle is zero and, thus, it will not undergo 

translational motion.  According to Eq. (80), the torque on the particle increases as 𝛼 

decreases until 45°, at which the torque reaches its maximum.  This is verified by the 

simulation results shown in Figure 68 (a).  The simulation is also seen to compare well 

with the theoretical prediction.  Additionally, it is expected that the angular velocity of 

the particle will be influenced by not only the magnetic torque but also the viscous 

torque exerted by the surrounding fluid medium.  This will be examined in greater detail 

in a later section.  Nevertheless, the instantaneous velocity field around the rotating 

particle shown in Figure 68 (b) indicates that the maximum velocity (and also angular 

velocity) is obtained at 𝛼 = 45° when the magnetic torque is the greatest.      

 

Figure 68 (a) Velocity contour of the flow field at three instantaneous particle locations (𝛼 = 80°, 𝛼 =
45° , and 𝛼 = 10° , (b) Variation of the magnetic torque on the particle during the rotation 

process (the numerical result is denoted by the solid line and the analytical result is by the 

dashed line).  
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Next, the effect of the particle aspect ratio p on the magnetic torque is 

investigated.  Using Eq. (80), the magnetic torque is nondimensionalized as  

 
𝜏𝑀𝐴𝑃
∗ =

𝜏𝑀𝐴𝑃

2
3𝜋𝑎𝑏𝑐𝐻2𝜇0 𝑠𝑖𝑛 2𝜃

=  
(𝐿⊥ − 𝐿∥)

(1 + 𝐿∥)(1 + 𝐿⊥)
, (81) 

where the depolarization factors 𝐿⊥ and 𝐿∥ are given in Eq. (77) to (79) and both are 

related to p.  Figure 69 shows the variation of 𝜏𝑀𝐴𝑃
∗  as a function of 𝑝.  For 𝑝 = 1, the 

ellipsoid degenerates into a sphere and no torque will be exerted on the particle.  For 

larger 𝑝 values, for instance, the particle becomes needle-like when 𝑝 increases to 30, 

𝜏𝑀𝐴𝑃
∗  increases due to the asymmetry of the particle as suggested by Eq. 8.  A total of 

11 different particle geometries (𝑝 = 1, 2, 3, 4, 5, 7, 10, 15, 20, 30, and 40) have been 

tested, and the comparison of the results with the theoretical prediction (Eq. (81)) in 

Figure 69 shows that the theoretical expression provides a reasonable estimate of 

𝜏𝑀𝐴𝑃
∗  for aspect ratio up to 𝑝 = 9 , after which it significantly underpredicts 𝜏𝑀𝐴𝑃

∗  , 

pointing to the necessity of numerical simulations in yielding accurate description of 

the magnetic manipulation of non-spherical particles.  
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Figure 69 MAP torque with the relation to aspect ratio (numerical solution and analytical 

solution are indicated in solid line and dot respectively). 

 

Rotating external field 

Magnetic rotation of ellipsoidal particles with a rotating magnetic field is then 

investigated due to its extensive application in micro/nanofluidics and biomedical 

engineering, such as nanomotor [147], drug delivery [148], and nanosensors [149].  

Depending on the angular velocity of the external applied field 𝜔𝐻, the rotation of the 

ellipsoidal particle can be either synchronous, where the angle between the external field 

and the semi-major axis 𝛼𝐿  is constant, or asynchronous, where 𝛼𝐿  shows periodic 

oscillation [150,151].  

As the external magnetic field �⃗⃗�  is applied with the constant angular velocity 

𝜔𝐻 as indicated in Figure 70, the ellipsoidal particle tends to follow the rotation with its 

own angular velocity 𝜔𝑝 in an effort to align its semi-major axis with the direction of 

the applied field, as previous discussed.  However, owing to the impact of viscous drag 
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from the surrounding medium, there is always a lag angle 𝛼𝐿 between the particle and 

the field direction [152].  Therefore, the angular momentum equation of the particle can 

be written as  

 
𝜏 𝑀𝐴𝑃 − 𝜏 𝑑 = 𝐼

𝑑2𝛼𝑝

𝑑𝑡2
, (82) 

 𝜏 𝑀𝐴𝑃 = 2𝜋𝑎𝑏2𝑀𝑠𝐻 𝑠𝑖𝑛 𝛼𝐿 , (83) 

and 

 
𝜏 𝑑 = 𝛾𝜔𝑝 =

8

3
𝜔𝑝𝜋𝜇𝑎3𝐶. (84) 

where 𝜇 is the viscosity of fluid and C is the geometric constant related to the aspect 

ratio of the particle.  Based on this, Yang et al. [153] derived the governing equation for 

ellipsoidal particles with high aspect ratio (𝑝 > 20)  

 𝑑𝛼𝐿

𝑑𝑡
+ 𝜔𝑐 𝑠𝑖𝑛 𝛼𝐿 = 𝜔𝐻, (85) 

where  

 
𝜔𝑐 =

3𝑀𝑠𝐻

𝜇𝐶
(

𝑏

2𝑎
)
2

. (86) 

where 𝜔𝑐 is the critical angular velocity and 𝑀𝑠 is the saturation magnetization. 

 When 𝜔𝐻 ≤ 𝜔𝑐, a steady-state solution for Eq. (85) is  

 𝛼𝐿 = 𝑎𝑟𝑐𝑠𝑖𝑛 (
𝜔𝐻

𝜔𝑐
). (87) 

With constant lag angle, the ellipsoidal particle rotates synchronously with the magnetic 

field and motion of particle is stable.  When 
𝜔𝐻

𝜔𝑐
≤ 1, the magnetic torque is balance with 

viscous torque to maintain the constant lag angle.  

If 𝜔𝐻 > 𝜔𝑐, the ellipsoidal particle is in the asynchronous rotation, there is a 



118 

periodic solution for Eq. (85). 

When 0 ≤ 𝛼𝐿 < 𝜋 

 

𝛼𝐿 = 2𝑎𝑟𝑐𝑡𝑎𝑛(
𝜔𝑐

𝜔𝐻
+ √1 − (

𝜔𝑐

𝜔𝐻
)
2

𝑡𝑎𝑛
(𝜔𝐻𝑡 + 𝛽√1 − (

𝜔𝑐

𝜔𝐻
)
2

2
. (88) 

Therefore, 𝛼𝐿 exhibit time periodic oscillations, while the ellipsoidal particle will rotate 

back-and-forth with respect to the external magnetic field.  

 

Figure 70 Schematic of magnetophoretic rotation of an ellipsoidal particle in a rotating magnetic 

field. 

 

While the magnetic rotation of non-spherical particles, especially, nanowires, 

has been systematically studied both analytically and experimentally, most available 

work was for nanowire with very large aspect ratios (𝑝 > 20) and the dynamic behavior 

of ellipsoidal particles with small-to-medium aspect ratios has not been fully studied.  

In this work, the rotation of an elliptical particle of an aspect ratio 𝑝 = 5 ( 𝑎 = 10𝜇𝑚 

and 𝑏 = 2𝜇𝑚) is simulated in a uniform magnetic field with  𝐻 = 5000 𝐴/𝑚 rotating 

with a constant angular velocity. 



119 

First, a low annular velocity of the magnetic field, 𝜔𝐻 =  5.48 𝑟𝑎𝑑/𝑠, is used to 

study the synchronous rotation of ellipsoidal particles.  As indicated by Figure 71, the 

particle is initially aligned with the magnetic field with 𝛼𝐿 = 0 and, once the magnetic 

field starts rotation, the particle is driven into motion by the magnetic torque to follow 

the moving field.  Figure 71 (a) shows that 𝛼𝐿  increases from zero and eventually 

reaches a steady state value at t = 6 ms, where the particle is moving with the magnetic 

field with the same angular velocity, i.e., 𝜔𝑝 = 𝜔𝐻 . 

 
Figure 71 Synchronous rotation of ellipsoidal particle, (a) angle (𝛼𝐿, 𝛼𝑝, 𝛼𝐻) changes with time 

(b) angular velocity (𝜔𝐿 𝜔𝑃, 𝜔𝐻) changes with time, (c) particle motion  

 

With an increase in the angular velocity of the magnetic field, the asynchronous 

rotation is obtained.  For the simulation shown in Figure 72, the external magnetic field 

is rotating at 𝜔𝐻 =  13.32 𝑟𝑎𝑑/𝑠.  In the beginning, the angular velocity of ellipsoidal 

particle 𝜔𝑝  is increasing to follow the rotation of the magnetic field as indicated in 
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Figure 72 (a).  After reaching the highest speed at t = 2.1 ms (Figure 72 (b)), the angular 

velocity of particles is decreased.to zero when 𝛼𝐿 =
𝜋

2
, where magnetic momentum of 

particles and the magnetic field are aligned opposite and the ellipsoid particle becomes 

static.  As the external field continuously rotating, the ellipsoid particle is rotating 

backward as shown in Figure 72 (b).  Since the ellipsoid particle and the field are moving 

opposite to each other, the lag angle is rapidly increased to π, where the ellipsoid particle 

and the magnetic field are perfectly aligned as indicated in Figure 72 (c) when t = 5.49 

ms. 

 
Figure 72 Asynchronous rotation of ellipsoidal particle, (a) angle (𝛼𝐿, 𝛼𝑝, 𝛼𝐻) changes with 

time (b) angular velocity (𝜔𝐿 𝜔𝑃, 𝜔𝐻) changes with time, (c) particle motion 

 

8.2 Magnetophoretic Motion of Multiple Ellipsoidal Particles 

Similar to the investigations on the pearl chaining phenomenon in DEP-driven 

particle motion, magnetically-induced self-assembly of multiple elliptical particles will 
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be studied in this section.   

 

8.2.1 Model Setup  

The scheme for this study is shown in Figure 73.  Two ellipsoidal particles 𝑃1 

and 𝑃2 are suspended in the fluid medium, which have identical geometry with a semi-

major axis of 𝑎 = 15 μm  and a semi-minor axis of 𝑏 = 5𝜇𝑚 .  The corresponding 

initial angles with respect to the direction of the magnetic field are 𝛼1  and  𝛼2 , 

respectively.  The intitial interparticle distance is R and the angle between the magnetic 

field and the line connecting the centers of the particles is 𝜃.  After the magnetic field is 

actuated, the ellipsoidal paricles will experience magnetic force and torque, and start to 

assembly while aligning with the applied field.   

 
Figure 73 Scheme of simulation domain with ellipsoids under a uniform field. 

 

8.2.2 Numerical Results and Discussion 

 

Motion of two particles 

Numerical simulations are performed for the particle-fluid system with different 
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initial configurations to obtain the particle trajectories during the MAP-directed fluidic 

assembly process.  In the simulations presented here, the material properties are listed 

in Table 4.  The initial position of two elliptical particles are located at the center 

positions (∓ 14.77 𝜇𝑚,± 2.6 𝜇𝑚).  The initial center-center distance is 𝑅 = 30μm and 

the angle with respect to the field is 𝜃 = 80°.  

Two particles oriented with 𝛼1 = 0°  and 𝛼2 = 0°  are firstly studied.  The 

particle motion in represented in Figure 74 (a).  The particle motion mimics the DEP-

driven motion of spherical particles in that the two ellipsoids initially repel each other 

by the induced magnetic force and, with continuous revolution of the centerline in the 

clockwise direction, the particles then move closer.  Eventually, they align themselves 

along the direction of the applied field.   

 
Figure 74 Motion of pair of ellipsoidal particles located at (𝑥, 𝑦) = (∓14.77𝜇𝑚,±2.6𝜇𝑚) with 

𝑅 = 30 𝜇𝑚, 𝜃 = 80°, 𝛼1 = 𝛼2 = 0°, 𝑝 = 5,  

 

To further study the impact of initial particle orientation on the self-assembly 

process, the initial angles 𝛼1 and 𝛼2 are set to be 0° and 90°.  The simulated particle 

motion is shown in Figure 75 (a), where, in the very beginning, P2 undergoes primarily 

rotational motion due to the induced magnetic torque to attain the orientational 

equilibrium till its semi-major axis is parallel to the applied field.  Figure 75 (b) shows 

𝛼2  as a function of the instantaneous angle 𝜃  where 𝛼   decreases dramatically with 
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decreasing 𝜃  and reaches to 0 when 𝜃 = 65.9° .  Particle P1 with 𝛼1 = 0°  does not 

exhibit much rotational behavior, but rather, it translates upward to reach a new 

equilibrium that puts it in a chain with P2.  Further, as indicated by Figure 75 (c), during 

the magnetic rotation of P2, its translational velocity is almost negligible.  The change 

of 𝜃 in the beginning of the process is mainly due to the translational motion of P1.   

 

 
Figure 75 Pair of ellipsoidal particles located at (𝑥, 𝑦) = (∓14.77𝜇𝑚,±2.6𝜇𝑚)  with 𝑅 =

30𝜇𝑚, 𝜃 = 80°, 𝛼1 = 0°, 𝛼2 = 90°, 𝑝 = 5, (a) motion of particles, (b) the relation 

between 𝛼 and 𝜃 (c) velocity contour with the same color range from (0, 0.002 m/s) 

at 𝑡 = 3 𝑚𝑠, 𝑡 = 18.7 𝑚𝑠. 
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Motion of three particles 

Considering the complexity of multiple particles system, the simulation is 

extended to three elliptical particles to investigate the impact of both the magnteic 

rotation and interparticle interaction on the particle pattern formation. 

Three particles are located in a configuration shown in Figure 76 (a), with the 

orientatial angels α1 = 60°, α2 = 60°, α3 = 30°,interparticle distance 𝑅12 = 41.8μm, 

𝑅23 = 37.8μm , and  θ12 = 24.7° , θ23 = 11.5° .  The simulated particle motion is 

shown in Figure 76 (a).  With the closest interparticle distance R23, P2 and P3 first move 

toward each other by the induced interparticle magnetic force while, simultaneously, 

they adjust their major axii to be both aligned with the external magnetic field.  At t = 

5.4 ms, P2 and P3 become a pair and then act as one body which eventually attracts P1 

to form a three-particle pearl chain structure.  The angel between the semi-major axis to 

external field α   is shown in Figure 76 (c) as a function of time.  With the external 

magnetic field applied, the magnetic torque is induced and it directs the particle to align 

its major axis to the applied field regardless of the initial position.  Although the 

translational motion of P1 becomes significant until P2 and P3 paired at t = 5.4 ms, the 

magnetic rotation of P1 is simultaneously initiated with P2 and P3 once magnetic field 

applied. 
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Figure 76 Three ellipsoidal particles with 𝛼1 = 60° , 𝛼2 = 60° , 𝛼3 = 30° , (a) motion of 

particles, (b) relative motion trajectories (c) The angel between the semi-major axis 

to external field α of P1, P2, and P3.  

 

8.3 Conclusion 

In this chapter, the motion of MAP driven of ellipsoidal particles motion are 

studied numerically in terms of particle orientation and self-assembly.  Ellipsoidal 

particle tends to align with its longest axis parallel with the induced magnetic torque to 

attain the orientational equilibrium with the induced MAP torque, which is highly 

dependent on the particle shape when in relatively small aspect ratio.  For ellipsoidal 

particles self-assembly process, the magnetic torque and interparticle MAP force take 

place simultaneously to reach the final equilibrium state.  The ellipsoidal particles with 

the initial angle 𝛼 ≠ 0 will go through the electro-rotation process at the very beginning 

of the self-assembly process 
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Chapter 9. Conclusion and Future Work 

9.1 Conclusion  

To develop an effective cure for spinal cord injury (SCI), self-assembly of neural 

stem cells (NSCs) impregnated with superparamagnetic iron oxide nanoparticles 

(SPIONs) are exploiting with experimental and numerical study in this dissertation.  

First, in vitro experiments are conducted.  Cationic magnetoliposomes (CMLs) 

is first synthesized with SPIONs encapsulated in the core.  The procedure for CMLs 

synthesis is established in two method, reverse-phase evaporation and inverted emulsion 

method.  Before cell study, the biocompatibility study of SPIONs and CMLs are 

performed respectively to evaluate the toxicity. CMLs are then co-culture with targeted 

cell lines for cellular internalization.  With the SPIONs-labeled 3T3 cells and NSCs, the 

morphology and proliferation of the two-dimensional (2D) and three-dimensional (3D) 

bioscaffold self-assembled are investigated.  Under the designed external magnetic 

field, the SPIONs labeled NSCs are spontaneously self-assemble into structured lattices, 

thereby forming a scaffold to guide the directional regrowth of axons. 

To further investigate the aggregation kinetics and pattern formation of particles 

in a fluid medium.  A multiphysics numerical framework is established to simulate the 

particle motion and self-assembly undergoing DEP and MAP respectively.  The 

numerical models are developed by combing the Maxwell Stress Tensor (MST) 

approach and arbitrary Lagrangian-Eulerian (ALE) method to solve the particle-fluid-

field interaction problem, in which the motion of the particles (both translation and 

rotation), the flow field and the external electric/magnetic field are closely coupled.  The 

Maxwell stress tensor (MST) approach, which enable the calculation of particles with 



127 

arbitrary shape or in the region with strong gradient, is applied to investigate the 

particle-particle and particle-field interactions and irregular shaped particles. Using this 

framework, the DEP and MEP alignment processes and interparticle interaction are 

studied in terms of identical particles, dissimilar particles and irregular-shaped particles.  

In conclusion, the experimental data in this work proves the efficacy of the 

proposed approach in fabricating injectable and alignable bioscaffold for neural tissue 

engineering and the numerical model provides a powerful tool to investigate the particle 

motion in multiphysics problem.  

 

9.2 Future Work 

In the foregoing procedures, in vitro experiments are expected to investigate the 

SPIONs-labeled NSCs to obtain the ideal scaffold for spinal cord nerve repair with the 

feature of injectabilty, alignability and bioactivity.  Numerical framework can be extend 

to 3D simulation and represent the flexibility and deformability of soft particles, which 

will prove more relevant to future studies in biological and biomedical applications.  
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