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Abstract 

Lecture videos are useful and great learning resources. At the University of Houston, 

videos are widely used throughout departments within the College of Natural Sciences 

and Mathematics such as Computer Science, Biology and Biochemistry, Earth and 

Atmospheric Sciences, etc. Since most videos are very long, it is difficult to directly 

access the required topic within a video. The ICS (indexed, captioned, and searchable) 

videos project provides students direct access to a topic within video lectures by 

providing index points representing the topic. These index points are generated using text 

from the extracted images using OCR (optical character recognition) technology. Index 

points are assigned with the assistance of an indexing algorithm that determines topic 

change based on text similarity.  

We present a topic-based lecture video segmentation using speech text/captions. The 

purpose of this thesis is to utilize the spoken text of a lecture video to assign index points 

using an underlying text-based indexing algorithm. To achieve this goal, a set of twenty-

five lecture videos was taken from various departments at the University of Houston and 

Coursera website. The captions were produced with the assistance of the YouTube 

Speech Recognition System. The performances and limitations of OCR text, 

uncorrected/original speech text, and corrected speech text-based indexing was analyzed. 

The results indicate that slide text-based indexing yields 4% better results than spoken 

text-based indexing. The corrected speech text/caption provides better indexing results 

(11%) where OCR text fails to perform and the results closely matched the ground truth. 



 

The error analysis done on speech texts and slide texts prove that poor OCR text and 

caption quality are some of the main issues that hamper indexing accuracy. 
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Chapter 1.  Introduction 

Recently, a lot of universities and research institutions are recording and publishing their 

lecture videos online for student access. Online courses have become a popular source of 

learning due to the recent advancements in technology. Information technology has a big 

role to play in audiovisual recording and availability. E-lecturing has become a common 

trend among universities, such as the University of Houston, MIT Open Courseware, and 

Stanford University. Massively open online courses (MOOC) are popular worldwide for 

providing online lectures in different fields and are a great source of learning. Students 

can easily access these online materials anytime, anywhere, without being physically 

present in class [1].  

The lecture videos that capture overall classroom interaction provide actual classroom 

experience to students who are not able to attend class. However, for long lecture videos, 

students may have to spend a long time accessing the specific information within that 

lecture video. Time constraints associated with lecture video retrieval can reduce learning 

efficiency for a student. Therefore, video indexing could be useful for the advancement 

of online learning. The main problem thus becomes the efficient retrieval of the 

appropriate information in a long lecture video. 

1.1 Motivation 

Online video lectures have become a day-to-day educational resource for students in 

higher education [2]. A major weakness of the video formats is the size and continuity of 
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the video. Lecture videos present a challenge, as it is difficult to access the content or a 

topic quickly from a long video. The segmentation and indexing of a video lecture is an 

important step in making sure specific content is easily retrieved [3]. The benefit of 

lecture videos is that the students have an opportunity to watch the content as many times 

as they want [1]. These lectures, if available online, can be accessed regardless of time 

and location. Lecture videos contain useful information, such as text in the image of each 

slide and the audio content. The keywords in such cases can provide a small description 

of the lecture and can be used for the information retrieval process [4]. Utilizing the texts 

in a lecture video has been proven theoretically more efficient in the indexing of a video 

lecture, according to a survey conducted at the University of Houston [5], for the usage of 

ICS (indexed, captioned, and searchable) videos to determine the effectiveness of the 

indexing. The results indicate that the indexing process produced acceptable results, but 

there is room for improvement. The indexing currently done on the ICS project uses text 

extracted from the images in a lecture; however, speech text is also an important element 

in a video lecture [6]. Indexing allows the captions to be utilized effectively. Indexing 

and captioning can improve the learning process in two ways. First, it can make video 

contents searchable, since audio of a video lecture contains useful information that 

sometimes might not be present in the text extracted from the images of view graphs. 

Secondly, captions are helpful to the students whose first language is not English. The 

speech to text information is “well suited for content based lecture video retrieval” [6]. 
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Therefore, the captions of a video lecture could be utilized for content-based indexing or 

topic-wise segmentation. 

1.2 Background: ICS Video Player 

At the University of Houston, recording online lectures and making them accessible to 

students is a common trend. Many instructors are using ICS videos. The survey results at 

the University of Houston have indicated the efficiency of the ICS video player in student 

learning. The main goal of the ICS player is to make online content as widely available as 

possible and enhance the student learning process [1] [5] [7] by providing indexes, a 

keyword search capability, and captions of the instructor’s audio. The work presented in 

this thesis is a part of the ICS videos project indexing. This thesis aims to create and 

discuss the development of an audio-based text indexing system as an extension of the 

current indexing systems. The idea for the audio-based text indexing system comes from 

the caption section within the videos project. The video lecture recorded by the instructor 

contains presentations in the form of view graphs like PowerPoint and audio recordings 

as well. This is achieved by recording the computer screen and placing a microphone to 

record audio. The recorded video is uploaded to the ICS server framework for further 

processing. The ICS video player is a customized player and the screenshot is presented 

in Figure 1.1. 
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1.2.1 Indexing 

The indexes in a video contain the topics in the lecture so that students can easily access 

the point or topic of interest within a video [5]. Each video lecture consists of different 

sub-topics, and indexing is the process of identifying sub-topics within a lecture video. 

Significant scene changes are detected in a video, and these segments are marked as 

transition points. Subsets of these transition points are the index points that represent a 

different sub-topic. The selection of index points is done using a text-based indexing 

algorithm. The main criteria for index point selection are based on the image difference 

Figure 1.1: An overview of ICS player and its components [8] 
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between previous and successive transition points. The transition point and index point 

are represented in Figure 1.1. 

 

Figure 1.2: Transition point in a video, third frame is an index point (new transition point) [5] 

Evaluations from previous work showed that index points were accurate most of the time 

but do not always represent the topic [5]. The indexing option in ICS player is significant 

for the students, as they can identify their topic of interest.  

1.2.2 Captioning 

As seen from Figure 1.1, the ICS video player provides a closed captioning option on the 

right-hand side panel of the video player. Captioning is done to enhance the student 

accessibility of the video lectures. The students have the option to turn off/on these 

captions. Captions are displayed on the video screen along with the view graphs, and the 

complete transcript is displayed on the right-hand side in the ICS video player. The 

complete transcript is accessible via scrolling through the transcript panel. 

1.2.2.1 ICS Caption Editor  

Through the use of caption editing, video lecture captions are corrected. For example, 

YouTube gave erroneous captions and the text accuracy was not 100%; therefore, it was 

decided to correct the captions of some of the video lectures out of a set of twenty-five. 

For this purpose, the ICS videos project’s caption editor tool was used. It is a custom-
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built web-based tool that assists in editing captions [9]. To begin, there is a link that has 

been given to the users of the caption editor and the user needs to login to be able to start 

the editing process. The caption editor provides an easy to use and efficient method to 

caption the audio-text. Caption editing was really helpful in the research. A snapshot of 

the ICS caption editor is given in Figure 1.3. 

 

Figure 1.3: ICS Caption Editor [9] 

After logging into the caption editor interface, captions were corrected by playing the 

video. On the left side of the panel is the start time and in the center is the original 

caption text/uncorrected speech text generated by YouTube. These were corrected 

manually according to the start and end times of each section. The changes were saved, 

and afterward the entire corrected caption text was downloaded from the server. 

Correcting captions is a time-consuming process; however, the ICS caption editor has a 
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crowd source, captioning feature. The corrected captions were used for evaluation as 

discussed in Chapter 5. 

1.2.3 Keyword Search 

In Figure 1.1, there is text box at the center of the video panel for a keyword search 

where students can enter the terms to search among the entire video database. The search 

option enables the search functionality inside the video. The steps to achieve a keyword 

are as follows. First, the indexer identifies the segments in a video and the transition 

points in the form of images. The texts on video frames that are extracted and stored in a 

database are identified by OCR technology [7].  Second, when a student searches for a 

keyword from the ICS interface, the related segments are identified and presented as 

navigable search results [9]. Figure 1.4 represents the search functionality along with the 

highlighted corresponding index point. 
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Figure 1.4: ICS video player with Search functionality 

1.3 Goal and Summary of Research 

The main goal of this thesis is to develop a speech text-based video indexing method for 

the topic-wise segmentation of lecture videos. Every index point represents a topic inside 

a lecture video. To identify the topics, a video is split into smaller segments where the 

scene changes. Speech text-based indexing is based on the text similarity in the video 

segments. An index point represents the start of a new topic. The previous work done is 

based on the text extracted from the images in a video using OCR technology. The text 

from the images was utilized to achieve indexing of a video lecture. This thesis proposes 

the development of a text-based indexing system from the audio content of a video 

lecture that contains significant information. The captions or text collected for this project 

were collected using an open-source speech recognition system (i.e., YouTube) [10]. 
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Initially, a text-based indexing algorithm was chosen out of five different algorithms. The 

performance of image- and speech-based indexing was evaluated for each of the five 

algorithms. Captions were corrected manually to see whether indexing results were 

improved.  Error analysis of the speech-based indexing provides insight into the major 

causes of problems with speech and OCR text-based indexing and the limitations of the 

text-based approach. The differences between corrected and uncorrected speech, as well 

as OCR and speech-based text indexing, were analyzed, and future work in this direction 

is proposed. 

1.4 Thesis Outline 

This thesis is organized as follows: Chapter 1 explains the ICS (indexed, captioned, and 

searchable) videos project. Chapter 2 describes the work done in this field or the fields 

closely related to captioning and speech text-based indexing. Chapter 3 describes the 

hypothesis proposed for this thesis and various speeches and text-based indexing 

algorithms. Chapter 4 gives a detailed explanation of the methodology adopted for the 

experimentation purpose of different text types in lecture videos. The evaluation of 

speech-based and OCR text-based indexing, hybrid text, and manually corrected text-

based indexing are explained in Chapter 5. Chapter 6 discusses the reasons for errors in 

indexing for various text types and the percentages of their occurrences. Finally, Chapter 

6 summarizes the overall thesis with the derived conclusion and possibilities for future 

works. 
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Chapter 2.  Related Work 

The capture and distribution of lectures online are extremely useful for students with 

diverse backgrounds mainly from underdeveloped or developing countries [11] and 

improve student involvement. However, students have difficulty finding specific topics or 

information from a long lecture video, and there is a need to automatically index the 

contents of the lecture videos [12]. The main characteristics of videos that make indexing 

and retrieval difficult are richer content, large amounts of raw data, and poor structure 

[13]. The increase in the number of videos has led researchers to attempt to automatically 

index the videos in order to create a digital library for easy information retrieval [14] 

[15]. 

There has been similar work done in the lecture video indexing field with OCR text and 

speech text as presented in this thesis. The purpose of video indexing is to be able to 

detect the main key frames that indicate content change in the videos [16]. The work by 

Caüosnon [3] provided a model that extracts features from video images, allowing the 

researchers to be able to label the video frames and achieve video indexing with an 

accuracy of 95%. The work by Yang [4] discussed the development of an automatic 

method for the extraction of segments and keywords from both OCR and ASR 

(Automatic Speech Recognition) methods. They proposed a new method for ranking the 

keywords extracted. Various methods have been developed that use both OCR and ASR 

data for content-based video retrieval. Some of the work is in the area of semantic 

multimedia retrieval by applying the techniques of OCR, ASR, etc. for metadata 
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generation [17]. They also came up with an entity recognition algorithm that is used to 

extract entities from the textual metadata. In [18], the authors proposed a video visual 

analysis framework that consists of video segmented of a slide, OCR engines, and an 

automatic lecture overview extraction technique. In [19], the authors introduced a 

solution to improve the ASR results of German lecture videos. The work above focuses 

more on OCR and ASR keyword extraction without any filtering methods or focus on the 

difference between both types of text, spoken text filtering and the difference between 

slide text and spoken text, and the indexing precision achieved by them individually. 

This thesis mainly focuses on video indexing using speech text or captions. The work 

done by Zang [20] proposed a natural language approach to video indexing for content-

based retrieval in order to identify the user topic searched for by entity extraction, frame 

based indexing, and other techniques for information retrieval. In [21] recorded lectures 

were transcribed and the speech recognition software generated a time stamp for each 

word and divided these into clusters. This was done so that the search engine could find 

the exact location of a topic of interest in order for the user to find an explanation, 

example, or a repetition of a particular word or topic inside a lecture. In [22], the authors 

investigated the use of online text resources to improve speech recognition performance 

for identifying keywords and applied various keyword-filtering methods. We are using a 

fixed duration-based algorithm based on text similarity applied to slide text and spoken 

text or speech text. The work done by Cooper [23] presented a video retrieval mechanism 

using slide and spoken text and provided a method to extract only common key terms 
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from slide text and spoken text and performed analysis using the ground truths for both. 

They also have combined both the modalities and experiment indexing results. They used 

Talk Miner for indexing purposes. In [24], the authors have addressed “language model 

adaptation” for automatic lecture transcription by utilizing the slide information by 

adding local preferences of the keywords using a “cache model” by referring the slides 

used during each speech of utterance. They achieved significant accuracy on the 

detection rate of content keywords. The authors of [25] presented a method to correct the 

transcripts of lecture videos automatically using text from the slides, and they constructed 

a “sequential Hidden Markov Model for the observed phonemes that follows slide word 

order” placed with the words or texts not present on the slide. They showed that there 

was improvement in the accuracy of the transcripts and the alignment with the words in 

the slide. We have used manual correction of captions in this thesis. In [26] the authors 

followed two audio indexing approaches. The first one is based on bilingual automatic 

speech recognition, and the other one is used after speech “diarization” for the purpose of 

selecting the corresponding monolingual speech recognizer in order to decode the speech. 

In addition, they combined both the approaches and evaluated the audio indexing system 

from an information or topic retrieval point of view. We have also utilized the text from 

OCR and speech in order to perform hybrid text-based video indexing. 

Most related work focuses on either speech or text forms for document retrieval, which 

refines words before processing. This thesis differs from the previous research, as the 

video indexing is done using speech-based texts that contain all the words and characters. 
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We have used YouTube as a speech recognition tool to generate captions and did manual 

correction of captions utilizing the ICS caption editor. The work has been done on both 

corrected and uncorrected speech, and the error analysis of OCR text versus uncorrected 

speech and uncorrected speech text versus corrected speech text is being done. The 

hybrid text indexing algorithm is a new concept in itself. Despite years of steady progress 

on performance, perfect or nearly perfect indexing accuracy is still a challenge, and we 

have proposed a variety of text-based indexing in order to achieve the best accuracy in 

different video scenarios. 
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Chapter 3.  Text- and Speech-based Indexing 

In this section, we will discuss the hypothesis of the thesis and the indexing algorithm 

used. The idea for this thesis comes from utilizing the audio and slide text of video 

lectures. We will discuss the advantages of using slide text, as well as spoken text. We 

believed and proposed that a video lecture is not complete without speech as well as 

images. Both contain important information about a topic and can be utilized to achieve 

index points for ease of access to a topic for the students. We also proposed the 

correction of raw speech text in order to achieve better indexing accuracy. In another 

section we will discuss the underlying text-based indexing algorithm for video indexing. 

The primary goal of the text-based indexing algorithm is to identify the index points out 

of a group of consecutive transition points within a lecture video. The input to these 

indexing algorithms is a video consisting of several transition frames.  

3.1 Advantages of Using Different Text Types for Video Indexing 

We proposed that utilizing all the different text types that are part of video lectures and 

that give topic information could give us better indexing results. These text types include 

slide text and speech text, which is the instructor audio. In the subsections next we will 

discuss the proposed advantages of various text types used for video indexing of 

classroom lecture videos. 
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3.1.1 Slide/ OCR Text 

Slides from view graphs (e.g., PowerPoint slides) represent information related to a topic 

in video lectures for different courses. Slides also contain precise and important 

information for a keyword search. Slides contain information in the form of text and 

images, etc. We have text extracted from the slides of video lectures with OCR 

technology [7].  It also determined the transition points, a point where the scene in a 

lecture video changes, also known as slide transition. Transition points contain text from 

the slides with the start and end duration in a lecture video. The text from slides 

represents main topic information and provides content-based retrieval, however OCR’s 

recognition is erroneous and the indexing accuracy achieved by OCR text-based indexing 

is not perfect [29]. The lecture style differs in various courses and depends on the 

instructor’s method of organization of content. In this thesis, we proposed a solution to 

this problem by utilizing the audio content of videos as discussed in the next section.  

3.1.2 Audio/ Speech Text 

Spoken text is one of the main information resources in a lecture video. The instructor 

speaks or discusses a topic in a lecture with a characteristic vocabulary. It is spontaneous 

and abundant. Although the speech is not improvised or completely related to a topic 

every time, it still proves to be one of the important factors in content-based retrieval of a 

topic in a long, continuous video lecture. We proposed video indexing using the speech 

content of a lecture video. Using YouTube [10] as speech recognition tool in our 

experiment, we gained captions/speech transcripts of lecture videos in order to utilize 
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them for indexing purposes. Speech content may differ completely and is more dependent 

on the topic taught in a class and the instructor’s technique of explanation. For example, 

one instructor may speak accurately due to more preparation and give a better and more 

topic-related speech, and the other may speak with more random content and many 

grammatical errors, for example. However, we strongly believe that speech text contains 

important topic information and can be used to achieve topic segmentation and index 

point generation.  

3.1.3 Hybrid Text 

In order to utilize the strengths and topic-related keywords from both speech and slide 

text, we proposed a hybrid text type for video indexing purposes. Here, we proposed 

combining the slide text and speech text for video indexing as it contains more topic 

information. Utilizing the text from slides enables concise and accurate topic information 

while text from the speech gives in depth and extra information mentioned in the class. 

This may prove better when similar keywords related to a topic are being searched for 

indexing in a way that will result in more words for each transition frame. 

3.1.4 Corrected Speech Text 

An analysis demonstrated that the speech recognition tool yields errors while captioning 

lecture videos. YouTube generates an initial transcription, which is sometimes not 

suitable for indexing purposes. There are various reasons for errors, such as a heavy 

accent, out of vocabulary words, uncaptioned speech, etc., [9]. We proposed manually 

correcting the raw text generated using YouTube and using the corrected text for video 
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indexing purposes. The correction includes non-vocabulary word correction, spelling 

mistakes, correct recognition of spoken text, etc. This will assist with better text 

similarity across video segments and will help achieve better indexing accuracy than 

uncorrected raw speech text.  

In the next sections, we will discuss the definitions of transitions, index points, and the 

underlying algorithm used in order to achieve video indexing for slide and spoken text. 

3.2 Definitions and Similarity Metric 

This section provides the definitions of a transition point and index point. These two 

terms are very important in understanding the indexing algorithm and are used 

extensively in this thesis. 

3.2.1 Transition Point 

A transition point is a point in a video where a significant image change occurs. Image 

changes occur when there is a scene change within a lecture video. This is determined on 

the basis of image differences between consecutive frames in a video [5]. The scene 

change occurs when an instructor moves from one viewgraph (e.g., PowerPoint slide) to 

another viewgraph, etc. In this case, the previous frame is significantly different from the 

current frame or the current transition frame. A transition point usually presents a starting 

point of a transition segment. A segment is a section between the starting and end point 

of a transition point. The transition point has its start and end time at the end of a 

segment. In [29], it is proposed that the text content in a segment can be represented as a 

vector s = (tf1, tf2,….,tfn) where tfn  is the term frequency. Figure 3.1 provides the 
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transition point and transition segment view. Index points will be discussed in the next 

section. 

 

Figure 3.1: Transition point and transition segment [29] 

3.2.2 Index Point 

An index point is a subset of transition points in a video lecture, and it represents the start 

of a new topic of discussion in a video. Transition segments that belong to the same topic 

are grouped together based on text similarity, which is discussed later, and are 

represented by the index point. Figure 3.2 provides the selected index points from a list of 

transition points. 

 

Transition Segment Point of Transition/Scene 
change 

List of Transition Points 

Selected Index points 

Figure 3.2: Index points example [29] 
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3.2.3 Text Similarity Metric: Cosine Similarity 

The general text similarity metric used in various algorithms as discussed in the latter part 

of this thesis is the cosine similarity metric. The value ranges from zero to one and is 

normalized.  

Conditions: 

 If two vectors are the same, the angle between them is zero; the cosine 

similarity value is one. 

 If the two vectors are completely different, the cosine similarity value would 

be zero. 

The frequency of term occurrence is used in the cosine similarity calculation and each 

text block is represented as a vector of the term frequency count. Cosine similarity is 

given by the following formula: 

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
𝑃 ∙  𝑄

‖𝑃‖ ‖𝑄‖
, 

where  𝑃  and 𝑄  are the two term frequency vectors. The numerator 𝑃 ∙  𝑄  is the dot 

product of the two given vectors. The denominator ‖𝑃‖ ‖𝑄‖ is the product of the 

modulus of the two given vectors [29].  

The main factor in cosine similarity is the number of similar terms along with their 

frequencies. If there are two text segments having similar terms and the frequency is 

higher, then they are given a high cosine similarity coefficient. Hence, cosine similarity is 

really useful in topic segmentation in a video lecture. 
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3.3 Underlying Text-based Algorithm 

The main purpose of indexing algorithms is to index the entire lecture video so that each 

index point represents a topic. Before the indexing phase, the whole lecture video is 

divided into various transition segments. The basic concept of indexing is that it 

compares the text similarity of a segment with its right and left segment depending on 

which segment has greater similarity. In the sections below, we will discuss the indexing 

algorithms taken from [29]. The following five algorithms are being used in the research 

section of the ICS videos projects: uniform, fixed grouping duration, linear weighted, 

nonlinear weighted, and boundary-based algorithms. The main algorithm that we have 

used in our evaluation of audio and speech text is the fixed grouping duration algorithm.  

3.3.1 Fixed Grouping Indexing Algorithm 

We have used the fixed grouping indexing algorithm in the entire procedure of this thesis. 

The decision to merge is based on the text similarity between the segments. This 

algorithm compares the text of the smallest segment with a group of segments on its right 

as well as on the left side. The number of segments to be grouped is determined by an 

empirically selected grouping duration so that the combined duration of the group should 

not exceed the grouping duration. The segments that are grouped are considered a single 

segment. The text in the individual segments is added to form the group. For the 

similarity comparison against a group, the text of a given segment is compared with the 

combined text of the group. The explanation of the algorithm is as follows. 
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For the input, a video with a list of transition points is taken along with the required 

number of index points and grouping duration in seconds. The grouping duration is 

empirically selected in seconds. Initially, a transition segment (point K) is selected with 

the least duration. The text similarity of the current segment is compared with the text 

similarity of the left or right group of the segment. If the similarity toward the left is 

greater, it is merged with the immediate transition segment on the left. Otherwise, it will 

be merged with the right segment. This is done until the required number of index points 

equals the remaining transition points. Figure 3.3 summarizes the fixed grouping 

algorithm. 

 

Figure 3.3: Fixed grouping algorithm example. 
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Chapter 4.  Methodology 

After the discussion of the proposed methods and different texts for video indexing, in 

this chapter we will discuss the implementation methodology adopted for the purpose of 

evaluation. We had OCR text extracted from the slides of lecture videos along with the 

time frame for each transition point. Each frame contains text. We proposed and 

implemented spoken, hybrid, and corrected text in each corresponding transition frame of 

a video lecture that contains slide text. The overall methodology will be discussed in the 

sections below. 

4.1 Files for Evaluation 

For the purposes of our experiment, we had the text from the images that were extracted 

using OCR [7] in the Extensible Markup Language (XML) file format. These XML files 

contain all the transition points, segment durations, and extracted text. The files 

containing speech text generated while attaining captions from YouTube were available 

in SubRip Text (srt) file format and needed to be in the XML file format with specific 

transition points and time durations. These files, along with the XML file containing 

speech text, were used for analysis and achieving index points when run against text-

based indexing algorithm. 

4.1.1 Placing Speech Text to Corresponding Transition Points 

The next step was to convert the caption files generated from YouTube into the srt file 

format to XML file format. This was done via a simple JAVA program and the text in 
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XML file was replaced with the speech text present in the srt file corresponding to the 

respective transition point duration.  

An example of the srt and XML file replacement of text is given below:  

 Example .srt file: The start and the end time format is as: hh:mm:ss:msec. 

1 

00:00:01,520 --> 00:00:10,960 

with these different representations numbers you standard written addition track pretty 

much thing how wind up doing example here's a binary example like warm 10 reading 

based and aerial in Europe one one euro carry one one here binary addition pretty much 

the same thing Harry attraction at the same back but we're not going to really talk about 

that name mainly were you get into signed me express negative numbers 

 Example XML file: The start time and duration is taken into consideration for 

replacement. In this case the transition point contains text starting at 00.01 

seconds until 00.10 seconds 

<tp> 

  <tpNo>1</tpNo> 

  <isIndex>1</isIndex> 

  <inNo>1</inNo> 

  <time>00:01</time> 

  <duration>0:10</duration> 

  <title> Index 1</title> 
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  <img>i_0002.jpg</img> 

  <txt> what to do with representations of numbers just what we do with numbers add 

them subtract them multiply them divide them coitipbye them nu nn nn exampie 10 17 so 

simple to add in binary that we can build circuits to do lt subtraction just as you would in 

decimal comparison how do you tell if </txt> 

 </tp> 

 Replacement of XML file text with speech text in srt file: In this phase, the text or 

words in the <txt></txt> tags are replaced and filled with speech text present in 

the srt file according to the time duration of the transition point. This is the 

original speech text (uncorrected speech text). 

<tp> 

  <tpNo>1</tpNo> 

  <isIndex>1</isIndex> 

  <inNo>1</inNo> 

  <time>00:01</time> 

  <duration>0:10</duration> 

  <title> Index 1</title> 

  <img>i_0002.jpg</img> 

  <txt> with these different representations numbers you standard written addition track 

pretty much thing how wind up doing example here's a binary example like warm 10 

reading based and aerial in Europe one one euro carry one one here binary addition 
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pretty much the same thing Harry attraction at the same back but we're not going to 

really talk about that name mainly were you get into signed me express negative numbers 

</txt> 

 </tp> 

4.1.2 Hybrid Text: Union of OCR Text and Speech Text 

The example below represents the hybrid text combination method used for the 

evaluation taken from Section 4.1  In this case, OCR text is placed initially followed by 

speech text inside a <text> </text> tag for a particular transition frame. 

For example: 

<tp> 

  <tpNo>1</tpNo> 

  <isIndex>1</isIndex> 

  <inNo>1</inNo> 

  <time>00:01</time> 

  <duration>0:3</duration> 

  <title> Index 1</title> 

  <img>i_0002.jpg</img> 

  <txt> what to do with representations of numbers just what we do with numbers add 

them subtract them multiply them divide them coitipbye them nu nn nn exampie 10 17 so 

simple to add in binary that we can build circuits to do lt subtraction just as you would in 

decimal comparison how do you tell if with these representations of numbers, you can 
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use numbers standard arithmetic, which is addition, subtraction, multiplication, division, 

pretty much the same thing wind up doing it, for example there's a binary fission example 

just like when we get to ten and we're adding base ten, you just carry over and plug into 

so you have zero plus 1 one and one plus one is zero carry the one, one plus one zero 

carry the one, so for binary addition pretty much the same thing except the carry here, 

subtraction has the same exact effect there but we're not going to really talk about that 

today mainly we're getting into assigned  representation, so how can we express negative 

numbers </txt> 

 </tp> 

 <tp> 

4.1.2 Placing Corrected Speech Text 

As discussed previously, we have corrected captions available for few of the lectures. 

The corrected captions are also used in order to determine indexing accuracy and find out 

if it gives better accuracy than the OCR-based text indexing. These corrected captions 

were also in the srt file format, and we needed to make them available in the XML file 

format similarly to the previous section. 

 Replacements of XML file text with corrected speech text in srt file. 

<tp> 

  <tpNo>1</tpNo> 

  <isIndex>1</isIndex> 

  <inNo>1</inNo> 
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  <time>00:01</time> 

  <duration>0:3</duration> 

  <title> Index 1</title> 

  <img>i_0002.jpg</img> 

  <txt> with these representations of numbers, you can use numbers standard arithmetic, 

which is addition, subtraction, multiplication, division, pretty much the same thing wind 

up doing it, for example there's a binary fission example just like when we get to ten and 

we're adding base ten, you just carry over and plug into so you have zero plus 1 one and 

one plus one is zero carry the one, one plus one zero carry the one, so for binary addition 

pretty much the same thing except the carry here, subtraction has the same exact effect 

there but we're not going to really talk about that today mainly we're getting into 

assigned  representation, so how can we express negative numbers </txt> 

 </tp> 

 <tp> 

The different collection of texts in the same input format is required in order to evaluate 

their performance against the underlying indexing algorithm. Collection of ground truth 

is the initial step, which is discussed in the next section, in evaluating these files 

containing different kinds of texts. 

4.2 List of Lectures 

The uncorrected speech text consists of sixteen video lectures from the University of 

Houston (UH) and nine from Coursera [27]. Later on, some of the lectures speech text 
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were corrected and evaluated again. The evaluation helped to understand the advantages, 

disadvantages, strengths, and weakness of the text type used for indexing the video 

lectures. This prompted further enhancements and also provided insight for future 

developments. The videos were selected from the Computer Science, Biology and 

Biochemistry, and Earth and Atmospheric Sciences departments as shown in Table 4.1. 

The main reason for selecting these video lectures was due to their presentation format 

(PowerPoint slides that contain text), ability of caption generation via YouTube, and the 

consent of the instructor to provide ground truths. 

Source Major Course Name Lecture Count 

UH Computer Science Introduction to Computing 4 

UH Computer Science 
Computer Organization and 

Programming 
5 

UH Computer Science Digital Image Processing 2 

UH Computer Science Computer Architecture 2 

UH 
Biology and 

Biochemistry 
Human Physiology 3 

Coursera Computer Science Compilers 3 

Coursera Computer Science Cryptography 2 

Coursera Computer Science Machine Learning 2 

Coursera Computer Science Probabilistic Graphical Models 2 

Total   25 

Table 4.1: List of source of courses used for evaluation. 
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4.3 Ground Truth Collection 

 As discussed previously, a lecture video consists of a number of transition points 

representing a scene. An index point in a lecture video is a subset of the transition points 

that generally occurs when a scene in a video changes. These index points are provided 

by the instructor and entirely depend on the instructor approach and perspective of 

selecting the ground truth. Ground truth heavily impacts the indexing score calculation. 

Therefore, it is a very critical step toward the video indexing concept as a whole. 

4.3.1 Ground Truth of Lectures for Evaluation 

 During evaluation, the output of the indexing algorithms was evaluated against the 

ground truth of lectures provided by the respective instructors. This is true for the 

University of Houston’s lectures where each lecture is a continuous single classroom 

lecture. The Coursera lectures consist of sub-topics and separate recordings assembled 

together to form a single lecture. That is why these were observed and analyzed 

separately. The transition points representing these sub recordings or individual 

segments were marked as an index point. The ground truth for video IDs 569-593 were 

taken from previous work in [29] and the ground truth for video ids 180-341 were 

collected separately from the instructors teaching that course particularly for this thesis. 

Table 4.2 and Table 4.3 represent the ground truth for lecture videos from University of 

Houston and Coursera lecture videos, respectively.  



 

 30 

V
id

eo
 I

D
 

T
ru

e 
In

d
ex

 P
o

in
ts

 

T
o

ta
l 

In
d

ex
 

P
o

in
ts

 C
o

u
n

t 

T
o

ta
l 

T
ra

n
si

ti
o

n
 

P
o

in
ts

 i
n

 a
 

L
ec

tu
re

 

T
o

ta
l 

V
id

eo
 

D
u

ra
ti

o
n

 i
n

 

M
in

u
te

s 

180 1 3 17 37 38 39 43 49 57 9 87 65 

184 19 21 26 54 66 72 74 75 78 83 92 114 119 121 123 

127 128 134 137 138 141 142 143 

23 152 40 

186 32 34 72 74 75 78 79 80 81 83 84 87 89 92 93 94 95 

96 97 98 99 100 101 102 

24 107 64 

260 1 14 18 41 47 59 66 69 70 72 73 76 77 101 102 103 104 

105 106 107 108 109 110 111 112 113 114 115 116 117 

119 120 127 128 129 136 139 141 143 144 

40 160 48 

336 1 3 6 13 4 20 18 

337 1 4 6 9 12 17 19  26 28 32 35 38 43 44 45 15 48 27 

338 1 5 6 11 14 15 18 20 21 22 25 33 36 55 58 15 59 30 

339 1 6 7 9 12 13 14 15 17 24 30 32 39 40 50 52 16 54 19 

341 1 7 9 13 19 33 39 49 51 77 83 11 91 24 

569 1 2 3 4 5 6 8 9 10 11 12 13 14 23 27 30 31 32 33 34 35 36 

37 38 39 40 

26 41 80 

570 1 2 3 4 5 6 7 8 9 10 11 12 13 16 19 20 21 23 25 26 27 28 

29 30 31 32 33 37 38 39 40 41 

32 41 82 

571 1 2 3 4 6 7 8 9 12 13 14 15 16 17 18 19 20 21 22 23 24 25 

26 27 28 29 30 31 37 38 42 44 45 

33 45 81 
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572 1 9 12 15 18 22 25 28 29 9 31 48 

573 1 6 12 43 61 5 83 54 

574 1 3 5 8 20 23 24 26 35 36 39 40 42 43 58 62 16 64 77 

575 1 2 4 18 19 25 27 44 52 55 62 64 65 66 67 69 70 73 74 77 

94 95 

22 100 77 

576 1 6 7 10 11 13 14 22 8 32 85 

577 1 2 7 22 33 42 53 58 64 65 66 67 68 13 71 83 

578 1 12 13 16 18 23 28 29 31 9 40 72 

579 1 2 9 16 20 23 6 28 76 

580 1 7 9 10 11 14 6 20 72 

583 1 3 5 22 28 32 53 68 78 9 108 82 

Table 4.2: Ground Truth For UH Lecture Videos 
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Video ID True Index Points Total Index 

Points 

Total Transition 

Points 

Total Video 

Duration in 

Minutes 

584 1 20 25 30 40 5 46 46 

585 1 19 26 34 40 49 6 52 80 

586 1 5 17 25 35 48 61 70 79 9 81 81 

587 1 17 44 63 79 98 6 105 99 

588 1 15 24 33 42 52 6 55 60 

589 1 17 27 40 54 67 83 7 85 92 

590 1 19 93 105 4 114 36 

591 1 22 40 60 86 108 6 118 81 

592 1 8 21 36 45 54 63 7 66 63 

593 1 10 17 25 42 58 65 76 8 79 75 

Table 4.3: Ground Truth for Coursera Lecture Videos 

The most challenging issue regarding evaluating these videos is that individual videos 

could have different index points. Therefore, a custom evaluation metric [29] was used 

for the calculation as discussed in the later sections. 

4.3.2 Metric for Ground Truth Calculation 

A scoring metric that was devised for the ease of evaluation and relative comparison of 

the indexing output was used for the purpose of this thesis. An indexing accuracy score is 

calculated for each video lecture that is based on the output of the indexing algorithm. 

We used the indexing accuracy criteria in order to evaluate the performance of different 

algorithms and text types used for indexing. The whole scoring process takes place in two 
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phases: calculation of the theoretical score for the lecture videos and the calculation of 

the indexing score. As discussed in the previous section, the ratings for the University of 

Houston videos are provided by the instructors and the ratings of the Coursera videos is 

based on the different topic segmentations provided in the Coursera website. The ground 

truth data provided by the instructor is used to calculate the theoretical score, which is the 

maximum possible attainable score. On the other hand, the indexing score is calculated 

based on the indexing algorithm output. The following formula is used to calculate 

indexing accuracy: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑑𝑒𝑥𝑖𝑛𝑔 𝑆𝑐𝑜𝑟𝑒

𝑇𝑜𝑡𝑎𝑙 𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑆𝑐𝑜𝑟𝑒
. 

In the next sections, we will discuss how the ground truth ratings for transition points are 

provided and the calculation of the theoretical score and indexing score. 

4.3.3  Ground Truth Rating for Transition Points 

Each lecture video consists of various transition points, and these transition points are 

given a rating in the range of zero to three. The rating is an indication of whether a video 

has good index points and is based on the following criteria: 

 Rating of three for definitely an index point: If a transition point is definitely an 

index point that is a start of a new topic, then it is given a rating of three. 

 Rating of two for probably an index point: There are some transition points where 

the instructor is not sure if it is an index point, for example, an outline slide or a 
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sub-topic that is a part of the main topic, etc. A rating of two is given for such 

transition points where the probability of index point is higher but not definite. 

 Rating of one for probably not an index point: Similarly, a rating of one is given 

when a transition point is probably not an index point. 

 Rating of zero for definitely not an index point: If the transition point is definitely 

not an index point, a rating of zero is given. 

4.3.4 Theoretical Score Calculation 

The following condition and score is used to calculate the theoretical score that is the sum 

of total scores of the transition points for each video lecture. 

 For a rating of three or zero, a theoretical score of +ve 2(+2) is given to that 

transition point. 

 For a rating of two or one, a theoretical score of +ve 1(+1) is given to that 

transition point. 

The reason behind this scoring scheme is that the definite and probable index points will 

always be marked as index points by the algorithm. 

The total theoretical score is calculated using the following formula: 

𝑇𝑜𝑡𝑎𝑙 𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑆𝑐𝑜𝑟𝑒 =  ∑ 𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑃𝑜𝑖𝑛𝑡 𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑆𝑐𝑜𝑟𝑒

𝑛

1

, 

where n is the total number of transition frames in the video. 
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4.3.5 Indexing Score Calculation 

The indexing score is based on the following two factors: the output of the indexing 

algorithm and the ground truth. The indexing score is calculated as described in Table 

4.4. 

 

Ground Truth Rating 

0 

Definitely Not 

Index 

1 

Probably Not 

Index 

2 

Probably an 

Index 

3 

Definitely an 

Index 

Indexer 

Output 

Not 

Index 

(0) 

+2 +1 -1 -2 

Is 

Index 

(1) 

-2 -1 +1 +2 

 Table 4.4: Indexing Scores for Transition Points [29] 

The detailed description of Table 4.4 is given below: 

 If a transition point is recognized as an index point by the algorithm and is 

marked as definitely an index point in the ground truth (i.e., a rating of three is 

given), an indexing score of two is assigned to it. Also, if the indexing algorithm 

marks the transition point as, not an index point, an indexing score of –ve 2(-2) is 

assigned to that transition point. 

 If a transition point is recognized as an index point by the indexing algorithm and 

is marked as probably an index point in the ground truth (i.e., a rating of two is 

given), an indexing score of one is assigned to it. Also, if the indexing algorithm 
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marks the transition point as not an index point, an indexing score of –ve 1(-1) is 

assigned to that transition point. 

 If a transition point is found to not be an index point by the indexing algorithm 

and is marked as probably not an index point in the ground truth (i.e., a rating of 

one is given), an indexing score of one is assigned to it. Also, if the indexing 

algorithm marks the transition point as an index point, an indexing score of –ve 

1(-1) is assigned to that transition point. 

 If a transition point is found to not be an index point by the indexing algorithm 

and is marked as definitely not an index point in the ground truth (i.e., a rating of 

zero is given), an indexing score of two is assigned to it. Also, if the indexing 

algorithm marks the transition point as an index point, an indexing score of –ve 

1(-1) is assigned to that transition point. 

These indexing scores are used to determine the accuracy for analysis using different 

algorithms that we will discuss in the next section.  

4.4 Captions Generation 

In order to perform speech indexing of video lectures, it was first necessary to generate 

captions of all the video lectures. It was also necessary to determine the best speech 

recognition technology that yields accurate captions for these video lectures. An 

automated speech recognition tool is used to extract the spoken text and information from 

the video lecture. The accuracy of captions greatly affects the overall indexing of video 

lectures. This will be discussed in the later sections. Video lectures from various 
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departments of the University of Houston available at the ICS videos website [8] and 

Coursera were used [27].  

4.4.1 List of Lectures 

A total of 25 video lectures were taken from different departments. All the lecture videos 

were of different time durations. Table 4.5 is a list of lectures teaching different topics 

with different time durations and instructor’s name. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 38 

Source Video ID Topic 

Duration in 

(min) 
Instructor  

Name 

UH 180 Introduction to computing: 

Singularity 

65 

Dr. Johnson UH 

UH 184 Hardware and software 40 

UH 186 Internet Technologies 64 

UH 260 How to make a presentation 48 

UH 336 Representation of numbers 18 

Dr. Rizk UH 

UH 337 Floating point numbers 27 

UH 338 Boolean algebra 30 

UH 339 Logic gates and circuits 19 

UH 341 Combinational circuits 24 

UH 569 Cell to cell communication 80 

Dr. Wayne UH UH 570 Hormone classification 82 

UH 571 Changes in membrane 81 

 UH 572 Instruction set architecture 48 

Dr. Gabriel UH 
UH 573 

Hardware-based speculation 
54 

UH 578 Binary image processing 72 

Dr. Shah UH 

UH 580 Linear Systems & Linear 

Image Filtering 

72 

Coursera 584 Error Handling 46 Coursera 

Coursera 585 Predictive Parsing 80 Coursera 

Coursera 586 Semantic Analysis 81 Coursera 

Coursera 588 Collision Resistance 99 Coursera 

Coursera 589 Authentic Encryption 60 Coursera 

Coursera 590 

Probabilistic Graphical 

Model 

36 

Coursera 

Coursera 591 Conditional probability 

queries 

81 

Coursera 

Coursera 592 Advice to use ML 63 Coursera 

Coursera 593 Linear regression with one 

variable 

75 

Coursera 
Table 4.5: List of videos with duration, topic and instructor’s name. 
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4.4.2 YouTube Captioning 

Since YouTube gave the most accurate results [9] over Dragon Naturally Speaking 

Preferred 10 (DNS) and Windows Speech Recognition (WSR), we decided to utilize it as 

an automatic speech recognition tool to generate captions. All the lecture videos were 

uploaded to YouTube by signing in with a user ID and password. Initially, twenty-eight 

video lectures were uploaded, but some did not obtain captions at all. The reasons could 

be the audio recording tool at the time of classroom lecture, the accent of instructor, etc. 

YouTube gave captions in the form of a srt file within a few days of uploading for most 

of the lectures. Some of the lecture videos that were not captioned at all were the longer 

lecture videos. Therefore, we decided to divide the longer videos into smaller videos 

using an open source tool [28] and then upload these to YouTube.  Finally, all the 

captions of the videos were achieved with the exception of three of the videos for the 

reasons discussed above. Although there were some errors in the captioning done by the 

YouTube Speech Recognition System, these errors were corrected later manually for the 

evaluation portion of this thesis as discussed in later sections. 

4.4.3 Text Accuracy Calculation 

This section explains the analysis of errors that occurred during the captioning process, 

the accuracy of the caption text achieved, and the reasons for it. For the analysis, all 

twenty-five lecture videos were reviewed and their total number of captioned text words 

was calculated.  
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The text accuracy calculation for each lecture was calculated using the following formula 

[9]: 

Accuracy % = (100 – (Number of errors / Total number of words in ground truth)) * 100.  

 

The total number of words in the ground truth is the total number of words in the original 

caption text for each video lecture. The average number of words in the set of lecture 

videos was calculated to be 7,726 and the average number of characters was calculated to 

be 44,525. The number of errors was calculated by listening to each video lecture for at 

least thirty minutes each. The text accuracy for each lecture along with the overall 

average accuracy is given in Table 4.6. 
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Video ID 

YouTube Text 

Accuracy 

No. of words No. of 

characters 

180  

 

62.14% 

2,467 24203 

184 3,189 19828 

186 2,755 27033 

260 4,736 21634 

336  

 

 

80.09% 

3,605 8493 

337 1,713 10731 

338 2,194 13499 

339 1,581 9476 

341 2,469 14945 

569 81.66% 12,186 72524 

570 12,552 74097 

571 12,436 72661 

572 79.12% 6,615 39327 

573 7,172 42023 

578 70.39% 8,498 47710 

580 7,931 45277 

584 82.18% 7,951 42389 

585 87.75% 13,731 74643 

586 89.58% 14,027 77794 

588 80.14% 11,437 60714 

589 84.1% 17,023 96301 

590 87.63% 5,651 34903 

591 84.48% 10,897 64770 

592 65.1% 9,459 56238 

593 69.83% 10,873 61904 
Table 4.6: Text Accuracy for each video lecture. 

The overall average text accuracy achieved for the set of twenty-five video lectures by 

YouTube is 78%. As observed, some of the video lectures were poorly captioned and 

some of them obtained really good text accuracy. For some of the lectures (e.g., video 

IDs 180-260), the average of the total accuracy of all the lectures where the instructor 



 

 42 

was the same was calculated. This text accuracy completely depends on the number of 

factors as discussed in the next section. The indexing accuracy evaluation and experiment 

results will be discussed in the next chapter.  
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Chapter 5.  Evaluation 

In this section, the OCR text, uncorrected speech text, and the corrected speech text were 

evaluated for their indexing accuracy. The text-based indexing algorithm was applied on 

twenty-five different video texts from OCR and uncorrected speech text. 

5.1 Indexing Accuracy Calculation for Algorithms 

For further analysis of OCR text, uncorrected, and corrected speech text-based indexing 

there was a need to select a single algorithm. The algorithm selected assisted in 

determining the cases where speech-based text indexing was better than OCR text-based 

indexing and also in determining the factors leading to those results. In order to select an 

algorithm out of all the algorithms mentioned in the previous chapter, the indexing 

accuracy of each was calculated on the basis of ground truths and the output of all the 

algorithms. For the selection process, the uncorrected speech-based text indexing results 

for all five algorithms were chosen. As discussed, the uncorrected speech text was used 

for selecting the algorithm on the basis of indexing accuracy for further analysis. Each of 

the selected twenty-five videos with known ground truths were provided as inputs and the 

respective indexing score was calculated. The indexing accuracy scores for these video 

lectures were averaged in order to compare the relative performance of the algorithms. 

The result was used for selection of an algorithm. Each lecture video has a different time 

duration and a different number of index points from the ground truth. The indexing 

algorithms generate the required number of index points. Based on these index points, the 

indexing accuracy was calculated for each video lecture and algorithm. These were 
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averaged later for ease of comparison. The result of the test for all the algorithms is 

summarized in Figure 5.2. For this evaluation, the grouping duration of 480 seconds and 

a half-life of four minutes were chosen. 

 

 

 Figure 5.1: Indexing accuracy for different algorithms on speech text. 

5.1.1 Analysis and Selection 

As observed from Figure 5.1, there is a marginal difference between the performances of 

the algorithms for uncorrected speech text-based indexing. The average fixed grouping 

duration indexing accuracy for these lecture videos was 0.621. The fixed grouping 

duration algorithm was selected for further analysis due to its ease of use and 

understanding while analyzing each index point in the latter section of this thesis. For 

analyzing each index point given by the indexing algorithm against the ground truth, 
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there was a need to select a single algorithm and move forward with further experiments, 

analysis of errors, and the evaluation of the best possible results.  

5.2 Indexing Accuracy Evaluation for Different Text Types 

In this section, we will discuss the average accuracy calculation for each of the twenty-

five video lectures based on text extracted by OCR and the text provided by captions of 

the instructor audio. These captions are for uncorrected speech texts. There are four main 

reasons for conducting this test. 

 To evaluate the performances of different text types, 

 To determine the improvements achieved and a comparison, 

 To investigate cases where one text type is better than the other text type, and 

 To analyze the reasons that leads a certain text type to perform in a certain way.  

5.2.1 Analysis of Indexing Accuracy for OCR Text and Uncorrected Speech 

Text 

The analysis is based on the fixed grouping duration algorithm with a maximum grouping 

duration of 480 seconds. The indexing accuracy for OCR text and uncorrected speech 

text was calculated with the help of ground truth and the input XML files for all the 

lecture videos. This analysis is useful in determining which text type results in better 

indexing accuracy and under what circumstances. Additionally, the overall average 

indexing score is calculated in this section and the difference in terms of percentage is 

determined. The indexing accuracy calculation for OCR text and uncorrected speech text 
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helps to determine the scenarios where one is better than another, and that could be useful 

for different types of lectures when deciding which text type should be used. The result of 

this test is summarized in Figure 5.2. 

 

Figure 5.2: Indexing accuracy for OCR and uncorrected speech text for all the video IDs. 

The indexing accuracy varies for different lectures, and there could be various possible 

reasons for it that, which will be discussed later. The overall average accuracy for both 

text types (i.e., OCR text and uncorrected speech text) was determined, and the difference 

in terms of percentage was calculated. This result is summarized in Table 5.1. 

OCR text Uncorrected 

Speech text 

Difference in 

Percentage 

0.647 0.621 4.18 

Table 5.1: Indexing accuracy percentage difference between OCR text and uncorrected speech text. 

The difference in percentage is calculated as follows: 
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𝑂𝐶𝑅 𝑇𝑒𝑥𝑡 − 𝑈𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑆𝑝𝑒𝑒𝑐ℎ 𝑇𝑒𝑥𝑡

𝑈𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑆𝑝𝑒𝑒𝑐ℎ 𝑇𝑒𝑥𝑡
∗ 100. 

The indexing accuracy difference in percentage between both text types seems to be 

marginal. However, the overall average analysis is not enough and not justifiable for 

deciding which text type obtains a better result and would continue to have better results 

in the future. There are some video lectures where the uncorrected speech text gives 

better results than OCR-based texts and vice versa. Hence, we took different video 

lectures for analysis of different cases. These cases will be discussed in the later sections. 

5.2.2 Hybrid Text-based Analysis 

Hybrid text means the union or the combination of text derived from OCR and text 

derived from the captions/uncorrected speech text. The idea to evaluate indexing 

accuracy with hybrid text comes from the fact that both text types contain important 

keywords that surely impact text similarity and thus can affect indexing accuracy. The 

text from OCR and the text from captions are both important in a text-based indexing 

calculation. For this purpose, nine video lectures (569, 570, 571, 572, 580, 590, 591, 592, 

and 593) were randomly chosen and their speech-based text and OCR text were 

combined. This was done for each transition frame and loaded into a file that was given 

as an input to the indexing algorithm in order to determine indexing accuracy. The 

indexing accuracies of hybrid text, OCR text, and uncorrected speech text were evaluated 

for this purpose. The result of the hybrid test is summarized in Figure 5.3. Please note 
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that the average for hybrid experiment is being calculated for the selected nine video 

lectures. 

 

Figure 5.3: Indexing accuracy with hybrid text of OCR and uncorrected speech text. 

As seen in Figure 5.3, the difference between the performances of all the three text types 

is marginal, and hybrid text-based indexing does give better indexing accuracy results 

than uncorrected speech-based indexing, but OCR text-based indexing still performs the 

best. This means that the text similarity among segments, when the text OCR is combined 

with the uncorrected speech text, increases since the number of keywords related to topic 

information increases and thus gains better indexing accuracy. This could also be true due 

to better text similarity among segments for OCR-based text. However, the hybrid 

analysis done with nine lectures is not enough to reach any conclusion, and further 

analysis is required in order to investigate reasons behind the performances of each text 

type, which is discussed in further sections.  
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We also performed a hybrid text analysis on OCR speech text and corrected speech text 

for a different set of lecture videos with IDs 180, 184, 186, 260, 338, 339, 341, 572, and 

584. The indexing accuracies for OCR text, uncorrected, and hybrid speech text are 

summarized in Figure 5.4. 

 

Figure 5.4: Indexing accuracy with hybrid text of OCR and corrected speech text. 

The evaluation of OCR text and corrected speech text demonstrates that hybrid text 

indexing accuracy obtains better results than uncorrected/original speech text, but the 

difference between it and OCR text-based indexing is marginal. The OCR text-based 

indexing accuracy still performs better. 

5.3 Test Cases for Evaluation  

The analysis of the overall average performances for OCR-based text indexing and 

uncorrected speech-based text indexing is not enough for a conclusion. The main reason 

for this is the need to analyze each and every lecture video closely in order to determine 
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the factors causing the index points in a particular text type and not in another. Each 

lecture video is different in itself. Moreover, there is a need to find out the probable 

reasons for the selected index points to differ from the ground truth, impacting the overall 

indexing accuracy performance. For the analysis portion, the fixed grouping algorithm 

with a maximum grouping duration of 480 seconds was used and the required number of 

index points for each lecture video was set to the number of index points in the ground 

truth. The results from all the twenty-five video lectures were used and certain videos 

were selected for different test cases, depending on the accuracy of the results they 

obtained. 

There are two cases in this scenario: 

 Case 1: Where OCR text performs better than uncorrected speech text. 

 Case 2: Where uncorrected speech text performs better than OCR text. 

5.3.1 Case 1: When OCR Text Obtains Better Indexing Accuracy than 

Uncorrected  Speech Text 

For the analysis, the output of the selected video lectures out of twenty-five video 

lectures was chosen where the indexing algorithm gave better accuracy for the OCR text 

type than the uncorrected speech text. This was done in order to closely analyze each 

index point in each video lecture and to determine the probable causes for the selection of 

a particular point as an index point. The lectures that gave similar indexing accuracy as 

with uncorrected speech text were not considered for this analysis. Figure 5.5 summarizes 
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the results of the selected video lectures where OCR text-based indexing performed 

better. 

 

Figure 5.5: Indexing accuracy for video lectures where OCR text performed better than uncorrected 

speech text. 

Here, we have not considered video IDs where OCR text and uncorrected speech text 

resulted in the same indexing accuracy. 

5.3.2 Case 2: When Uncorrected Speech Text Obtains Better Indexing 

Accuracy than OCR Text 

For the analysis, the output of the selected video lectures out of twenty-five video 

lectures was chosen where the indexing algorithm resulted in better accuracy for the 

uncorrected speech text than the OCR text type. This was done in order to closely analyze 

each index point in each video lecture and determine the probable causes for the selection 

of a particular point as an index point. The lectures that gave similar indexing accuracy as 
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with OCR text type were not considered for this analysis. Figure 5.6 summarizes the 

results of the selected video lectures where OCR text-based indexing performed better. 

 

Figure 5.6: Indexing accuracy for video lectures where uncorrected speech text performed better 

than OCR text. 

5.4 Effect of Speech Text Quality on Indexing Accuracy 

The captions generated by YouTube were not perfect and gave different text quality for 

different video lectures. A scale rate was generated ranging from zero to five and each of 
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5- Excellent 

4- Very Good 

3- Good 

2- Average 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

180 184 186 578 580 589

In
d

ex
in

g
 A

cc
u

ra
cy

 

Video Id No 

OCR Text

Uncorrect Speech Text



 

 53 

1- Poor 

0-No Text 

For the analysis, the lecture videos were categorized based on the scale rating and the 

overall average indexing accuracy of each category of the scale as was calculated in 

Table 5.2.  

Scale No. of 

Lectures 

Video IDs Average Accuracy of 

Uncorrected speech text 

0 0 NA NA 

1 4 180,184,186,260 0.55325 

2 4 578,580,592,593 0.598 

3 9 336,337,338,339,341,569,572,573,588 0.6 

4 8 570, 571,584, 585,586,589,590,591 0.69 

5 0 NA NA 

Table 5.2: Average indexing accuracy for uncorrected speech text of each category of scale. 

The result is summarized in Figure 5.7. 
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Figure 5.7: Average indexing accuracy based on the quality of speech text. 

As is evident, it is true that caption quality highly impacts the overall indexing accuracy, 

and it increases linearly with the increase in the scale rate of the video lectures. The main 

reason the words that are not recognized properly by the speech recognition give poor 

indexing results is that these words affect text similarity among segments. It also 

provided us a way to find ideas to solve this problem, and correcting the captions of 

video lectures manually seems to be one of the solutions of the problem of poor quality 

captions. The results and analysis of corrected speech text are discussed in further 

sections.  

5.5 Evaluation with Corrected Speech Text 

It is evident from Figure 5.5 that the major error impacting the uncorrected speech text 
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corrected captions. In order to solve this problem, captions of eleven lecture videos with 

video IDs 180, 184, 186, 260, 336, 337, 338, 339, 341, 572, and 584 were manually 

corrected with the help of the ICS captioning tool. The correction of the captions ensures 

that there is no word missing and captioned inaccurately. Corrected captions get a scale 

rating of five. The text files for corrected captions were evaluated, in the same way, as 

uncorrected speech text and OCR text. The ground truth used for the experiments was the 

same, and the algorithm used was the fixed grouping duration indexing algorithm. The 

output helped us to determine whether corrected captions gave better performance than 

uncorrected and text-based indexing. The result of the test is summarized in Figure 5.8.  

 

Figure 5.8: Indexing accuracy with corrected speech text for selected lecture videos. 

It is evident from the output of the test that the correction improves words or text and 

increases text similarity. The overall difference in the percentage between corrected 

speech-based text indexing, OCR, and uncorrected speech-based text indexing is 
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summarized in Table 5.3: and its respective graph for overall average indexing accuracy 

for corrected speech text is shown in Figure 5.9.  

OCR 

text 

Uncorrected 

speech text 

Corrected 

speech text 

Difference in % 

OCR & corrected 

Difference in 

% uncorrected 

& corrected  

0.582 0.55 0.611 4.98 11.09 

 
Table 5.3: Average indexing accuracy for OCR text, uncorrected speech text, and corrected speech 

text and percentage difference. 

 

 

Figure 5.9: Average indexing accuracy with corrected speech text for selected videos. 

5.6 Summary 

OCR text-based indexing accuracy results in roughly 4% better performance than 
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that each lecture is different in its own way (e.g., the duration of lecture, lecture 

organization, different teaching styles, etc.). The hybrid text type was proposed and 

evaluated for the speech and OCR text combined together for video indexing purposes. 

The experiment was performed on nine selected video lectures, which gave better 

indexing accuracy than individual result for uncorrected speech text type. The results 

produced by hybrid text on a small number of videos are not enough to come to a 

decisive conclusion that hybrid text is the best text type for indexing video lectures. It 

was found that speech words are larger in number than slide words. The errors in speech 

text are at the word level while they are at the character level for OCR text. Both of these 

errors have different impacts on indexing video lectures. We have proposed the solutions 

to this problem. Captions were corrected as a part of one possible solution and results 

showed an improvement in indexing accuracy. The performance of corrected text-based 

indexing accuracy increases after lectures were corrected manually. The corrected 

captions showed 4.9% better results than OCR text and 11% better than uncorrected 

speech text indexing for selected sets of corrected video lectures. 
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Chapter 6.  Analysis of Errors 

In this chapter, we will discuss the causes of errors in determining an accurate index point 

compared to the ground truth. After evaluating the results from the OCR text-based, 

uncorrected speech-based, hybrid, and corrected speech-based indexing, we investigated 

the probable reasons or causes for the errors in index point selection by the algorithm for 

a particular text type. In this section, we will discuss three scenarios: 

 When OCR text resulted in better indexing accuracy than uncorrected speech text.  

 When uncorrected speech text resulted in better indexing accuracy than OCR text.  

 When corrected speech text resulted in better indexing accuracy than OCR and 

uncorrected speech text. 

6.1 Analysis of Errors: When Uncorrected Speech Text Results in Indexing 

Errors 

The analysis of errors as discussed in Section 5.3.1 investigates and describes various 

reasons causing errors in indexing for uncorrected speech text. The output of each of the 

videos in Figure 5.5: Indexing accuracy for video lectures where OCR text performed 

better than uncorrected speech text that contain index points was analyzed and the 

reasons causing the errors were investigated closely. Also, the number of occurrences of 

errors was analyzed. The analysis of errors includes the pattern when ground truth and 

OCR text mark a point as an index point but the uncorrected speech text is not able to 

identify it as an index point and hence, marks a wrong transition point as an index point, 
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thus causing poor accuracy and failing to perform better than OCR text. Figure 6.1 

summarizes the reasons for the error in indexing and the percentage of occurrences. 

 

Figure 6.1: Issues causing indexing errors in uncorrected speech text. 

6.1.1 No Caption 

Occasionally, an instructor may not speak for a while during a lecture. This may lead to 

no text data for a particular transition frame or its neighboring frames. Therefore, there is 

no text for the algorithm to determine text similarity and merge with other transition 

frames; hence the algorithm is not able to interpret an index point. However, this slide 

may be marked by an instructor as an index point in the ground truth, thus causing errors 

in indexing accuracy calculations.  

6.1.2 Poor Captions 

The main reason causing erroneous results in most of the lecture videos for uncorrected 

speech text-based indexing is the poor quality of caption text that leads to unrecognized 
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text, incomplete sentences, poor captioning of technical words representing topic 

information, etc. Reduced audio quality predictably degrades the caption quality and 

indexing accuracy as well. It also depends on the tool dictionary since some of the 

technical terms that are topic specific might not be present in the speech recognition tool 

vocabulary. Poor captions may lead to low text similarity among neighboring segments, 

thus greatly impacting the selection of correct or incorrect index points. This causes 

errors and lowers the indexing accuracy for uncorrected speech text-based indexing. The 

results are highly unpredictable for poorly captioned speech. One possible solution could 

be to manually correct the original caption generated by YouTube. The proposed solution 

for poor captions was utilizing manually corrected speech text using the ICS caption 

editor. 

6.1.2.1 Reasons for Errors in Captioning 

As observed from the Text Accuracy Calculation, none of the lecture videos gave 100% 

text accuracy, as there were many errors in the captions generated by YouTube. There are 

various factors that could have affected the accuracy and resulted in erroneous captions. 

Some of them are described below: 

 YouTube Errors: It was observed that even though the words were pronounced 

correctly by the instructor and the audio was clear, the tool gave incorrect 

captions. The creation of captions is totally tool dependent. 

 Speaker’s Accent: Sometimes the tool is not able to detect some accents. It was 

observed that due to the heavy accent of some instructors, YouTube was not able 
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to recognize certain words and gave erroneous captions. Accents result in 

inaccurate captions or no captions at all. 

 Interaction in Class: For videos 180-269, the instructor often engaged in 

classroom interaction. YouTube was not able to recognize the mixed speech and 

interaction resulting in poor captions. 

 Inaudible Sound: Sometimes instructors move away from the microphone and 

the volume becomes too low for YouTube to recognize. This often happens in a 

classroom. 

6.1.3 Different Speech Text Content  

A different speech text could be caused by issues, such as the instructor talking with the 

students away from the microphone, an off topic discussion like assignments or exams, a 

different topic discussion, etc. The speech text content of such a different discussion may 

not be similar to the main topic. Thus, the indexer is unable to merge such transition 

segments to the main topic due to its low text similarity to the main topic, resulting in an 

index point or the start of a new topic as expected to be detected by the algorithm. This 

transition point might not be considered by the instructor to be an index point in the 

ground truth, which causes errors. 

6.1.4 Previous Topic Discussion 

The instructor might keep discussing a previous topic as a part of a summary of the 

previous topic after the slide change or at the start of a new topic. This leads to 

unexpected results, as the text similarity could be low or high in this scenario. The text 
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similarity is relatively low to the segment after it, but high to the segment previous to it. 

This causes the algorithm to detect incorrect index points when compare to the ground 

truth.   

6.1.5 Speech Text Contains Less Topic Information than OCR Text 

Sometimes speech text contains less topic information than the text present in the slide. 

The text in a slide contains definite information about a particular topic, whereas the 

speech texts sometimes contain more random text and fewer keywords related to the 

main topic. In addition, the speech tends to be improvised and less prepared, unlike the 

text in slides. This leads to low text similarity, when there should be more in transition 

frames containing topic information, and high text similarity among incorrect transition 

frames that do not represent a topic. However, the behavior is expected by the algorithm, 

as it detects the change in a topic and marks it as index point. This causes incorrect index 

point detection. The speech text content depends entirely on an instructor’s method of 

teaching a particular topic. 

6.1.6 Summarizing Lecture in End Slide or First Slide 

An instructor may choose to summarize the whole lecture verbally in an end slide, which 

may not be recognized as an index point by the instructor for the ground truth due to the 

text “end”. This may have no similarity with the previous topic, but it might have a 

similarity with the first slide where the instructor may choose to discuss the topics of the 

lecture. If this segment is marked as an index point by the algorithm (which is expected), 

this results in an error.  
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6.1.7 Citing Examples 

Citing an example is a very common method observed in various lectures. The examples 

might not be present in the slide itself, but the instructor uses the example in order to 

explain the topic or to support certain subtopics within the lecture. This extra speech text 

added to the data causes low text similarity with the neighboring segments and is not able 

to merge with them causing a separate index point, which was not recognized by the 

ground truth. 

6.2 Analysis of Errors: When OCR Text Results in Indexing Errors 

The analysis of errors as discussed in Section 5.3.2 investigates and describes various 

reasons causing errors in indexing for OCR text. The output of each of the videos in 

Figure 5.6: Indexing accuracy for video lectures where uncorrected speech text 

performed better than OCR text containing index points was analyzed and the reasons 

causing the errors were investigated. Also, the number of occurrences of the errors was 

analyzed. Analysis of errors includes the pattern when the ground truth and uncorrected 

speech text mark a point as an index point, but the OCR-based slide text is not able to 

identify it as an index point and marks an inaccurate transition point as an index point, 

causing poor accuracy and failing to perform better than the uncorrected speech text. All 

the reasons mentioned here is where the OCR text resulted in errors in index points 

whereas the speech text was able to recognize the correct index points. Figure 6.2 

summarizes the reasons of error in indexing and the percentage of occurrences. 
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Figure 6.2: Issues causing indexing errors with OCR text. 

6.2.1 OCR Errors 

The OCR errors result in different or incorrect text data due to the failure to recognize the 

characters accurately. There could be various reasons for this, such as the size of the 

characters, presence of formula, or handwritten texts in a slide, etc. The OCR errors are a 

major source of errors causing factors in OCR text-based indexing and the results could 

be highly unpredictable. Speech text indexing could potentially provide significantly 

better indexing in this case. 

6.2.2 Slide Text Contains Low Topic Information and More Images 

In some of the slides, the text content may be very low and may not represent the actual 

topic information. There could be more images in the view graphs than in the textual 

information. The instructor may choose to explain the images verbally in addition to what 

is written on the slide. In this case, text-based indexing fails to decide whether to merge 
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toward the left or right frame. A hybrid approach of combining the text, image, and audio 

data could be a possible solution to solve this problem. 

6.2.3 Visiting Websites While Presenting 

As observed while investigating the errors, the instructors in some of the lecture videos 

may choose to represent a topic or example by visiting websites (e.g., the university login 

website, google web page, or images page, etc.). Such scenarios cause a break in the 

lecture organization or a break in the topic being presented. Due to the low text similarity 

of the texts extracted from these web pages, they are not merged with the actual topic and 

are considered a new topic or are marked as an index point by the algorithm although not 

marked as an index point for ground truth. This causes errors and one possible solution of 

this could be to not consider web page text for indexing or possibly to not merge audio 

with these kinds of texts. Speech-based text indexing could potentially produce better 

results in videos having such cases. 

6.2.4 Sub Topic Slides in Between 

Occasionally, the subtopic or the outline slide in between a lecture causes a break in the 

linear lecture organization and leads to marking such outline slides as index points. 

Conversely, the outline slide contains sub-topics in the form of points for overview of the 

actual topic. The instructor may mark an outline slide as a new topic or index point in the 

ground truth, but the algorithm may merge it with the actual topic due to the presence of 

text data in that slide that causes errors. Speech-based indexing, however, proved to 

provide better indexing results in such scenarios. 
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6.2.5 Blank Transition Frames/ Slides 

Occasionally, there were many blank transition frames or slides in some of the lecture 

videos. It was observed that these blank slides were the results of the paint screen being 

open for a long period of time, or dragging a document in class that contains blank first 

and last pages. This leads to no text content in the OCR text, and the algorithm fails to 

decide whether to mark it as an index point or merge it with other slides. Audio-text-

based indexing gives surprisingly better results in these cases since the instructor 

continues to explain the actual topic, even if the slide on the screen is blank. 

6.2.6 Poor Lecture Organization 

The text-based indexing algorithm follows a linear lecture organization. Many lecture 

videos were found to break this rule. Some of the lecture videos followed very poor 

organization, such as dragging a doc or pdf file in class, jumping to web pages in 

between, playing a short video in between, etc. Due to all these factors, there is a break in 

the lecture sequence or topic sequence. The text similarity in this case is generally low 

with the previous segment; therefore, the algorithm marks such frames as index points 

causing errors.  

6.2.7 Quick Change in Slides 

The OCR is not able to detect text or transition frames when there is a quick change in 

slides during a lecture. The text related to topic information is missed or not extracted 

completely. The incomplete text does not represent the actual topic as a whole and results 

in inaccurate index points since it greatly affects the text similarity. 
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6.3 Analysis of Errors: When Corrected Speech Resulted in Better Results 

than Uncorrected Speech 

The main reasons corrected speech text proves to be better option are as follows: 

 Incorrect spellings, 

 Unrecognized/inaudible words, 

 Out of vocabulary important keywords/words or domain specific terms, 

 Complete sentences making more sense, 

 Better text quality than poor OCR and original speech text, and 

 Words with multiple usages or meanings. 

The bullet points above are described in detail below. 

The captions generated by the speech recognition software produce errors at the word 

level. Sometimes, the words are out of their vocabulary. The correction of uncorrected or 

original speech text performs better in terms of indexing accuracy and generating 

accurate index points. The analysis was done on the corrected speech text in order to 

determine the probable causes for better performance. The most common reason found 

was that most of the poorly captioned words were captioned correctly and helped the 

indexing algorithm determine text similarity between segments. This leads the transition 

frames to merge if it contains certain topic information within it. The corrected captions 

made more sense than the uncorrected version, where sometimes most of the sentences in 

a transition frame as a whole did not make any sense due to poor captioning, 

unavailability of captions for reasons, such as distance of the instructor from the audio 
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recording tool, or discussion with students, etc., and missing out on important words in a 

sentence. The corrected text helped the algorithm determine text similarity among 

transition frames and mark a transition point as an index point. However, corrected 

speech text obtained better results for some selected lecture videos, yet it is still difficult 

to prove that it is the best text type for indexing all the classroom video lectures since the 

caption correction experiment was performed on eleven selected video lectures. 

Moreover, the correction of captions is a tedious, manual, and time-consuming task and 

not feasible for a large number of videos. There are also words used by instructors in 

lecture videos that have multiple meanings in relevance to various topics and sometimes 

this leads to errors in corrected speech text indexing. The most significant error similarity 

among these selected corrected video lectures was that the OCR text was very poor and 

the original speech was also of bad quality with a scale rating from one to three. This 

gave an added advantage to the corrected speech text type to perform better in terms of 

indexing accuracy. For such lecture videos where the OCR text is not available or 

completely erroneous, corrected speech-based text indexing could be utilized.  

6.4 Overall Summary 

Different cases were evaluated in order to analyze the indexing errors. The text-based 

indexing algorithm favors linear organization of lectures. When lecture organization is 

abrupt or includes an outline or examples in between, it tends to lead to indexing errors. 

Also, hybrid-based text indexing was evaluated where the text from OCR and text from 

uncorrected speech were combined and evaluated against the indexing algorithm. 
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Typically, poor captions and OCR errors were found to be the most common reasons for 

indexing errors in both the cases where one text type was better than the other text type. 

Various other reasons were analyzed and recognized as causing indexing errors in both 

the text types. Speech text indexing performs fairly well when lecture organization is not 

linear since this is a big challenge for text-based algorithms based on OCR text. Speech is 

improvised, and there is no control over the content the instructor discusses in class as 

homework, off topic discussions, exams, interaction with students, an inaccurate speech 

recognition tool, and words out of vocabulary, etc. lead to the occurrences of errors in 

speech text-based video indexing. For this, correction of captions makes a huge impact 

on increasing the indexing accuracy. Corrected captions make more sense in terms of 

words, forming complete sentences, etc. Organization of lecture and properly captioned 

speech text are also important factors for the performance of indexing accuracy. The text 

similarity between segments does not necessarily indicate a topic, but the algorithm is 

based purely on that. Hence, there is a need for a more robust and better algorithm that 

utilizes the relative strengths of both OCR and speech text types. 
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Chapter 7.  Conclusions 

7.1 Conclusions 

The indexing of video lectures has a significant impact on the student learning and 

development process. The content of a video lecture holds equal importance for content 

mentioned in the slides as well as the speech of the instructor. The first conclusion is that 

the speech text and slide texts are not same. Speech text is more abundant and can be 

more or less descriptive depending on the instructor’s method of teaching. Speech is 

improvised, but the text in the slides is well-prepared and rarely improvised. The 

indexing algorithm used to perform indexing was based on OCR text from the slides of 

the lecture video. The data in the slide text are not enough to present a topic. Therefore, 

the speech-based method was proposed, developed, and evaluated against the OCR text-

based methods. The overall average accuracy seems to be marginally higher for OCR-

based text indexing than the uncorrected version. Enhancement to the text data was 

achieved by further proposing a hybrid approach and combining the OCR and 

uncorrected speech text data for evaluation on few of the lecture videos. It was found that 

there is a minimal difference in performance, and OCR text still performs better. The 

output of each video lecture for the OCR text type and the uncorrected speech text type 

was analyzed in order to determine the causes of error when one text type performs better 

than other and vice versa. It was found that there are various scenarios when uncorrected 

speech text performs better than OCR text and vice versa. Uncorrected speech-based text 

indexing detects topic changes better when the OCR text is erroneous, the presentation is 
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not organized linearly, the slide changes are really quick, etc. On the other hand, the OCR 

text performs better when the uncorrected speech text is erroneous and contains different 

random data than in the topic. The speech text content completely depends on the way an 

instructor talks or explains a topic. There can be concise and accurate lectures or others 

with a lot of grammatical errors. A set of twenty-five video lectures is not enough to 

come to a decisive conclusion. The scale rate of the quality of each lecture video was 

designed and given based on how accurate the quality of the caption text is in order to 

determine how quality impacts indexing accuracy for uncorrected speech-based text. It 

was found that the quality of speech text affects indexing accuracy. Therefore, some of 

the lectures were selected at random for manual speech correction, and their results were 

evaluated to determine the impact of the corrected speech text version on indexing 

accuracy. It was observed that corrected speech text performs fairly well over OCR text 

and uncorrected speech text in detecting the topic changes accurately. This proves that 

the word level errors in the speech-based text directly impact performance. The accuracy 

of the indexing algorithm is limited by the text similarity metric, ground truth, and other 

factors, such as lecture organization, text quality, etc. The results indicate that different 

media other than just slide text contains important keywords and relevant information 

about a topic and can be utilized  for achieving better indexing results. 

7.2 Future Directions 

The text data from the speech or from the slide of a video lecture alone may not be 

enough to represent complete topic information. There could be a possibility of getting 
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better results if hybrid tests are conducted on a larger set of video lectures in order to 

determine the topic organization. Tests could be performed using various text similarities 

metrics in order to determine the effect on indexing accuracy. The OCR text data could 

also be corrected and combined with corrected speech text for further analysis. Another 

area of consideration would be the effect of unsupervised machine learning techniques to 

determine the topic boundaries and the effect on indexing accuracy. The development of 

a better model to represent a lecture by an instructor would also prove to be useful in 

enhancing accuracy results. There could also be the possibility of a change in accuracy 

results with the change in the method of collecting ground truths by additional 

observation and evaluation by a team of experts in a particular field.  There is also the 

possibility of finding methods to detect the text even if slide changes are quick and the 

lecture is not organized linearly. An automated tool development for correcting and 

processing audio content of video lectures could also be one major enhancement in the 

field of corrected audio-text-based indexing. In short, by utilizing the speech text and 

slide text we can design an indexing strategy that uses the relative strengths of both text 

types.  
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