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ABSTRACT

Fractures exist on a wide range of scales from microns to hundreds of meters. Throughout

this scale range, fractures have a significant influence on fluid flow and physical properties

of rocks. The average elastic properties of a randomly fractured fluid-filled rock were

discussed for different fracture distribution laws in association with the extremely slow and

dispersive guided wave propagation within individual fractures. Krauklis wave was used

as an asymptotic solution of the fluid interface wave (FIW) equations.

Different fracture distribution laws (exponential, power, fractal and gamma laws) within

the rock in the seismic range of frequencies (10−100Hz) initiated high-velocity dispersion

and attenuation of the P-wave. Calculations showed that increase of one order of fracture

density enhances velocity dispersion and attenuation by 20%, in particular, at low seismic

frequencies.

Different cases of acoustic impedance distributions versus depth for assessing reflec-

tion properties from fractured and non-fractured layers have been considered. Results

demonstrated the remarkable difference between the P-wave reflection coefficient from the

fractured layer and the P-wave reflection coefficient from the non-fractured layer: about

30-40% decrease in amplitude for the fractured high-impedance layer, about 30-50% in-

crease of amplitude for the fractured low-impedance layer and about 20% decrease for the

intermediate case. The biggest difference in the behavior of reflection coefficient versus

incident angle is observed at seismic low-frequencies (< 15Hz). The thickness related tun-

ing effect has the different impact on the seismic signal in the fractured and homogeneous

layers for all acoustic impedance cases.

The approach and results of calculations allow an interpretation of abnormal velocity

dispersion, high attenuation, and special behavior of reflection coefficients vs. frequency

and angle of incidence as the indicators of fractures. The analysis of the seismic monitoring

v



data from the Royal Center Field, Indiana, indicates the frequency-dependent difference

of attenuation and velocity of the P-wave in water saturated and gas saturated formation.

It is in agreement with numerical modeling results involving Krauklis wave theory. The

difference is bigger at low frequencies. The numerical modeling explains a low-frequency

seismic anomaly, detected in fractured zones within source rock in the East-Surgut Basin,

Western Siberia. The study of the laboratory measurements on the fractured 3-D printed

samples indicates the possibility of a P-wave velocity prediction in the fluid-filled fractured

sample based on the velocity of non-fractured porous saturated background.
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1 Introduction

1.1 Motivation and objectives

Fractures are common features of a rock, they serve as natural storage and transport paths

for fluids, including hydrocarbons (Figure 1). The fracture modeling itself is a challenging

problem: there are numerous studies ranging from the explicit description of particular

fracture shapes to globally scaled fracture systems. Among of the most used is a model

of a fracture as an ellipsoid or “penny-shape” (Hudson, 1981, 2000; Bakulin et al., 2000a,

and others); other widely-used models include fractures as alternating soft and hard layers

(Molotkov, 1979, 1984; Schoenberg, 1983, and others), and fractures with rough walls and

inclusions (Greenwood and Williamson, 1966; Walsh and Grosenbaugh, 1979; Nagy et al.,

1993; Pecorari, 1997; Kozlov, 2004 and others). All of above represent effective models

substituting real discrete media by equivalent continuous media.

Figure 1. The fracture distribution in nature (Snapshot from (Hargitaia et al., 2014)).

Anisotropy of a medium is created by organized oriented fractures and is a popular topic

in geophysical literature (Chesnokov et al., 1984; Schoenberg and Douma, 1988; Liu et al.,

1993; Chesnokov et al., 1995; Bayuk and Chesnokov, 1998; Bakulin et al., 2000b; Shapiro,
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2017, and others). There are number of works that involve frequency-dependent anisotropy

including Schoenberg and Sayers (1995), Liu et al. (2002), Chapman (2003) and more re-

cent Tsvankin et al. (2010), Liner (2012, 2016).

Random fracture distribution also commonly occurs in nature. There is no anisotropy

associated with a randomly oriented fractured medium, and it is considered isotropic.

Fractures exist on a wide range of scales from microns to hundreds of meters. Through-

out this range, they have a significant influence on the fluid flow and physical properties of

rocks (Bonnet et al., 2001). Seismic waves spreading in the solid subsurface and encoun-

tering fluid-saturated fractures of various sizes may initiate the wave phenomena (Frehner,

2013).

In this work, the mechanism of the averaging elastic module for P-wave velocity com-

putations of the fractured fluid-saturated rock is suggested with respect to the following

assumptions:

• There is a random fracture distribution in the medium, hence fractured medium is

presumed isotropic.

• Single fluid-saturated fracture is considered as a thin liquid layer with unsealed tips.

• Unsealed tips are connected with the permeable matrix.

• A fluid guided wave is propagating within the fracture.

• Interactions between fractures are not considered.

The mechanism of averaging was analyzed and discussed with respect to the effect of

strong and dispersive fluid guided interface wave (FIW) (Korneev and Goloshubin, 2015).

At the low frequencies, the asymptotic solution of FIW is known as the Krauklis wave,

which was named after its first discoverer (Krauklis, 1962).

2



Compared to other related waves, the K-wave carries most of the wave energy and

is an intense wave phenomenon in a fluid-saturated fracture. Krauklis wave (K-wave) is a

product of an interaction between the fluid and the elastic walls of a fracture during their os-

cillation. K-wave has been investigated in detail analytically, numerically and experimen-

tally (Krauklis, 1962; Ferrazzini and Aki, 1987; Krauklis et al., 1994; Goloshubin et al.,

1994; Krauklis et al., 1997; Groenenboom and Falk, 2000; Ionov, 2007; Korneev, 2008;

Frehner and Schmalholz, 2010; Maksimov et al., 2011; Frehner, 2013; Korneev et al., 2012;

Nakagawa and Korneev, 2014; Nakagawa et al., 2016).

Assuming the existence of the frequency-dependent K-wave within the fractures, com-

putations demonstrate remarkable dispersion and attenuation of P-wave velocity in frac-

tured media and abnormal reflection coefficients from the fractured layer (Krylova and Goloshubin,

2016a,b, 2017).

Posterior calculations of the reflection coefficient from the isotropic-fractured layer

with the consideration of the slow and dispersive K-wave propagation within individual

fractures were expanded into three cases of the acoustic impedance distribution. The pres-

ence of the tuning effect and its dispersive character for the fractured layers of different

width were taken into an account. Three case studies are aimed to explain and verify the

averaging and reflectivity analysis technique on seismic time-lapse monitoring of the gas

storage in the Royal Center Field, Indiana, seismic field data from East-Surgut Basin, West-

ern Siberia, and measured data from Allied Geophysics Laboratory (AGL).

3



2 Fractures in nature

2.1 Fracture distributions

The nature of fractures is mainly the result of tectonic processes in the Earth, heterogeneity

of rocks, and overburden pressure. Fractures in a rock are present in a variety of distribu-

tions. The most common distributions are by orientation (Fisher, 1953; Kuster and Toksoz,

1974; Long et al., 1982; Park et al., 2001), by location (Baecher and Lanney, 1978; Long et al.,

1982; Priest, 2012), and by length (Baecher et al., 1977; Long et al., 1982; Dershowitz and Einstein,

1988; Bour and Davy, 1997; Bonnet et al., 2001; Park et al., 2001; De Dreuzy et al., 2001).

(a) The fracture distribution network (Snapshot
from (Bour and Davy, 1997)).

(b) The fracture distribution in nature (Snapshot
from (Rempe et al., 2013)).

Figure 2. Illustration of two fractured systems: modeled and natural.

Organized oriented fractures of any size may create anisotropy of the matter (Chesnokov et al.,

1984; Schoenberg and Douma, 1988; Chesnokov et al., 1995; Bayuk and Chesnokov, 1998;

Shapiro, 2017, and others). The random distribution of fractures is also very common

and natural; however, in this case, there is no anisotropy connected with a fluid-saturated
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fractured medium. In a fracture modeling (Figure 2a), the length-dependent number of

chaotically oriented fractures can be described by exponential law, gamma law, power

law, and fractal law, a special case of the power law, that are based on real practical data

(De Dreuzy et al., 2001; Bonnet et al., 2001). These laws allow considering the same dis-

tribution and behavior of the fractured system on the extended scale, both smaller volumes

and larger, than the original. This work, after comparison of the above-mentioned laws,

focuses on fractures with individual properties that are governed by the fractal distribution

in the isotropic-fractured media.

The number of fractures N in each law declines with increase of length l. The laws are

described by equations below:

• exponential law:

Ne(l) = N0 exp
[
− l

l0

]
, (1)

• gamma law:

Nγ(l) = N0

[
l
l0

]−Cγ

exp
[
− l

l0

]
, (2)

• power law:

Np(l) = N0

[
l
l0

]−Cp

. (3)

Special case of power law (3), when Cp =C f and 1≤C f ≤ 3, is called fractal law (Bour and Davy,

1997):

N f (l) = N0

[
l
l0

]−C f

. (4)

Here N0 is a calibration constant, that defines the density of the fracture distribution (Davy et al.,

1990), l0 is the characteristic length, Cγ , Cp, and C f are empirical constants. The Figure

3 illustrates fracture distribution for laws with Cγ = Cp = 2, and C f = 2.5. The specific

goals, parameters, and conditions of investigated formations have influence on the choice
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of appropriate constants and law of the fracture distribution in each study.

Figure 3. Number of fractures depending on the fracture length in a given volume for
different laws Np(l) black, N f (l) red, Ne(l) blue, Nγ(l) green. Cγ = 2, Cp = 2, C f = 2.5
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3 Waves in fracture

3.1 Fluid interface waves

As it is suggested by Pyrak-Nolte and Cook (1987) and Gu et al. (1996), each single open

fluid-saturated thin fracture at any scale provides interaction of Rayleigh surface waves

coupled across a fracture. These fracture interface waves (FIW) satisfy the boundary

conditions: u(m)
z = u( f )

z the continuity of the displacement perpendicular to the fracture,

τ
(m)
zz = τ

( f )
zz the continuity of normal stress, and τ

( f )
xy = 0 free-surface conditions for the

horizontal stress component (Korneev et al., 2014). FIW’s can be either symmetric or anti-

symmetric particle motions across the fracture in elastic model, referred to as classical

linear-slip-interface model (LSIM) (Schoenberg, 1980). The LSIM was extended to poroe-

lastic media, taking into account fluid pressure and displacement within the fracture volume

(Nakagawa and Schoenberg, 2007; Korneev, 2010; Frehner, 2013). Nakagawa and Korneev

(2014) derived the extended LSIM for the permeable fractures, connecting wave-induced

stress and displacement on the two parallel surfaces bounding a compliant layer repre-

senting a fracture, under the constrain that the thickness of the layer is reduced to zero.

The derivation resulted in the frequency equations of the waves guided by a fluid-saturated

fracture:

R(ξ 2)+ i

(
2ξS

ωρ(B)ηT

)
ξS3ξ

2
S = 0, (5)

R(ξ 2)+ i

(
2ξS

ωρ(B)η∗N

)
ξP3ξ

2
S = 0, (6)

where R(ξ 2) ≡
(

2ξ 2−ξ 2
S

)2
+ 4ξ 2ξP3ξS3 is Rayleigh equation, ρ(B), ξP, and ξS are the

density and P- and S-wave slowness of the background media, respectively; ξP3 =
√

ξ 2
P−ξ 2
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and ξS3 =
√

ξ 2
S −ξ 2 are the third (z-) direction P- and S- wave slowness, ω is the angu-

lar frequency; ηT and η∗N are the shear fracture compliance and effective normal fracture

compliance, respectively.

The dispersion equation (5) describes anti-symmetric FIW’s. Anti-symmetric FIW’s

equation is not controlled by the fluid properties of the saturation material in the fracture for

low frequencies (Nakagawa and Korneev, 2014). It has weak dependence on the frequency,

and the solution is asymptotically close to Rayleigh and Scholte-wave velocities.

The symmetric FIW case is governed by the equation (6). It depends on the fracture

compliance, wave frequency and slowness, likewise fluid viscosity and fracture permeabil-

ity (Nakagawa and Korneev, 2014). Assuming |ξ 2
P | and |ξ 2

S | � |ξ 2|, equation (6) can be

re-written as:

ω
ρ(B)

ξ 2
S

(
1− ξ 2

P

ξ 2
S

)
ξ +

1
η∗N

= 0 (7)

and can be represented as third order polynomial in ξ :

χβξ
3 +

β

ηD
ξ

2 +χηMξ +
ηM

ηD
+α

∗ = 0 (8)

where α∗ is the Biot-Willis coefficient, ηM is storage compliance, ηD is drain module

compliance, and

χ ≡ ω
ρ(B)

ξ 2
S

(
1− ξ 2

P

ξ 2
S

)
,

β ≡ iωh3

12η f l
.

For the open fracture, ηD→ ∞, α → 1, and storage coefficient M→ ξ 2
A

ρ f l
, where ξA is the

acoustic wave slowness, and ρ f l is the fluid density. For stiff fluids |ξA|� |ξ 2| and equation
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(7) and can be reduced to:

χβξ
3 +1 = 0 (9)

resulting in the expression for the phase velocity:

1
ξ
= h

−i
ω2G(B)

12η f l

(
1− ξ 2

P

ξ 2
S

) 1
3

(10)

that is identical to the asymptote expression for the thin fracture by Korneev (2008). For a

rigid background with ξS→ 0 and χ → ∞, equation (7) becomes

βξ
2 +ηM = 0 (11)

yielding an asymptote
1
ξ
=

√
ωk(ω)M

iη f l
(12)

where k(ω) is a frequency-dependent permeability. This equation is the low-frequency

phase of the Biot’s slow P-wave (Pride et al., 2002) for a porous media with the rigid frame.

In summary, the solution of symmetric equation (6) has Biot’ slow wave (infinitely high

shear modulus, diffusive character) and Krauklis wave (open fracture with parallel inter-

faces, dispersive) velocities as asymptotes (Korneev and Goloshubin, 2015).

This work is focused on the Krauklis wave (K-wave) velocity as the solution of the dis-

persion equation within the fracture. The K-wave carries most of the wave energy relative

to other waves of the similar nature, and is an intense wave phenomenon in a fluid-saturated

fracture (Frehner, 2013; Shih and Frehner, 2016).
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3.2 Krauklis wave

Acoustic waves propagation through the fracture medium causes the movement of the elas-

tic walls in each fracture. Contractions of fracture’s walls result in a strong and disper-

sive fluid-guided wave, running in it. Through the history, such fluid wave was called

differently: slow wave (Krauklis, 1962; Ferrazzini and Aki, 1987), crack wave (Chouet,

1986), Stoneley wave (Tang and Cheng, 1988), Stoneley guided wave (Korneev, 2008;

Frehner and Schmalholz, 2010). Due to ingrown interest to this type of wave, it was agreed

to give the wave a name “Krauklis wave”, after Pavel Krauklis who gave the first theoretical

description of it (Korneev et al., 2012). Both body waves P- and S- can initiate Krauklis

wave propagation at any tip of a fracture (Frehner, 2013), moreover, the K-wave can be

originated in the fracture intersection, similar to tube waves (Ionov, 2007; Maksimov et al.,

2011).

Classical modeling of the Krauklis wave (K-wave) consists of two straight parallel elas-

tic walls and a viscous fluid layer in between, which is the idealized model of the complex

fracture structures in the real rocks. In latest publications Nakagawa and Korneev (2014)

and Nakagawa et al. (2016) considered more realistic fracture model, assumed roughness

and irregularity of the walls with a granular filling of the fracture space (proppant-like fill-

ing) and has permeability and fracture connectivity as parameters. Asymptotic solutions of

this more generalized model lead to earlier classical approach.

Consider the fracture with parallel walls and a fluid layer inside: the classical model.

The plain wave originates Krauklis wave propagation in a volume occupied by the fracture.

The velocity of propagation of the K-wave in each single fracture is described by original

formula from Krauklis (1962):

VK(ω) =

ωhG
ρ f l

[
1−
(

VS

VP

)2
] 1

3

, (13)
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where ρ f l is a fluid density, G is a shear modulus of the solid, h is an opening of the fracture,

ω = 2π f is an angular frequency, and f is frequency in Hz. The elastic medium matrix

has P-wave velocity VP and S-wave velocity VS. The K-wave velocity profile is illustrated

in Figure 4. This is slow and dispersive wave that has specific amplitude distribution inside

and outside a fracture (Figure 5). The vertical component achieves maximum strength on

the fracture walls (Figure 5a) and the horizontal component prevails inside the fracture

(Figure 5b). The wave attenuates slowly within fracture and exponentially in the media

outside.

Figure 4. K-wave velocity profile for h= 10−3 m, ρ f l = 800 kg/m3, η f l = 1 cP, G= 15 ·109

Pa, VP = 4000 m/s, VS = 2361 m/s.

11



(a) Vertical component. (b) Horizontal component.

Figure 5. (a) The vertical and (b) horizontal components of slow wave amplitude vs.
porosity(φ ), wavenumber (k) and thickness of fracture (h) (Goloshubin et al., 1994)

Later Korneev introduced the slow wave (K-wave) for fractures filled with viscous flu-

ids (Korneev, 2008):

V̂K(ω) =VK(ω)

(
β

1+
√

β/3+β

)1/3

, (14)

β =− i
12

h2ωρ f l

η f l
. (15)

where VK(ω) is a K-wave velocity (13) and η f l is the viscosity of a fluid in the fracture

(Figure 6). This modification allows to consider not only velocity of the Krauklis wave for

the single fracture, but also the attenuation for the different ranges of frequency (Figure 7).
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Figure 6. K-wave velocity profile for η f = 5 cP (solid), η f = 1 cP (dash), η f = 0.5 cP
(dots) with h = 10−3 m, ρ f l = 800 kg/m3, η f l = 1 cP, G = 15 · 109 Pa, VP = 4000 m/s,
VS = 2361 m/s. The VK is proportional to 3

√
ω .

Figure 7. K-wave velocity (black) and attenuation (red-dash) for the water-saturated frac-
ture with h = 10−3 m from frequency. K-wave attenuation increases with the frequency.
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In accordance with laws (1-4) of fracture distribution (Figure 3), there is some number

of fractures with a size comparable to the K-wave wavelength at certain seismic frequen-

cies. This creates resonance conditions for wave propagation within finite fractures.

Korneev (2008) demonstrated that in the case of a fracture with length l, the zero dis-

placement condition u(0) = 0 at x = 0, and driving displacement u(l) = u0 exp(−iωt) at

x = l, the solution for the resonance phenomenon is

u(ω,x) =u0A(ω,x)exp
(
−iωx/V̂K

)
, (16)

A(ω,x) =
exp
(

iωx/V̂K(ω)
)
− exp

(
−iωx/V̂K(ω)

)
exp
(

iωl/V̂K(ω)
)
− exp

(
−iωl/V̂K(ω)

) . (17)

The resonance energy might be presented as the amplitude-square average:

E(ω) =
1
l

l∫
0

|A(ω,x)|2dx. (18)

Krauklis wave, once originated, propagates back and forward along a fracture, whereas

each time on the tips or intersections its energy gets partially converted to the body wave

and scattered into the surrounding rock (Frehner, 2013). From Figure 8a one can see that

the K-wave holds most of its energy in the first mode, which moves depending on the

fracture length. The resonance energy (Figure 8a) was calculated for three different lengths

l = 2 m, l = 3 m, l = 4 m with h = 10−3 m, ρ f l = 800 kg/m3, η f l = 1 cP, G = 15 · 109

Pa, VP = 4000 m/s, VS = 2361 m/s. Furthermore, the resonance energy for the fixed length

depends on the viscosity of the fluid (Figure 8b) and is larger for less viscous fluids.

In nature, resonance is observed when a fracture length is comparable to the wavelength

of a wave. Generally, considering fracture distributions (1)-(4), seismic frequency, the

length of the fracture is significantly greater than the K-wave wavelength.
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(a) Fractures of various length l = 2 m (solid), l = 3 m (dash), l = 4 m (dots)
for η f l = 1 cP. The K-wave holds most of its energy in the first mode.

(b) The fracture of length l = 2 m for viscosities η f = 5 cP (solid), η f = 1 cP
(dash), η f = 0.5 cP (dots). The greater viscosity of fluid, the smaller resonance
energy.

Figure 8. The amplitude-square average E(ω) of the K-wave.
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4 Averaging of elastic parameters

Consider a randomly fractured media with the following properties: matrix background

with P-wave velocity VP, S-wave velocity VS, density ρm; saturated fractures with the fluid

density ρ f l , viscosity η f l , thickness h, and variable length l. The semi-empirical mecha-

nism of the averaging for computation of P-wave velocity and attenuation of the fractured

fluid-saturated rock is described in the framework of the certain wave volumes: volume

of the P-wave in the fractured media, volume of a single fracture, cumulative volume of

fractures, and volume of the matrix for a limited frequency band [ fmin, fmax].

4.1 Methodology

In the isotropic-fractured fluid-saturated medium, the total averaging volume Vol can be

defined as the first Fresnel zone volume:

Vol =
4π

3
R2(x) · λ

2
=

π

2
λ

3, (19)

where R(x) is radius of the Fresnel zone, and λ is a P-wave wavelength. For a detailed

derivation of this and following wave volumes refer to the Appendix 8.1.

The volume of the fracture with the length l and thickness h is defined by:

ν f =
π

3
l2h. (20)

The guided wave volume can be described with the wavelength λK of the K-wave, and

the fracture length as:

ν f r(l,ω) =
l2

6
λK. (21)
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The average density in the guided wave volume is

ρ f r(ω) =
ωhρ f l +2VK(ω)ρm

ωh+2VK(ω)
, (22)

more detailed derivation is in the Appendix 8.2.

For the given volume (19), the minimum and maximum fracture lengths are defined by

VP,VK(ω) and minimum frequency fmin:

Lmin =
VK(ω)

fmin
, (23)

Lmax =
VP

2 fmax
. (24)

The total volume of the fluid in the fracture network can be estimated as:

Vol f =
1

Lmax−Lmin

Lmax∫
Lmin

ν f (l)Ni(l)dl, (25)

here Ni(l) could be substituted by the desired law Ne(l), Nγ(l), Np(l) or N f (l) ((1)-(4)). A

choice of the law should be based on the seismo-geological parameters of the media.

The cumulative volume Vol f r of fracture system can be estimated by calculation of an

integral over the whole domain of the fracture network taking into account the volume of

each single fracture (21):

Vol f r =
1

Lmax−Lmin

Lmax∫
Lmin

ν f r(l,ω)Ni(l)dl (26)

In this case, the matrix volume is

Volm =Vol−Vol f r (27)
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The effective fracture density ρ can be calculated using following expression:

ρ =
Vol f ρ f l +Volmρm

Vol
(28)

By taking the average of the inverse elastic coefficient with weights according to the

fracture volume, we obtain the effective P-velocity:

V 2
P(ω) =

1
ρ

 1
Vol (Lmax−Lmin)

Lmax∫
Lmin

ν f r(l,ω)Ni(l)
(

ρ f rV̂ 2
K

)−1
dl +

Volm
Vol

(
ρmV̂ 2

P

)−1


−1

,

(29)

where ρ is the density of the fractured fluid-saturated media, ρ f r is the density of the fluid-

filled fracture with the neighboring matrix, ρm is the density of matrix, V̂K is a complex

function given by (14) and the V̂P consisting of real part ℜ(V̂P) =VP and imaginary ℑ(V̂P)

of the matrix, where real and imaginary parts are connected over the P-wave velocity VP of

the matrix the quality factor: Qm =
∣∣∣ℜ(V̂ 2

P )
∣∣∣/∣∣∣ℑ(V̂ 2

P )
∣∣∣(Carcione et al., 2013).

The effective quality factor Q for the fractured fluid-saturated medium is defined as

Q =

∣∣∣∣∣∣∣
ℜ

(
V 2

P(ω)
)

ℑ

(
V 2

P(ω)
)
∣∣∣∣∣∣∣ , (30)

where ℜ and ℑ indicate the real and imaginary parts.

The similar averaging can be done for S-wave velocity (Korneev and Goloshubin, 2015).

The average V S has weak dependence on the K wave and, as a result, on frequency:

V 2
S(ω) =

ℜ(c44(ω))

ρ
≈V 2

S . (31)
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4.2 Numerical examples of velocity and attenuation

The theoretical description above was utilized in seismic range of frequencies (10− 100

Hz) to compare the effective velocity of the layer controlled by different fracture distribu-

tion laws (Figure 3). The slow dispersive Krauklis wave is considered to be present in each

single fracture. The matrix parameters were VP = 2580 m/s, VS = 1290 m/s, shear modulus

G= 3.65 ·109 Pa, quality factor Qm = 80, density ρ = 2300 kg/m3, fluid density ρ f l = 1000

kg/m3, and fluid viscosity η f l = 1 cPa. The Gamma law (2) detention is characterized by

the exponent Cγ = 2, the power law (3) has an exponent Cp = 2,and the fractal dimension

is C = 2.5 in the fractal law. For all laws, fracture density is N0 = 104, length is l0 = 1 m

and the opening of the fractures is h = 10−3 m. The calculated effective P-wave veloci-

ties (Figure 9) with parameters above demonstrate remarkable dispersion with decrease in

frequency. All laws in Figure 9 can be adjusted to satisfy the properties of the medium

by taking appropriate N0 and exponents; hence, for simplicity in further analysis, only the

fractal law is considered.
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Figure 9. The effective P-wave velocity of the fractured saturated medium is frequency
dependent for given laws of the fracture distribution. The color-scheme is same as on
Figure 3: Np(l) black, N f (l) red, Ne(l) blue, Nγ(l) green
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For the fracture distribution described by the fractal law (4), the P-wave velocity disper-

sion and attenuation were modeled for a different range of the calibration density constant

N0. Figure 10 represents velocities in solid lines (29) and attenuation (30) in dot-dashed for

three cases of N0 color-coded for N0 = 103 in blue, 104 in red, and 105 in black. Greater

values of N0 lead to the more dense fracture concentration in the media; therefore, lower

velocities in the layer and stronger attenuation were observed.

Figure 10. Velocity (solid lines) and attenuation (dot-dashed lines) vs. frequency for the
fractal law with different density calibration constant N0: 103 in blue, 104 in red, 105

in black. The increase of fracture density tends to increase the velocity dispersion and
attenuation.
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Consider the case with the same fractal distribution with fracture density N0 = 104 and

liquids with different properties to investigate the effect of viscosity onto effective velocity

and attenuation. In Figure 11, the first liquid (solid line) has high viscosity η f = 5 cP and

ρ f = 800 kg/m3, second liquid with viscosity η f = 1 cP and ρ f = 1000 kg/m3, and third

liquid has lightest viscosity among the three η f = 0.5 cP and ρ f = 792 kg/m3. With the

growth of viscosity, greater becomes the attenuation; however, the velocity dispersion is

less affected by change in viscosity.

Figure 11. Velocity (red lines) and attenuation (black lines) vs. frequency for the fractal
law with fracture density constant N0 = 104 depending on viscosity: η f = 5 cP (solid),
η f = 1 cP (dash), η f = 0.5 cP (dots).
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Additionally, the effect of different Q-factor of the matrix on the attenuation of the

media was considered for the fractal law (4) of fracture distribution for N0 = 104. In Figure

12, the velocity curve was left for the reference, and quality factors were varying: Qm = 20

in orange, Qm = 40 in magenta, and Qm = 80 in purple. The attenuation rate increased with

the increase in Q-factor.

Figure 12. Velocity (solid lines) and attenuation (dot-dashed lines) vs. frequency for the
fractal law for various Q-factor of the initial matrix: Qm = 20 orange, Qm = 40 magenta,
and Qm = 80 purple. Velocity has weak dependence on the matrix Q-factor, the attenuation
of fractured media increase with increase of matrix Q-factor.
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Effective velocity and attenuation of the fractured media are sensitive to the choice

of fracture thickness. At low frequencies, thickness h < 0.0015 has a strong effect on

the velocity and attenuation, and h > 0.003 has an insignificant influence on the reverse

dispersion. At high frequencies, the effect of h on the same parameters is small to none.

For the fractal law with fracture density N0 = 104, the velocity dependence on frequency

and fracture thickness is presented in Figure 13a and the attenuation is in the Figure 13b.

(a) Velocity from frequency and fracture thick-
ness for the fractal law (4) and N0 = 104. The
velocity is sensetive to the fracture thickness.

(b) Attenuation from frequency and fracture
thickness for the fractal law (4) and N0 = 104.
The attenuation is sensetive to the fracture thick-
ness.

Figure 13. Velocity (a) and Attenuation (b) from frequency and fracture thickness.

Based on the relation between the velocity and h/λ ratio, where λ = Vw/2π f is the

wavelength of P-wave in a liquid, the zones of a suitability of the technique can be identified

for each fracture thickness h. For instance, for the h = 10−3 in Figure 14, the effect of the

guided wave presence in the green zone would be remarkable, the effects in the orange zone

are small, and the effects in the gray zone are negligible. The effective average velocity is

close to matrix velocity. The seismic range of frequencies (10−100 Hz) falls into the green
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zone, the lab measurements for hundreds kHz and first tens MHz fall into the orange zone,

and ultrasonic data belongs to the gray zone.

Figure 14. The velocity of the randomly fractured media from a thickness of a fracture to
wavelength ratio. For the fracture thickness h = 10−3 the low ratio (green zone) character-
izes the zone of remarkable velocity dispersion due to the presence of fluid-guided wave,
orange zone shows small effects from guided waves, and gray zone is where the effects can
be neglected.
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5 Reflectivity of fractured medium

5.1 Reflectivity of a boundary

5.1.1 Theoretical background

As a seismic wave comes across a planar interface between two half-spaces with different

properties, part of it energy reflects back to the medium, some transmits to the other half-

space, and some converts to another type of body waves. The amplitudes of reflected and

transmitted waves for the flat boundary are described by four Zoeppritz equations depend-

ing on the angle of incidence (Zoeppritz, 1919):



RP

RS

TP

TS


=



−sinθ1 −cosφ1 sinθ2 cosφ2

cosθ1 −sinφ1 cosθ2 −sinφ2

sin2θ1
VP1
VS1

cos2φ1
ρ2V 2

S2VP1

ρ1V 2
S!VP2

cos2φ1
ρ2VS2VP1

ρ1V 2
S1

cos2φ2

−cos2φ1
VS1
VP1

sin2φ1
ρ2VP2
ρ1VP1

cos2φ2
ρ2VS2
ρ1VP1

sin2φ2



−1

sinθ1

cosθ1

sin2θ1

cos2φ1


, (32)

where RP, RS, TP, and TS are reflection coefficients of the reflected P, reflected S, trans-

mitted P, and transmitted S- waves, respectively. θ1 is the angle of incidence, θ2 is the

angle of the transmitted P-wave, φ1 is the angle of the reflected S-wave, φ2 is the angle of

the transmitted S-wave.
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Figure 15. Schematic boundary between two half-spaces and reflection. For upper half-
space: VP is velocity and ρmat is density; For lower fractured half-space V P is velocity and
ρmat is density; α is an angle of P-wave incidence.

The exact analytic solutions by Červenỳ and Ravindra (1971) of the Zoeppritz equa-

tions (32) are used to calculate amplitude of the P-wave reflection and P-wave transmission

coefficients of the plain primary wave encountering the flat interface (Figure 15):

Rre f l =−1+2P1D−1
(

V PV SP2X2 +VSV Pρmρm +q2
Θ

2P2P3P4

)
, (33)

where

D =VPV PVSV SΘ
2Z2 +V PV SP1P2X2 +VPVSP3P4Y 2

+ρmρm
(
V PVSP1P4 +VPV SP2P3

)
+q2

Θ
2P1P2P3P4

q = 2
(

ρmV 2
S−ρmV 2

S

)
,

X = ρm−qΘ
2, Y = ρm +qΘ

2, Z = ρm−ρm−qΘ
2,

Θ = sinα/Vi, Pi =
(

1−V 2
i Θ

2
) 1

2
, (i = 1,2,3,4) ,

V1 =VP, V2 =VS, V3 =V P, V4 =V S.

The upper half-space is solid non-fractured matter. The lower half-space is fractured

with the fractal fracture distribution (4) and the V P and V S are the results of averaging (29)
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and (31), respectively; density ρm is equal to the ρ of the fractured matrix. V P is complex-

valued and frequency dependent; hence, the reflection Rre f l for fractured lower half-space

is also complex-valued and frequency dependent. The use of the complex-valued velocity

V P to compute reflection coefficient Rre f l was justified by the comparison to the complex

reflection coefficient by Ren et al. (2009), where real-valued velocities are used based on

theory from Trapeznikova (1985). The comparison shows that two reflection coefficient

calculated with different approaches are identical.
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5.1.2 Numerical illustration

Assuming the acoustic impedance distribution in the upper half-space is less than in half-

space below, consider two types of the lower half-spaces. Type one is fractured half-space

with the fractal fracture distribution (4), fracture density N0 = 104, and the V P and V S are

the results of averaging (29) and (31), respectively; density ρm is equal to the ρ of the

fractured matrix. Type two is the homogeneous half-space with the properties of the matrix

without fractures: VP = 2580 m/s, VS = 1290 m/s, density ρ = 2300 kg/m3. Figure 16 is

an illustration of the normal incident angle reflection coefficient. For the homogeneous

type (black dashed line): the boundary is between two homogeneous half-spaces with dif-

ferent properties, and amplitude of the reflection coefficient is frequency independent. For

the fractured case (red solid line) the reflection coefficient from the boundary depends on

frequency.

Figure 16. Amplitudes of normal incidence reflection coefficients from fractured (red
solid) and homogeneous (black dash) cases.

The comparison of the traces in Figure 17 provides a possible explanation to the fre-

quency shadows beneath fluid-saturated zones. The detailed analysis and the development

of this methodology regarding frequency shadow phenomena might be a possible direction

of the future work.
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Figure 17. Normal incidence reflection in the time domain from (a) fractured and (b)
elastic non-fractured half-spaces.

In Figure 18 there are three curves for fractured case, for frequencies f = 10 Hz (red),

f = 20 Hz (blue), and f = 30 Hz (black), and one curve (magenta) for the homogeneous,

due to independent from frequency reflective behavior. The 10Hz fractured curve differs

the most in behavior from the frequency independent non-fractured curve.

Figure 18. Amplitudes of angular dependent reflection coefficients for fractured case f =
10 Hz (red), f = 20 Hz (blue), f = 30 Hz (black) and frequency-independent homogeneous
(dashed magenta).
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5.2 Reflectivity of a layer

5.2.1 Theoretical background

Two combined planar interfaces create a layer between two parallel boundaries. The seis-

mic wave also can be reflected, transmitted from the layer, and change properties within

it. Consider a P-wave confronting a layer with the thickness d between two isotropic half-

spaces (Figure 19). The velocity V P2 differs from velocities ṼP1 and ṼP3 of half-spaces

above and below. The complex valued reflection coefficient of the plain wave from the hor-

izontal layer at the frequency ω and incident angle α can be written as modified formula of

(Brekhovskikh, 1960), taking into an account the complex acoustic impedance (V P2 ∈ C):

R(ω,α) =
R1(ω,α)+R2(ω,α)exp(−iω∆t cosα2)

1+R1(ω,α)R2(ω,α)exp(−iω∆t cosα2)
, (34)

where ∆t = 2d/V P2(ω) is the time thickness of the layer and V P2(ω) is the effective velocity

of the fractured or homogeneous layer; α2 is the reflection angle from the lower inter-phase;

R1(ω,α) and R2(ω,α) are the reflection coefficients from the upper and lower boundary,

respectively, computed with analytic solutions (33) by Červenỳ and Ravindra (1971).

Figure 19. Scheme of the layers. Upper and lower half-spaces are non-fractured with
velocities ṼP1 and ṼP3 and densities ρ1 and ρ3, respectively. Middle layer with thickness
d is fractured with velocity V P2 and density ρ2. R1 and R2 are angular and frequency
dependent reflection coefficients from the upper and lower boundary, respectively.
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The amplitude and phase of the reflection coefficient (34) from the layer is defined by:

∣∣R(ω,α)
∣∣=√(ℜ(R(ω,α)))2 +(ℑ(R(ω,α)))2, (35)

Θ(ω,α) = arctan
(

ℑ(R(ω,α))

ℜ(R(ω,α))

)
, (36)

where ℜ and ℑ are real and imaginary parts of the reflection coefficient (34).

5.2.2 Numerical examples

As it was discussed in the Section 4.2, numerical simulations demonstrate remarkable ve-

locity dispersion and attenuation of the P-wave in fractured media (Figure 10) for any given

law of random fracture distribution (1-4); hence, the computational results would indicate

abnormal reflection coefficients of fractured layers. Beneath the surface, layers can have

complex nature and geometry. In Geophysical industry, simplified models are used, where

their acoustic impedance describes subsurface layers.

In seismic range of frequencies (10− 100 Hz), the theory above was applied to three

synthetic scenarios of the acoustic impedance distribution in layers (Figure 20); however,

the parameters for the target (middle) layer remained the same in all cases: ṼP2 = 2580 m/s,

ṼS2 = 1290 m/s and ρ1 = 2400 kg/m3. For each case, calculations were made for two widths

of fractured layer (d = 20 m and d = 50 m). As any of random fracture distribution laws can

be applicable, for simplicity, all calculations were made for the fractal distribution law with

the fracture density 104. The expressions (23), the limitations on the fracture length, for the

seismic range of frequencies, P-wave and Krauklis wave velocities indicate Lmin = 2 m and

Lmax = 257 m for constant fracture thickness of h = 10−3, which is consistent with aspect

ratios αmin = 5 ·10−4 and αmax = 4 ·10−6, respectively. Results of calculations for fractured

layers were compared to the homogeneous layers with VP2 = 2580 m/s, VS2 = 1260 m/s and

ρ2 = 2400 kg/m3 for the same range of frequencies and same width.
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(a) AI1 = AI3 < AI2. (b) AI1 < AI2 < AI3. (c) AI1 = AI3 > AI2.

Figure 20. Schemes of acoustic impedance distribution for the layers with the thickness d.
(a) High acoustic impedance layer (AI1 = AI3 < AI2); (b) Intermediate acoustic impedance
(AI1 < AI2 < AI3); (c) Low acoustic impedance layer (AI1 = AI3 > AI2). The acoustic
impedance of the layer AI2 remains the same in all cases and equal to 6.2 ·106 kg/m2s.
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Case 1

For the first case (Figure 20a), the half-space above and below the layer have P-wave

velocity ṼP1 = ṼP3 = 2380 m/s, S-wave velocity ṼS1 = ṼS3 = 1190 m/s and density ρ1 = ρ3 =

2400 kg/m3. This case is an illustration of the “dim spot” in terms of the AVO analysis

(Castagna and Backus, 1993; Hilterman, 2001). The reduction of the amplitudes for the

fractured layers at the low frequency characterizes frequency dependent tuning effect for

such acoustic impedance distribution.

Figure 21. Amplitudes of the normal incident reflection coefficients vs. frequency for AI
distribution (Figure 20a). Dashed lines represent homogeneous cases, solid lines referred
to fractured cases. Orange is the 30 m thick layer, purple is the 50 m thick layer.
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To estimate the difference of the fractured reflection coefficients versus non-fractured

reflection coefficients for both thicknesses (Figure 22), the relative ratio was used:

Relative Ratio =
2|RCF −RCH |

RCF +RCH
·100%, (37)

where RCF and RCH are normal reflection coefficients from fractured and non-fractured

layer, respectively. Vertical parts of the curve correspond to minimums on Figure 21, be-

tween of them, the flatter and closer to 0 relative ratios, smaller the difference of fractured

and non-fractures RC’s.

Figure 22. Relative amplitude ratio between fractured and non-fractured layers. Orange
is the 30 m thick layer, purple is the 50 m thick layer. The relative ratio is closer to 0
for the smaller difference of fractured and non-fractured RC’s. Vertical parts of the curve
correspond to minimums on Figure 21.

The angular reflection coefficients for the 30 m layer (Figure 23a) and for the 50 m layer

(Figure 23b) show the greatest difference between RC is achieved for the lowest frequency

10 Hz.
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(a) For the d = 30 m layer.

(b) For the d = 50 m layer.

Figure 23. Amplitudes of the normal incident reflection coefficients vs. frequency for AI
distribution (Figure20a). Legend: reds for f = 10 Hz, greens for f = 20 Hz, and blacks
for f = 30 Hz; solid lines are the fractured layers, dashed lines are homogeneous isotropic
layers.
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Case 2

The second case (Figure 20b) represents an increase in acoustic impedance from the

upper half-space down. The half-space above the layer has P-wave velocity ṼP1 = 2380 m/s,

S-wave velocity ṼS1 = 1190 m/s and density ρ1 = 2400 kg/m3; the half-space below have

P-wave velocity ṼP3 = 2780 m/s, S-wave velocity ṼS3 = 1390 m/s and density ρ3 = 2400

kg/m3, the middle layers remains with the same properties.

Figure 24. Amplitudes of the normal incident reflection coefficients vs. frequency for AI
distribution (Figure 20b). Dashed lines represent homogeneous cases, solid lines referred
to fractured cases. Orange is the 30 m thick layer, purple is the 50 m thick layer.

The amplitudes of the tuning effect associated with the layer width for fractured layer

differs from the homogeneous layer amplitudes: the amplitudes of the fractured layers

are decreasing at lower frequencies, and the local maxima (minima) of the amplitudes are

shifted right from the location of homogeneous critical points.
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Figure 25. Relative amplitude ratio between fractured and non-fractured layers. Orange
is the 30 m thick layer, purple is the 50 m thick layer. Zero values correspond to tuning
maxima, and the picks on curves indicate the highest difference in reflection coefficient
amplitudes on Figure 24.

To estimate the difference of the fractured reflection coefficients versus non-fractured

reflection coefficients for both thicknesses (Figure 25), the relative ratio (37) was used. In

Figure 25, zero values correspond to tuning maxima, and the picks on curves indicate the

highest difference in reflection coefficient amplitudes.

For angular dependent RC (Figure 26) with the increase of the layer width, from 30 m

to 50 m, greater become the amplitude difference for the low-frequency curve of 10 Hz.
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(a) For the d = 30 m layer.

(b) For the d = 50 m layer.

Figure 26. Amplitudes of the normal incident reflection coefficients vs. frequency for AI
distribution (Figure 20b). Legend: reds for f = 10 Hz, greens for f = 20 Hz, and blacks
for f = 30 Hz; solid lines are the fractured layers, dashed lines are homogeneous isotropic
layers.
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Case 3

In the third case (Figure 20c), the layer has the lowest impedance compared to the half-

spaces and represents the “bright spot” in the AVO theory (Castagna and Backus, 1993;

Hilterman, 2001). The half-spaces have P-wave velocity ṼP1 = ṼP3 = 2780 m/s, S-wave

velocity ṼS1 = ṼS3 = 1390 m/s and density ρ1 = ρ3 = 2400 kg/m3. In fractured layers tuning

amplitudes decay with the increase of frequency, and local extrema of the amplitudes are

shifted left from of homogeneous curve extrema.

Figure 27. Amplitudes of the normal incident reflection coefficients vs. frequency for AI
distribution (Figure 20c). Dashed lines represent homogeneous cases, solid lines referred
to fractured cases. Orange is the 30 m thick layer, purple is the 50 m thick layer.
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Figure 28. Relative amplitude ratio between fractured and non-fractured layers. Orange
is the 30 m thick layer, purple is the 50 m thick layer. The relative ratio is closer to 0 for
the smaller difference of fractured and non-fractured RC’s. Picks correspond to the tuning
minima.

The difference of the fractured reflection coefficients versus non-fractured reflection

coefficients was estimated for both thicknesses (Figure 25), using the relative ratio (37). On

Figure 28, 0 relative ratios are consistent with frequencies, where RC’s of fractured equals

to non-fractured. Picks correspond to the tuning minima, and, similar to the case one, the

flatter curves between picks, smaller relative ratios, smaller the difference of fractured and

non-fractures RC’s.

The same observations as for Case 1 and Case 2 are held for the angular dependent

reflection coefficients (Figure 29): the greatest variation in amplitudes of the reflection

coefficients present for the lowest frequency 10 Hz.
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(a) For the d = 30 m layer.

(b) For the d = 50 m layer.

Figure 29. Amplitudes of the normal incident reflection coefficients vs. frequency for AI
distribution (Figure 20c). Legend: reds for f = 10 Hz, greens for f = 20 Hz, and blacks
for f = 30 Hz; solid lines are the fractured layers, dashed lines are homogeneous isotropic
layers.
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In cases of fractured layer, the amplitude variations vs. angle of incident are different

relatively to the homogeneous layer. At low frequencies, in particular at 10 Hz, the am-

plitude of the reflection coefficient from the fractured layer dominates for normal angle of

incidence (Figure 21, 24, 27) and differs for any angle of incidence (Figure 23, 26, 29) for

all cases of the acoustic impedance distribution.

The constructive or destructive interference of the P-wave from the layer’s boundaries

plays significant role in seismic analysis. The tuning effect is evident for fractured and

homogeneous layers. Tuning effects in homogeneous cases are characterized by equal

amplitude for each variation of AI distribution and by an equidistant spread of maxima

(minima) for each of two layers (d = 30 m and d = 50 m). However, for the fractured cases,

tuning effects are frequency dependent and do not coincide with homogeneous curves. The

drastic change of tuning amplitudes and shift of reflection coefficient curves for fractured

medium appear to be at low frequencies.
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6 Analysis of experimental data

In the following Chapter, the applicability of the proposed theoretical approach is exam-

ined on the real experimental data taking into account the assumptions of this work (recall

Introduction). The first example, the gas storage monitoring, is the mostly agree with as-

sumptions: the randomly fractured dolomite alternately saturated with liquid gas and wa-

ter, fracture thickness to wavelength (h/λ ) relation was small, and crack porosity is high

(Daley et al., 2000). The second example partially fit the assumptions, because of the data

from the shale reservoir of Bazhenovskaya formation that has anisotropic properties. De-

spite the presence of the anisotropy, the aim was to justify interpretation by the proposed

technique only in one direction of the wave propagation, normal to the layer. The third

example mostly did not fit to the assumptions, it covers laboratory measurements with high

thickness to wavelength (h/λ ) ratio of highly porous anisotropic material. Due to the sam-

ple nature, different mechanisms might govern the wave propagation (e.g. Biot-Gassmann,

etc..), as well as different attenuation phenomenon (i.e. scattering). The consideration of

such example is fueled by the interest of comparison how distant is the prognoses of the

one-directional velocity from the same-direction values, measured in the experiment.
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6.1 Monitoring of gas storage

For the field-scale example is used the VSP data gathered at a natural gas storage field

in Indiana by Lawrence Berkeley National Laboratory (LBNL). The reservoir conditions

are changing seasonally from predominantly gas saturated in summer to being predom-

inantly water saturated in winter (Korneev et al., 2004), thus the VSP survey performed

in 1996-1997 as a time-lapse study. Before the analysis of the data using the proposed

methodology (See Section 4), the background of the experiment by Daley et al. (2000),

would be recalled.

Background

The Northern Indiana Public Service Company (NIPSCO) operates naturally fractured

reservoirs in Royal Center field, Indiana (Figure 30) for seasonal storage of natural gas. The

injection of the gas starts in summer. By the winter of 1996, when the first acquisition was

made, the pressure in the reservoir increased to the near maximum values of about 400 psi.

The extraction takes place during winter when gas is naturally substituted by the Trenton

formation water, which has pressure about 310 psi. By the May 1997 the reservoir gas

pressure was reduced to 250 psi, and reservoir could be considered mostly water flooded.

The Paleozoic Ordovician Trenton formation dolomite is the part of the Royal Center

field stratigraphy, which is dominated by shale and carbonates (Figures 31). The Trenton

Formation is overlain by a section of the Ordovician Eden Group shale, Ordovician-age

limestone, Silurian-age limestone and shale, and Pleistocene gravel (Dawson and Carpenter,

1963; Goloshubin et al., 2001). The field operators believe that the top and bottom section

of the Trenton Dolomite is unfractured and forms a cap for the reservoir. The thickness of

the fractured reservoir is 9 m (Korneev et al., 2004).
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Figure 30. Location of the Royal Center field, Indiana. Source www.ontheworldmap.com
and Dawson and Carpenter (1963).
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Figure 31. The Ordovivian part of geologic column for the Royal Center field. The ap-
proximate depths of Silurian limestone and shale are 150-675 ft (46-205 m), Eden shale
is 675-930 ft (205-283 m), Trenton dolomite is 930-1100 ft (283-335 m). Modified after
Daley et al. (2000).

The time-lapse VSP consisted of two phases at the field site (in December 1996 and

May 1997), with essentially identical acquisition geometry (i.e. source and receiver loca-

tions) under distinctly different reservoir conditions. According to Korneev et al. (2004),

there were four, nine-component VSP data sets acquired, plus a walkaway VSP. The sen-

sors were three-component, wall clamping geophones (with a 14 Hz corner frequency) in

a five level string with 2.4 m spacing between sensor depths. The vibroseis sources (both

P- and S- wave) used a 12 to 99 Hz sweep, 12 s long and with a 3 s listen time recorded at

a 1 µs sample rate. The May 1997 survey conditions duplicated the first one in December

1996.

Frequency-dependent analysis of field VSP data

In Figure 32 the downgoing wavefield illustrates good data resemblance of data from

both surveys. Korneev et al. (2004) noted no differences between the 1996 and 1997 down-

going wavefields (as indicated by the conventional analysis); however, observed some dif-

ferences between 1996 and 1997 upgoing wavefields (Figure 33). More precisely, the reser-

voir zone reflection wave traces has change (Figure 33b).
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(a) Downgoing wavefields.

(b) Zoom of the traces on the 254 to 332 m depth interval.

Figure 32. Downgoing wavefields for 1996 (left) and 1997 (right) show no visible changes,
except a constant time shift associated with near-surface effects.
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(a) Upgoing wave fields.

(b) Zoom of the traces on the 207 to 283 m depth interval.

Figure 33. Upgoing wavefields for 1996 (left) and 1997 (right) reveal low-frequency
changes for reflections from the Trenton Dolomite.
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(a) Spectral amplitude ratios of water-
saturated (1997) to gas-saturated (1996)
data. The curves were computed using am-
plitude spectra of reflected phases. Reflec-
tions from the reservoir (solid line).

(b) Traveltime delays of water-saturated case
(1997) data compared with the gas-saturated
(1996) case data. The curves are computed
from the argument of the complex spectral
ratios. Delays for reservoir reflection (solid
line).

Figure 34. Experimental data (Korneev et al., 2004)

The reflectivity analysis from Chapter 5 was applied to 9 m fractured reservoir in the

Trenton formation, characterized by dolomites with relatively high velocities Vp = 5500

m/s, VS = 2895 m/s, dolomite density ρ = 2850 kg/m3, and formation factor Qm = 100

(Daley et al., 2000). The fracture distribution of the reservoir assumed to be governed by

the fractal law (4) with fracture density constant N0 = 104 due to abnormally high estima-

tion of the crack density (0.27%) in the initial report. For the 1997 data, which consistent

with water almost fully water saturated reservoir, the presence of Krauklis wave in frac-

tures was considered. For gas saturated 1996 data the effect of the Krauklis wave on the

reflectivity is poor, due to liquefied gas properties (ρg = 300 kg/m3, ηg = 34.2 ·10−6 cP).

Amplitude ratios and travel time delays were computed from spectral amplitude and phase

and compared with the experimental data. Spectral-amplitude ratios and travel time delays

for the reservoir reflection are shown using solid lines in Figures 35a and 35b, respectively.
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The travel time delay was calculated by subtracting the two phase angles (97th-96th) and

dividing by frequency, at each frequency sampled. All featured characteristics of the re-

flections (amplitude ratios and travel time delay) are frequency dependent and indicate

attenuative properties of thin porous layers. Layers with high attenuation rate and reverse

velocity dispersion produce travel time delays increasing as frequency approaches zero.

The computed relative 1997/1996 amplitude ratio and time delay of reflection coeffi-

cients from NIPSCO gas storage resembles experimental date (Figure 34). The reflection

amplitude ratio 97/96 increases with a decay in frequency, it almost doubles at low fre-

quencies (10−15 Hz). Relative time delay for the computed results and experimental data

(Figure 34b) follow the same pattern in behavior. The numerical modeling results involving

Kraulis wave phenomenon is in agreement with seismic monitoring data (Goloshubin et al.,

2001) from the Royal Center Field, Indiana.
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(a) Relative amplitude ratio of reflection coefficients 97/96. Experimental data
- dark-blue curve; numerical prediction - orange curve.

(b) Relative (1997/1996) travel time delay. Experimental data - blue curve;
numerical prediction - black curve

Figure 35. Relative 1997/1996 amplitude ratio and phase difference of reflection coeffi-
cients from NIPSCO gas storage in Trenton formation reservoir.
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6.2 Seismic image of fractured shale

The East-Surgut Basin is a part of the Western Siberian plain of Russia where the Jurassic

sediments are the most prospective targets for oil and gas production (Figure 36). The

Jurassic formations are characterized by high heterogeneity. The oil and gas potential of

Jurassic reservoirs is still high; the estimation is about 45% of the total oil and gas reserves

of Western Siberia (Ulmishek, 2003). The prediction of the hydrocarbon reservoir locations

based on available data is the key aspect of the basin exploration.

Figure 36. The geo-position of the East-Surgut basin. Modified from Wikipedia.com,
Maps.Google.com and Grace - Russian Oil Supply.
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The example is based on the data from Ai Pim Western Siberia oil field. Excessive

resistivity, high gamma-ray, low-density well log data (Figure 37) indicate the presence of

the fractured source rock in the Upper Jurassic (Goloshubin et al., 2006).

Figure 37. The well log from one of the wells that penetrates the target layer. Excessive
resistivity, high gamma ray, low-density well log data indicate the presence of source rock.

Figure 38 depicts the standardized processing of the seismic time cross-section. The

high-resolution seismic section identifies local small-amplitude structures and stratigraphic

non-conformities; however, the test results from the wells show no correlation between

seismic predictions and the actual fluid content in wells. Along the chosen seismic horizon

neither the amplitude nor the shape of the signal changes; nevertheless not all wells are

producing oil. This could be due to zones of fractured and non-fractured structure within

the same formation. Goloshubin et al. (2006) reprocessed the seismic data with a wavelet

transform of 12 Hz (Figure 39). The low-frequency processed image has a more precise

correlation between fractured “sweet spots” and fluid-producing wells. In general, such

anomalies can be associated with a tuning effects related to the variation of the formation

thickness; however, the shale in the Upper Jurassic is the result of deep oceanic depositional

environment, extended over large area and maintain a uniform thickness.

Below, the hypothesis is justified that the separation of the fractured and non-fractured

zones can be done frequency-dependent analysis. Even in the anisotropic conditions,

Krauklis wave may give a contribution to the P-wave velocity dispersion and attenuation,

if only one direction of the P-wave prorogation is considered.
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Figure 40. Acoustic impedance

Based on the well log data (Figure 37) and

reservoir size, the reflectivity of the horizon was

calculated using above-described theory (See

Section 5.2). The AI of the formation is rel-

atively low compared to formations above and

below (Figure 40). The upper formation is char-

acterized by P-wave velocity VP = 3600 m/s, S-

wave velocity VS = 1800 m/s, and density ρ = 2440 kg/m3. The target layer has VP = 2580

m/s, VS = 1260 m/s, and ρ = 2300 kg/m3. The formation below is consistent with

VP = 3800 m/s, S-wave velocity VS = 1900 m/s, density ρ = 2480 kg/m3, and quality factor

Qm = 80 (Goloshubin et al., 2014). In Figure 41, normal incidence of reflection coefficients

from fractured compared against a non-fractured 20 m layer with the same properties.

Figure 41. Amplitudes of the normal incident reflection coefficients vs. frequency for the
target formation
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The modeling of reflection coefficient was made in Fortran 95 (Section 9.1) using

above-mentioned parameters. The fluid within fractures was assumed to be oil with ρ f l =

800 kg/m3 with viscosity η f l = 5cP. Figure 41 illustrates: the reflection coefficients are

different at the frequencies below 40 Hz, and about the same in the range 40− 100 Hz.

The relative difference of amplitudes of normal incidence reflection coefficient between

fractured and non-fractured cases was examined at frequencies 10− 50 Hz. A the low-

frequencies (Figure 42) the ratio achieves about 40-50%, for the fractured media the frac-

ture density constant was taken N0 = 104. Hence, the application of 10− 15 Hz wavelet

transform would produce maps with distinguishable fractured and non-fractured zones,

similar to what Goloshubin et al. (2006) have on their section. Thus, the proposed theoreti-

cal approach can be helpful in interpretation of a seismic data for the prognoses of fractured

reservoir zones. It is possible even in case of an anisotropic shale, analyzing one (normal)

direction of the P-wave propagation.

Figure 42. Ratio of amplitudes of the normal incident reflection coefficients of fractured
to amplitudes of the normal incident reflection coefficients of non-fractured formation vs.
frequency.
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6.3 Physical modeling

The physical modeling was conducted at the Allied Geophysics Laboratory (AGL) at the

University of Houston with the synthetic sample created on the 3-D printer. By the nature

of the 3-D printing mechanism, samples are porous, thus they can be used for experiments

to compare saturated versus non-saturated cubes. In addition, there is a possibility to create

connected fracture-like structures while printing a sample (Figure 43a). The printing ma-

terial was a thermoplastic type, called ABSplus1 it is mechanically strong and stable over

time. The material is approximately isotropic with an average P-wave velocity of approxi-

mately 2159±6 m/s, S-wave velocity of 888±3 m/s, and density 1040 kg/m3 (Huang et al.,

2016).

(a) Synthetic porous cube with fractures
printed with 3D printer.

(b) Orientation of fractures in a cube in a
space.

Figure 43. 3D printed cube (a side size 25 mm) with fracture inclusions parallel to layers.
Picture courtesy of N. Dyaur and AGL (UH).

Under a constant weight (1170.9 g), the ultrasonic transducers with a central frequency

500 kHz (Figure 44) have been used to record the transmitting signal through non-fractured

1http://www.stratasys.com/materials/fdm/absplus
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and fractured samples. To prevent leakage of the fluids the clear tape with thickness 0.089

mm was used. The same tape was left on the dry cube for ensuring the same coupling in

all cases. Both cubes have same geometrical shape and size of 0.025 m.

Figure 44. The cube with 500 kHz Transducers. Pictures courtesy of N. Dyaur.

The porous cube density was measured and resulted in 980 kg/m3, with the porosity

about 6%. The velocities in the direction of layering were VP = 1914 m/s and VS = 879

m/s for the dry sample, and VP = 2145 m/s, VS = 879 m/s for the saturated cube. The

fractured sample has 27 layers with “penny-shape” fractures parallel to the printing layer-

ing. All fractures have the same size: l = 0.00175 m and h = 5 ·10−4 m. The porosity of

the fractured cube was 24%, meaning that fractures contribute 18% to the porous model

(Huang et al., 2016). As the model is anisotropic, here was considered, only velocities in

the direction of fractures are observed: for dry cube VP = 1706 m/s, VS = 812 m/s, and for

the saturated cube VP = 2052 m/s, VS = 742 m/s.

Below the following hypothesis is tested: is the calculation of the velocity of the water-

saturated fractured cube can be made based on the parameters of the dry non-fractured

sample? In this test, the Gassmann fluid substitution theory Gassmann (1951). was used
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for prognoses of non-fractured matrix parameters. The velocity of the fractured water-

saturated sample was estimated by the proposed theoretical approach.

The estimations were made according to the Smith et al. (2003) fluid substitution tuto-

rial, using equation:

Ksat = K∗+

(
1− K∗

K0

)2

φ

K f l
+ 1−φ

K0
− K∗

K2
0

, (38)

where Ksat = the saturated bulk modulus, K0 = bulk modulus of the material (in case of

cubes, original material used in 3D-printer), K f l = bulk modulus of the fluid (water), K∗ =

dry modulus of the porous frame, φ is porosity.

Using, in the equation (38), the dry P- and S- wave velocities of the dry porous cube

and porosity φ = 6%, the saturated P-wave velocity of the porous cube is V (p)
Psat

= 2123 m/s,

which is less than measured (recall VP = 2145 m/s).

Further, consider fractures have been added to the saturated porous cube. Hence, the

above-mentioned P- and S-wave velocities were used as the matrix parameters for the av-

eraging (29), and 600 identical fractures. Figure 45 illustrates the result of the averaging

of the P-wave velocity for the 400−600 kHz. The effective velocity at the transducer fre-

quency is V ( f )
Psat

= 1975 m/s, which is 4% less then measured VP = 2052 m/s. This results

suggested a possible application of the isotropic averaging technique in combination with

other theories for the rough predictions of velocities in fractured saturated samples, based

on parameters of the dry porous background; however, the general concept requires further

development for the anisotropic materials.
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Figure 45. The estimation of the velocity of fractured water-saturated cube according to
the proposed averaging technique. The predicted effective velocity is V ( f )

Psat
= 1975 m/s.
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7 Discussion and Conclusions

The objectives of this research were to consider a randomly fractured fluid saturated me-

dia. The averaging of the effective elastic properties of fluid-saturated isotropic-fractured

rock was proposed with consideration of extremely slow and dispersive guided wave prop-

agation within individual fractures at the seismic range of frequencies (10−100 Hz). The

Krauklis wave (K-wave) was presented as an low frequency asymptotic solution of the

guided wave.

The random fracture distribution was described by the four relationships between the

number of fractures and their length, these relations have a deep connection to the natural

observations and field data. For any laws of the random fracture distribution, the presence

of K-waves tends to increase P-wave velocity dispersion and attenuation with a decrease of

frequency.

Due to K-wave propagation within fractures, the effective velocity and attenuation are

dispersive. Reverse velocity dispersion and attenuation become two times greater with

an increase of one order in the fracture density. Effective velocity and attenuation are

sensitive to the fracture thickness, the thicknesses below 10−3 m have a significant influence

on the parameters at the low frequency, but their effect is small at the high frequencies.

The increasing viscosity of the fluid inside fractures elevates the attenuation; though, the

velocity varies lesser with viscosity. The growth of the attenuation in the background matrix

causes the increase in the effective attenuation.

Applications of the averaging were considered in the framework of the reflectivity of the

media. The comparison of the reflection coefficients from the boundary with fractured and

non-fractured half-spaces was made. Compared to the frequency independent reflection

coefficient amplitude between two homogeneous half-spaces, the amplitude of reflection

coefficient between homogeneous and fractured varied with the frequency. The drastic
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difference between them was present at the low frequencies.

For two assumed widths of the layer, the results exhibited the remarkable difference of

the P-wave reflection coefficient from the fractured layer in comparison with the homoge-

neous layer in all cases of the acoustic impedance distribution. The biggest difference in

behavior of the reflection coefficients versus incident angle was observed at low frequen-

cies. The thickness related tuning effects had an impact on the seismic signal; they differ

for the fractured and homogeneous layers for all acoustic impedance cases.

As the case studies tree field examples consistent with the assumptions of the averag-

ing technique were considered. The numerical modeling results involving Krauklis wave

theory were in agreement with seismic monitoring data from the Royal Center Field, In-

diana. The results of the modeling might prove theoretical justification for low-frequency

seismic anomalies, detected in fractured zones within source rock in the East-Surgut Basin,

Western Siberia. At last, was investigated the possibility of a P-wave velocity prediction

in the fluid-saturated fractured sample based on the velocity of dry non-fractured porous

material. The combination of the Gassmann fluid substitution and proposed methodology

for velocity calculations were applied. The results were weighted against the laboratory

measurements on the fractured 3-D printed samples. The predicted velocity appeared to be

4% less than measured.

The approach and results of its calculations allow an interpretation of reverse velocity

dispersion, high attenuation, and special behavior of reflection coefficients vs. frequency

and angle of incidence as the indicators of fractures; however, this technique has a broad

spectrum of ways of the further development.

Based on the main assumptions of this research, the following list consists of (but not

limited to) major directions of expanding the proposed theoretical approach.

A. In this work only random fractures were considered and oriented fractures were
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avoided. Expanding it to the anisotropic models can do one of the major devel-

opments in this technique. Hence, bringing forward the estimation of the frequency-

dependent anisotropic velocity and attenuation.

B. The other contribution to the semi-empirical averaging methodology would be the

detailed development and implementation of the interactions between fracture and

porous background matrix.

C. There is a wide possibility for consideration of interactions between single fractures

for this model (e.g., intersection of fractures, connectivity).
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8 Appendix I: Volumes and Densities

8.1 Wave volumes

8.1.1 P-wave volume

The region around a ray that mostly influences the propagation of a band-limited wave

is called the first Fresnel zone (Spetzler and Snieder, 2004). In reality, a wave does not

strictly propagate along a line, as it assumed in the ray theory. Generally, a wave is a

collective phenomenon in which the particle motion is organized over a finite region of

a space (Scales and Snieder, 1999). For waves with a finite frequency band, discontinu-

ities in the wavefield tend to be smoothed out as the waves propagate. Hence, the wave-

field is continuous over a limited area of propagation. The size of the region over which

the wavefield varies is given by the wavelength, which decreases for increasing frequency

(Spetzler and Snieder, 2004).

Figure 46. Wavefield at the re-
ciever location rr. Shapshot from
(Spetzler and Snieder, 2004).

Consider a source at the location rs on Fig-

ure 46 that excites waves. According to the rep-

resentation theorem, the wavefield recorded at

the receiver location rr can be represented as

an integral over a subsurface S that is located

between the source and receiver. Using this ge-

ometry the wavefield at the receiver position can

be written as

P(rr) =
∫
S

1
ρ(r)

(
P(r)∇G(r,rr)−G(r,rr)∇P(r)

)
·ds, (39)

where P(rr) is the acoustic pressure at the receiver position rr, ρ is the mass density, and

G(r,rr) is the Green’s function. This expression holds for acoustic waves. The medium
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or which the Greens function G(r,rr) is defined can be either homogeneous or inhomo-

geneous. The wavefield on the surface S in the integral (39) is the total wavefield. When

the backscattering is weak, the wavefield in the integral can be substituted by the incident

waves that travel directly from the source to the surface S. This simplification is called the

Kirchhoff approximation. In the Kirchhoff approximation, the integral (39) can be inter-

preted as a superposition of waves that have been scattered from different points on the

surface S.

Figure 47. Definition of the geometric variables in a homogeneous velocity model. Wave-
fronts of the wavefield emitted from the source and the wavefronts of the diffracted wave-
field due to the diffractor at position r are illustrated with the solid and dashed gray lines,
respectively

For a homogeneous model, the geometry of the diffraction process is shown in Figure

47. The incident wave propagate from the source at rs to the point r and initiate the a

diffracted wavefield that radiated to the receiver rr. The point r belongs to the surface S of

the expression (39) at the distance x from the source, along the geometric ray. The distance

from r to the geometric ray is R(x), distance from the source to a receiver is L. Then the

travel path D of the ray from the rr to rs through r is:

D = L1 +L2−L≤ λ

2
, (40)
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and L− x = λ

2 , hence, using Pythagorean theorem,

D =
√

x2 +R2(x)+
√

(L− x)2 +R2(x)−L. (41)

For the x� R(x), D = L+ λ

2 :

L+
λ

2
=
√

x2 +R2(x)+

√(
λ

2

)2

+R2(x)

∣∣∣∣∣∣
x�R(x)

= x+

√(
λ

2

)2

+R2(x), (42)

λ =

√(
λ

2

)2

+R2(x),⇒ R2(x) = λ
2− λ 2

4
(43)

R(x) =

√
3

2
λ . (44)

Figure 48. Planar fracture scheme

Thus the Fresnel zone volume, which de-

fines P-wave volume, is expressed as:

Vol =
4π

3
R2(x) · λ

2
=

π

2
λ

3 (45)

8.1.2 Single fracture volume

The volume of the finite plain fracture of the

thickness h and the length l is defined as:

ν f = h · l2 (46)

And the volume of the ellipsoid fracture with the radius l/2 and the thickness h is defined

as:

ν f =
π

3
l2h (47)
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8.1.3 Wave volume of a single fracture

Consider the guided wave phenomena in a fracture (Figure 49). The wave has strong com-

ponent along the fracture, and it exponentially decays e times, passing the distance equal

to λK
2π

. The thickness of the fracture including decay distance is:

hK =
λK

2π
+

λK

2π
+h =

λK

π
+h (48)

where the λK is a guided wave wavelength, λK < Lmin < Lmax < λP/2 and λK = 2πVK(ω)
ω

�

h, thus:

hk(ω) =
2πVK(ω)

πω
+h∼=

2VK(ω)

2π f
. (49)

Figure 49. Ellipsoid fracture volume scheme.
Modefied after (Frehner and Schmalholz,
2010).

Hence, if the fracture is represented as a

plain, the wave volume of the guided wave

is:

ν f r(l,ω) = 2l2VK(ω)

ω
=

1
π

l2
λK (50)

In case of an ellipsoid-shaped wave vol-

ume:

ν f r(l,ω) =
4π

3
l2

4
VK(ω)

ω
=

1
6

l2
λK. (51)

The limitations on the fracture length is

governed by the minimum frequency of a
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band fmin, P-wave and guided wave velocities:

Lmin =
VK(ω)

fmin
, (52)

Lmax =
VP

2 fmin
. (53)

8.1.4 Total volume of the fluid

The total volume of the fluid in the fracture network can be estimated as:

Vol f =
1

Lmax−Lmin

Lmax∫
Lmin

ν f (l)Ni(l)dl, (54)

where Ni(l) number of fractures or any law defining fracture distribution.

8.1.5 Cumulative volume of all fractures

Consider a fractured medium. Each fracture has its wave volume (51), hence, the averaged

wave volume of all fractures with guided wave phenomena is:

Vol f r(ω) =
1

Lmax−Lmin

Lmax∫
Lmin

ν f r(l,ω)Ni(l)dl, (55)

where Ni(l) number of fractures or any law defining fracture distribution.

8.1.6 Volume of the background matrix

The volume of a background matrix is defined as deference of P-wave volume and cumu-

lative wave volume of fractures.

Volm =Vol−Vol f r (56)
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8.2 Densities

The density of the background matrix ρm is initially known, as well as the density of fluid

ρ f l in fractures. There are other densities that should be defined related to volumes they

belong.

The density in the volume (51) is defined as average between the density of the matrix

surrounding fracture and the density of liquid inside the fracture:

ρ f r(ω) =
Vol f ρ f l +ν f r(ω)ρm

Vol f +ν f r(ω)
=

l2hρ f l +
λK
π

l2ρm

l2
(

h+ λK
π

) =
hρ f l +

λK
π

ρm(
h+ λK

π

) =
hρ f l +

2πVK(ω)
πω

ρm(
h+ 2VK(ω)

ω

)
(57)

ρ f r(ω) =
hρ f l +

2VK(ω)
ω

ρm

h+ 2VK(ω)
ω

(58)

The average density of the fractured media as whole, can be calculated by:

ρ =
Vol f ρ f l +Volmρm

Vol
. (59)
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9 Appendix II: Codes

9.1 Fortran 95 codes

Krauklis wave velocity calculation code

1 ! ===============================

2 ! f i l e w i th s o l i d m a t r i x and f l u i d p a r a m e t e r s

3 ! i n p u t . t x t w i th h e a d e r i n o r d e r

4 ! Vp Vs rho r o f n u f G h Qm fmin fmax dm

5 ! Vp , Vs − P− and S− wave v e l o c i t i e s

6 ! rho and r o f − d e n s i t y o f m a t r i x and d e n s i t y o f f l u i d , r e s p e c t i v e l y

7 ! G = s h e a r modulus

8 ! h − open ing of f r a c t u r e

9 ! Qm − q−f a c t o r o f m a t r i x

10 ! fmin and fmax = minimum and maximum f r e q u e n c y

11 ! dm = f r e q u e n c y s t e p

12 ! w r i t t e n by : Anna Krylova , 2017

13 ! ===============================

14

15 program v e l o c i t y k r a u k l i s

16

17 r e a l Vs , Vp , G, f , h , r o f , rho , Vk , n u f , S ,QK, Qm

18 r e a l , p a r a m e t e r : : P i =3.1415927

19 i n t e g e r m0 , m1 , dm

20 complex VKK, b e t a

21 i n t e g e r , p a r a m e t e r : : i n u n i t =10 , o u t u n i t =20

22 r e a l : : dmmin = 1 . 0 e−4

23

24

25 open ( u n i t =10 , f i l e =” i n p u t . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ” , a c t i o n =

” r e a d ” )
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26 r e a d ( u n i t =10 , FMT=∗ )

27 r e a d ( u n i t =10 , FMT=∗ ) Vp , Vs , rho , r o f , nu f , G, h ,Qm, m0 , m1 , dm

28 c l o s e ( 1 0 )

29 open ( u n i t =20 , f i l e =” r e s u l t s v k . t x t ” )

30

31 I f ( dm<dmmin ) s t o p ’ c h o o s i n g s t e p e r r o r ’

32 f = m0

33

34 do w h i l e ( f<=m1)

35 Vk = (2∗ Pi ∗ f ∗h∗G∗(1−( vs / vp ) ∗∗2) / r o f ) ∗ ∗ ( 1 . 0 / 3 . 0 )

36 S=h∗ s q r t ( ( 2∗ Pi ∗ f ∗ r o f ) / n u f )

37 b e t a = − CMPLX( 0 . 0 , 1 . 0 ) ∗S ∗∗2 / 1 2 .

38 VKK= Vk∗ ( b e t a / ( 1 + s q r t ( b e t a / 3 ) + b e t a ) ) ∗ ∗ ( 1 . 0 / 3 . 0 )

39 QK= abs ( r e a l (VKK∗∗2) / aimag (VKK∗∗2) )

40 p r i n t ∗ , ’ Vp= ’ , Vp , ’ Vs= ’ , Vs , ’ f m i n r = ’ , m0 , ’ fmax= ’ , m1 , ’ f =

’ , f , S

41 w r i t e ( 2 0 ,FMT=∗ )Vp , Vs , m0 , m1 , f , r e a l (VKK) , aimag (VKK)

42 f = f +dm

43 end do

44 c l o s e ( 2 0 )

45

46 end program v e l o c i t y k r a u k l i s

P-wave volume and volume of fractures

1 program Vol

2 i m p l i c i t none

3 r e a l f r , Vop , vk

4 do ub l e p r e c i s i o n a , b , i n t e g r a l , lmax , lmin

5 i n t e g e r n
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6 do ub l e p r e c i s i o n vkk

7 e x t e r n a l f

8 r e a l , d imens ion ( 1 : 9 1 , 1 : 7 ) : : Array

9 i n t e g e r : : ln , c o l

10

11

12 open ( u n i t =20 , f i l e =” r e s u l t s v k . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ” ,

a c t i o n =” r e a d ” )

13 open ( u n i t =30 , f i l e =” volumes . t x t ” )

14

15 do l n =1 ,91

16 r e a d ( 2 0 , FMT=∗ ) ( Array ( ln , c o l ) , c o l =1 ,7 )

17 end do

18

19 do l n =1 ,91

20 w r i t e ( 3 0 ,FMT=∗ ) ( Array ( ln , c o l ) , c o l =1 ,7 )

21 end do

22 c l o s e ( 3 0 )

23 c a l l p r i n t M a t r i x ( Array , 9 1 , 7 )

24

25 open ( u n i t =30 , f i l e =” volumes . t x t ” )

26 open ( u n i t =40 , f i l e =” r e s u l t s v o l u m e s . t x t ” )

27 do l n =1 ,91

28 r e a d ( 3 0 , FMT=∗ ) ( Array ( ln , c o l ) , c o l =1 ,7 )

29 lmax= Array ( ln , 1 ) ∗ s q r t ( Array ( ln , 4 ) ∗∗2−Array ( ln , 3 ) ∗∗2) / ( Array ( ln , 4 ) ∗

Array ( ln , 3 ) )

30 lmin = Array ( ln , 6 ) / Array ( ln , 4 )

31

32 a= lmin

33 b=lmax

34 n=500
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35 f r = Array ( ln , 5 )

36 Vop=( ( Array ( ln , 1 ) / Array ( ln , 3 ) ) ∗ ∗ ( 3 . )−( Array ( ln , 1 ) / Array ( ln , 4 ) )

∗ ∗ ( 3 . ) ) ∗0 . 5

37 vkk= Array ( ln , 6 ) ! +CMPLX( 0 . 0 , 1 . 0 ) ∗Array ( ln , 8 )

38 c a l l a v e t r a p ( f , a , b , i n t e g r a l , n , vkk , f r )

39 w r i t e ( 4 0 , FMT=∗ ) Array ( ln , 5 ) , i n t e g r a l , Vop , Array ( ln , 6 ) , Array ( ln

, 7 )

40 p r i n t ∗ , a , b , Array ( ln , 5 ) , i n t e g r a l , Vop , Array ( ln , 6 ) , Array ( ln , 7 )

41 end do

42

43 c l o s e ( 4 0 )

44 c l o s e ( 2 0 )

45 c l o s e ( 3 0 )

46

47 end program Vol

48

49

50 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

51 ! Ma t r i x P r i n t

52 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

53 s u b r o u t i n e p r i n t M a t r i x ( a r r a y , n , m)

54 i m p l i c i t none

55 r e a l , i n t e n t ( i n ) : : a r r a y ( n ,m)

56 i n t e g e r , i n t e n t ( i n ) : : n ,m

57 i n t e g e r : : i

58 do i = 1 , n

59 p r i n t ∗ , a r r a y ( i , : )

60 end do

61 end s u b r o u t i n e p r i n t M a t r i x
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64 F u n c t i o n f ( l , vkk , f r )

65 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

66 ! F u n c t i o n f o r i n t e g r a t i o n

67 ! s i n g l e f r a c t u r e volume ∗ law of d i s t r i b u t i o n

68 ! f r e q u e n c y d e p e n d e n t

69 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

70 i m p l i c i t none

71 do ub l e p r e c i s i o n l

72 r e a l N0 , l0 , f r

73

74 do ub l e p r e c i s i o n , p a r a m e t e r : : p i = 3 .1415926

75 do ub l e p r e c i s i o n vkk , f

76

77 r e a l , d imens ion ( 1 : 9 1 , 1 : 7 ) : : Array2

78

79 i n t e g e r : : ln , c o l

80 open ( u n i t =10 , f i l e =” r e s u l t s v k . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ” ,

a c t i o n =” r e a d ” )

81

82 do l n =1 , 91

83 r e a d ( 1 0 , FMT=∗ ) ( Array2 ( ln , c o l ) , c o l =1 ,7 )

84

85 N0 = 1 0∗∗ ( 4 . ) ! f r a c u r e d e n s i t y c o n s t

86 l 0 =1 .0

87 f = N0 ∗ ( ( l / l 0 ) ∗∗ (−2.5) ) ∗ ( l ∗ ∗ 2 . ) ∗ vkk / ( 6 . ∗ f r )

88 end do

89 c l o s e ( 1 0 )

90

91 r e t u r n

92 end

93
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94

95 S u b r o u t i n e a v e s i m p s o n ( f , a , b , i n t e g r a l , n , vk , vkk , f r )

96 ! ==========================================================

97 ! I n t e g r a t i o n o f f ( x ) on [ a , b ]

98 ! Method : Simpson r u l e f o r n i n t e r v a l s

99 ! w r i t t e n by : Alex Godunov ( Oc tobe r 2009)

100 ! m o d i f i e d by : Anna Kry lova ( March 2017)

101 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

102 ! IN :

103 ! f − F u n c t i o n t o i n t e g r a t e ( s u p p l i e d by a u s e r )

104 ! a − Lower l i m i t o f i n t e g r a t i o n

105 ! b − Upper l i m i t o f i n t e g r a t i o n

106 ! n − number o f i n t e r v a l s

107 ! OUT:

108 ! i n t e g r a l − R e s u l t o f i n t e g r a t i o n

109 ! ==========================================================

110 i m p l i c i t none

111 do ub l e p r e c i s i o n a , b , i n t e g r a l , s

112 do ub l e p r e c i s i o n hh , l

113 r e a l f r

114 i n t e g e r n i n t

115 i n t e g e r n , i

116 do ub l e p r e c i s i o n f , vkk , vk

117 ! i f n i s odd we add +1 t o make i t even

118 i f ( ( n / 2 ) ∗2 . ne . n ) n=n+1

119

120 ! l oop ove r n ( number o f i n t e r v a l s )

121 s = 0 . 0

122 hh = ( b−a ) / d f l o a t ( n )

123 do i =2 , n−2, 2

124 l = a+ d f l o a t ( i ) ∗hh

77



125 s = s + 2 . 0∗ f ( l , vkk , f r ) + 4 . 0∗ f ( l +hh , vkk , f r )

126 end do

127 i n t e g r a l = ( 1 . / ( b−a ) ) ∗ ( s + f ( a , vkk , f r ) + f ( b , vkk , f r ) + 4 . 0∗ f ( a+hh , vkk , f r

) ) ∗hh / 6 . 0

128 r e t u r n

129 end s u b r o u t i n e a v e s i m p s o n

130

131

132 S u b r o u t i n e a v e t r a p ( f , a , b , i n t e g r a l , n , vkk , f r )

133 ! ==========================================================

134 ! I n t e g r a t i o n o f f ( x ) on [ a , b ]

135 ! Method : T r a p e z o i d r u l e f o r n i n t e r v a l s

136 ! w r i t t e n by : Alex Godunov ( Oc tobe r 2009)

137 ! m o d i f i e d by : Anna Kry lova ( March 2017)

138 !−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

139 ! IN :

140 ! f − F u n c t i o n t o i n t e g r a t e ( s u p p l i e d by a u s e r )

141 ! a − Lower l i m i t o f i n t e g r a t i o n

142 ! b − Upper l i m i t o f i n t e g r a t i o n

143 ! n − number o f i n t e r v a l s

144 ! OUT:

145 ! i n t e g r a l − R e s u l t o f i n t e g r a t i o n

146 ! ==========================================================

147 i m p l i c i t none

148 do ub l e p r e c i s i o n a , b , i n t e g r a l , s

149 do ub l e p r e c i s i o n hh , l

150 r e a l f r

151 i n t e g e r n i n t

152 i n t e g e r n , i

153

154 do ub l e p r e c i s i o n vkk , f
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155

156 ! i f n i s odd we add +1 t o make i t even

157 ! i f ( ( n / 2 ) ∗2 . ne . n ) n=n+1

158

159 ! l oop ove r n ( number o f i n t e r v a l s )

160 s = 0 . 5 ∗ ( f ( a , vkk , f r ) + f ( b , vkk , f r ) )

161 hh = ( b−a ) / d f l o a t ( n )

162

163 do i =1 , n−1

164 l = a+ d f l o a t ( i ) ∗hh

165 s = s + f ( l , vkk , f r )

166 end do

167 i n t e g r a l = ( 1 . / ( b−a ) ) ∗hh∗ s

168 r e t u r n

169 end s u b r o u t i n e a v e t r a p

Averaging of elastic constants

1 program e l a s t i c c o n s t

2 ! =================

3 ! Needs r e s u l t s from p r e v i o u s code Vol

4 ! w r i t t e n by : Anna Krylova , 2017

5 ! =================

6 i m p l i c i t none

7 r e a l f r , rho , r o f , G, h , vs , vp , Q,Qm, QK, n u f

8 complex vk

9 i n t e g e r m0 , m1 , dm

10 i n t e g e r , p a r a m e t e r : : i n u n i t =40 , o u t u n i t =50

11 r e a l , d imens ion ( 1 : 9 1 , 1 : 5 ) : : Ar1

12 complex p1 , p2 , v e f f , cc , cpp , cpk
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13 i n t e g e r : : ln , c o l

14

15

16 open ( u n i t =40 , f i l e =” r e s u l t s v o l u m e s . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ”

, a c t i o n =” r e a d ” )

17 open ( u n i t =43 , f i l e =” e f f e l a s t i c c o n s t . t x t ” )

18 open ( u n i t =44 , f i l e =” e f f e c t i v e v e l o c i t y . t x t ” )

19 open ( u n i t =42 , f i l e =” i n p u t . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ” , a c t i o n =”

r e a d ” )

20 r e a d ( 4 2 , fmt =∗ )

21 r e a d ( u n i t =42 , FMT=∗ ) Vp , Vs , rho , r o f , nu f , G, h ,Qm, m0 , m1 , dm

22 c l o s e ( 4 2 )

23

24

25 do l n =1 , 91

26 r e a d ( 4 0 ,∗ ) ( Ar1 ( ln , c o l ) , c o l =1 ,5 )

27 cpp =(Vp∗∗2 .0∗ rho ) − CMPLX( 0 . 0 , 1 . 0 ) ∗ (Vp∗∗2 .0∗ rho ) /Qm

28 vk=Ar1 ( ln , 4 ) +CMPLX( 0 . 0 , 1 . 0 ) ∗ ( Ar1 ( ln , 5 ) )

29 QK= abs ( Ar1 ( ln , 4 ) ∗ ∗ 2 . / Ar1 ( ln , 5 ) ∗ ∗ 2 . )

30 cpk= ( vk ∗∗2) ∗ rho

31

32 f r =Ar1 ( ln , 1 )

33 p1= ( Ar1 ( ln , 2 ) / Ar1 ( ln , 3 ) ) ∗ cpk ∗∗ (−1. )

34 p2 =( ( Ar1 ( ln , 3 )− Ar1 ( ln , 2 ) ) / Ar1 ( ln , 3 ) ) ∗ Cpp∗∗ (−1.0)

35 cc =( ( Ar1 ( ln , 2 ) / Ar1 ( ln , 3 ) ) ∗ cpk ∗∗ (−1. ) + ( ( Ar1 ( ln , 3 )− Ar1 ( ln , 2 ) ) / Ar1 ( ln

, 3 ) ) ∗Cpp∗∗ (−1. ) ) ∗∗ (−1. )

36

37 Veff = s q r t ( cc / rho )

38 Q= abs ( r e a l ( cc ) / aimag ( cc ) )

39 w r i t e ( 4 3 , FMT=∗ ) f r , r e a l ( p1 ) , aimag ( p1 ) , r e a l ( p2 ) , aimag ( p2 )

40 p r i n t ∗ , f r , r e a l ( Vef f ) , aimag ( Vef f ) ,Qk , Q, 1 /Q
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41 w r i t e ( 4 4 , FMT=∗ ) Ar1 ( ln , 1 ) , r e a l ( Vef f ) , aimag ( Vef f ) , Q, 1 /Q

42

43 end do

44 ! c a l l p r i n t M a t r i x ( Ar1 , 4 6 , 4 )

45 c l o s e ( 4 4 )

46 c l o s e ( 4 0 )

47

48 c l o s e ( 4 3 )

49 end e l a s t i c c o n s t

Reflection from a boundary

1 ! ====================

2 ! i n p u t f i l e w i th upper l a y e r p r o p e r t i e s

3 ! i n p u t h o m l a y e r a b o v e . t x t

4 ! Vp , Vs , rho = P− , S− waves v e l o c i t i e s , d e n s i t y

5 ! w r i t t e n by : Anna Krylova , 2017

6 ! ====================

7

8 program r e f l e c t i o n b o u n d a r y

9 i m p l i c i t none

10 do ub l e p r e c i s i o n , p a r a m e t e r : : p i = 3 .1415926

11 r e a l vp , vs , G, h , r o f , rho , f r , width , Qm, n u f

12 r e a l rho2 , vs2 , vp2 , R , t h e t a , t h e t a 2

13 complex q , X, Y, Z , T , W1,W2,W3,W4, D, d1 , d2 , d3 , d4 , d5 ! f o r z o ep p r . eq

14 complex q2 , X2 , Y2 , Z2 , T2 , W12, W22, W32, W42, D02 , d12 , d22 , d32 , d42 , d52 , d t !

f o r z oe pp r . eq

15 i n t e g e r m0 , m1 , dm

16 complex R0 , VF , R11 , R33

17 i n t e g e r , p a r a m e t e r : : i n u n i t =44 , o u t u n i t =50
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18 r e a l , d imens ion ( 1 : 9 1 , 1 : 5 ) : : Ar2

19 i n t e g e r : : ln , c o l

20

21 open ( u n i t =45 , f i l e =” e f f e c t i v e v e l o c i t y . t x t ” , s t a t u s =” o l d ” , form=”

f o r m a t t e d ” , a c t i o n =” r e a d ” )

22 open ( u n i t =46 , f i l e =” i n p u t . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ” , a c t i o n =”

r e a d ” )

23 r e a d ( 4 6 , fmt =∗ )

24 r e a d ( u n i t =46 , FMT=∗ ) Vp , Vs , rho , r o f , nu f , G, h ,Qm, m0 , m1 , dm

25 c l o s e ( 4 6 )

26 open ( u n i t =47 , f i l e =” i n p u t h o m l a y e r a b o v e . t x t ” , s t a t u s =” o l d ” , form=”

f o r m a t t e d ” , a c t i o n =” r e a d ” )

27 r e a d ( 4 7 , fmt =∗ )

28 r e a d ( u n i t =47 , FMT=∗ ) Vp2 , Vs2 , rho2

29

30 p r i n t ∗ , ” E n t e r wid th o f t h e l a y e r ” ! wid th o f a l a y e r from keypad

31 r e a d ( ∗ , ∗ ) w id th

32 c l o s e ( 4 7 )

33

34 open ( u n i t =50 , f i l e =” bound ang homo . t x t ” )

35

36 do l n =1 , 91

37 r e a d ( 4 5 ,∗ ) ( Ar2 ( ln , c o l ) , c o l =1 ,5 )

38 f r =Ar2 ( ln , 1 )

39 VF= Ar2 ( ln , 2 ) +CMPLX( 0 . 0 , 1 . 0 ) ∗Ar2 ( ln , 3 ) ! = Vp ! f o r homogeneous

40

41 t h e t a =0 ! i n i t i a l l y some a n g l e

42 do t h e t a =0 , PI / 3 , P i / 2 4 ! r a n g e o f a n g l e s w/ s t e p PI / 2 4

43 ! Z o e p p r i t z e q u a t i o n s

44 T= s i n ( t h e t a ) / Vp2

45 Q= 2 .∗ ( rho ∗ (VF / 2 . ) ∗∗2.− rho2 ∗Vs2 ∗ ∗ ( 2 . ) )
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46 X=rho−Q∗T∗∗2 .

47 Y= rho2 +Q∗T∗∗2 .

48 Z=rho−rho2−Q∗T∗∗2 .

49 W1= s q r t (1−Vp2∗∗2 .∗T∗ ∗ 2 . )

50 W2= s q r t (1−Vs2 ∗∗2 .∗T∗ ∗ 2 . )

51 W3= s q r t (1−VF∗∗2 .∗T∗ ∗ 2 . )

52 W4= s q r t (1−(VF / 2 . ) ∗∗2 .∗T∗ ∗ 2 . )

53 d1=Vp2∗Vs2∗VF∗ (VF / 2 . ) ∗T∗∗2 .∗Z∗∗2 .

54 d2=VF∗ (VF / 2 . ) ∗W1∗W2∗X∗∗2 .

55 d3=Vp2∗Vs2∗W3∗W4∗Y∗∗2 .

56 d4= rho ∗ rho2 ∗ ( Vs2∗VF∗W1∗W4 + Vp2∗ (VF / 2 . ) ∗W2∗W3 )

57 d5=Q∗∗2 .∗T∗∗2 .∗W1∗W2∗W3∗W4

58 D=d1+d2+d3+d4+d5

59 R11 = −1+2.∗W1∗ (D∗∗ (−1. ) ) ∗ (VF∗ (VF / 2 . ) ∗W2∗X∗∗2 .+ Vs2∗VF∗ rho2 ∗ rho ∗W4 +Q

∗∗2∗T∗∗2∗W2∗W3∗W4)

60 R33 = 2∗Vp2∗ rho2 ∗T∗ (D∗∗ (−1. ) ) ∗ (VF/ 2 ∗ W2∗X + Vs2∗ W4 ∗Y)

61

62 p r i n t ∗ , f r , t h e t a , abs ( R11 ) , abs ( R33 )

63 w r i t e ( 5 0 , FMT=∗ ) f r , t h e t a , abs ( R11 ) , abs ( R33 )

64 end do

65 end do

66

67 c l o s e ( 4 5 )

68 c l o s e ( 5 0 )

69

70 end r e f l e c t i o n b o u n d a r y

Reflection from a layer

1 program r e f l e c t i o n l a y e r
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2 ! =================

3 ! I n p u t f o r uppe r and lower h a l f−s p a c e

4 ! I n p u t m e d a b o v e . t x t −upper

5 ! I npu t med be l ow . t x t −l ower

6 ! P− , S− wave v e l o c i t y , d e n s i t y

7 ! w r i t t e n by : Anna Krylova , 2017

8 ! =================

9 i m p l i c i t none

10 do ub l e p r e c i s i o n , p a r a m e t e r : : p i = 3 .1415926

11 r e a l vp , vs , G, h , r o f , rho , f r , width , Qm, n u f

12 r e a l rho2 , vs2 , vp2 , R , Vp22 , Vs22 , rho22 , t h e t a 2 , t h e t a , phiR

13 complex q , X, Y, Z , T , W1,W2,W3,W4, D, d1 , d2 , d3 , d4 , d5 ! f o r z o ep p r . eq

14 complex q2 , X2 , Y2 , Z2 , T2 , W12, W22, W32, W42, D02 , d12 , d22 , d32 , d42 , d52 , d t !

f o r z oe pp r . eq

15 i n t e g e r m0 , m1 , dm

16 complex R0 , VF , R11 , R22

17 i n t e g e r , p a r a m e t e r : : i n u n i t =44 , o u t u n i t =50

18 r e a l , d imens ion ( 1 : 9 1 , 1 : 5 ) : : Ar2

19 i n t e g e r : : ln , c o l

20

21

22 open ( u n i t =45 , f i l e =” e f f e c t i v e v e l o c i t y . t x t ” , s t a t u s =” o l d ” , form=”

f o r m a t t e d ” , a c t i o n =” r e a d ” )

23

24 open ( u n i t =46 , f i l e =” i n p u t . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ” , a c t i o n =”

r e a d ” )

25 r e a d ( 4 6 , fmt =∗ )

26 r e a d ( u n i t =46 , FMT=∗ ) Vp , Vs , rho , r o f , nu f , G, h ,Qm, m0 , m1 , dm

27 c l o s e ( 4 6 )

28

29 open ( u n i t =47 , f i l e =” I n p u t m e d a b o v e . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ”
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, a c t i o n =” r e a d ” )

30 r e a d ( 4 7 , fmt =∗ )

31 r e a d ( u n i t =47 , FMT=∗ ) Vp2 , Vs2 , rho2

32 c l o s e ( 4 7 )

33

34 p r i n t ∗ , ” E n t e r wid th o f t h e l a y e r ” ! wid th o f a l a y e r from keypad

35 r e a d ( ∗ , ∗ ) w id th

36

37 p r i n t ∗ , ” E n t e r a n g l e o f i n c i d e n c e ” ! wid th o f a l a y e r from keypad

38 r e a d ( ∗ , ∗ ) t h e t a

39

40 open ( u n i t =48 , f i l e =” i n p u t m e d b e l o w . t x t ” , s t a t u s =” o l d ” , form=” f o r m a t t e d ”

, a c t i o n =” r e a d ” )

41 r e a d ( 4 8 , fmt =∗ )

42 r e a d ( u n i t =48 , FMT=∗ ) Vp22 , Vs22 , rho22

43 c l o s e ( 4 8 )

44 open ( u n i t =50 , f i l e =” r e s u l t s R C . t x t ” ) !

45

46 do l n =1 , 91

47 r e a d ( 4 5 ,∗ ) ( Ar2 ( ln , c o l ) , c o l =1 ,5 )

48

49 f r =Ar2 ( ln , 1 )

50 VF=Ar2 ( ln , 2 ) +CMPLX( 0 . 0 , 1 . 0 ) ∗Ar2 ( ln , 3 ) ! Vp i f homogeneous

51

52 ! Z o e p p r i t z uppe r r e f l e c t i o n

53 T= s i n ( t h e t a ) / Vp2

54 Q= 2 .∗ ( rho ∗ (VF / 2 . ) ∗∗2.− rho2 ∗Vs2 ∗ ∗ ( 2 . ) )

55 X=rho−Q∗T∗∗2 .

56 Y= rho2 +Q∗T∗∗2 .

57 Z=rho−rho2−Q∗T∗∗2 .

58 W1= s q r t (1−Vp2∗∗2 .∗T∗ ∗ 2 . )
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59 W2= s q r t (1−Vs2 ∗∗2 .∗T∗ ∗ 2 . )

60 W3= s q r t (1−VF∗∗2 .∗T∗ ∗ 2 . )

61 W4= s q r t (1−(VF / 2 . ) ∗∗2 .∗T∗ ∗ 2 . )

62 d1=Vp2∗Vs2∗VF∗ (VF / 2 . ) ∗T∗∗2 .∗Z∗∗2 .

63 d2=VF∗ (VF / 2 . ) ∗W1∗W2∗X∗∗2 .

64 d3=Vp2∗Vs2∗W3∗W4∗Y∗∗2 .

65 d4= rho ∗ rho2 ∗ ( Vs2∗VF∗W1∗W4 + Vp2∗ (VF / 2 . ) ∗W2∗W3 )

66 d5=Q∗∗2 .∗T∗∗2 .∗W1∗W2∗W3∗W4

67 D=d1+d2+d3+d4+d5

68 R11 = −1+2.∗W1∗ (D∗∗ (−1. ) ) ∗ (VF∗ (VF / 2 . ) ∗W2∗X∗∗2 .+ Vs2∗VF∗ rho2 ∗ rho ∗W4 +Q

∗∗2∗T∗∗2∗W2∗W3∗W4)

69

70 t h e t a 2 =ASIN ( r e a l ( s i n ( t h e t a ) ∗ (VF / Vp2 ) ) )

71

72 ! Z o e p p r i t z lower r e f l e c t i o n

73 T2= s i n ( t h e t a 2 ) / Vp2

74 Q2 = 2 .∗ ( rho2 ∗Vs22 ∗ ∗ ( 2 . )−rho ∗ (VF / 2 . ) ∗ ∗ 2 . )

75 X2=rho22−Q2∗T2 ∗∗2 .

76 Y2= rho +Q2∗T2 ∗∗2 .

77 Z2=rho22−rho−Q2∗T2 ∗∗2 .

78 W12= s q r t (1−VF∗∗2 .∗T∗ ∗ 2 . )

79 W22= s q r t (1−(VF / 2 . ) ∗∗2 .∗T∗ ∗ 2 . )

80 W32= s q r t (1−Vp22 ∗∗2 .∗T∗ ∗ 2 . )

81 W42= s q r t (1−Vs22 ∗∗2 .∗T∗ ∗ 2 . )

82 d12=Vp22∗Vs22∗VF∗ (VF / 2 . 0 ) ∗T2 ∗∗2 .∗Z2 ∗∗2 .

83 d22=Vp22∗Vs22∗W12∗W22∗X2∗∗2 .

84 d32= VF∗ (VF / 2 . ) ∗W32∗W42∗Y2∗∗2 .

85 d42= rho ∗ rho2 ∗ ( Vp22 ∗ (VF / 2 . ) ∗W12∗W42 + Vs22 ∗ (VF) ∗W22∗W32 )

86 d52=Q2∗∗2 .∗T2 ∗∗2 .∗W12∗W22∗W32∗W42

87 D02=d12+d22+d32+d42+d52

88 R22 = −1+2.∗W12∗ ( D02∗∗ (−1. ) ) ∗ ( Vs22 ∗ ( Vp22 ) ∗W22∗X2∗∗2 .+ Vp22 ∗ (VF / 2 . )
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∗ rho ∗ rho22 ∗W42 +Q2∗∗2∗T2∗∗2∗W22∗W32∗W42)

89

90 d t =2∗wid th / r e a l (VF)

91

92 R0=( R11+R22∗ exp(−CMPLX( 0 . 0 , 1 . 0 ) ∗2 .∗ Pi ∗ f r ∗ d t ∗ cos ( t h e t a 2 ) ) ) / ( 1 + R11∗R22∗

exp(−CMPLX( 0 . 0 , 1 . 0 ) ∗2 .∗ Pi ∗ f r ∗ d t ∗ cos ( t h e t a 2 ) ) )

93 R= abs ( R0 ) ! Ampl i tude

94 phiR = a t a n ( aimag ( R0 ) / r e a l ( R0 ) ) ! phase

95

96 w r i t e ( 5 0 , FMT=∗ ) f r , R , phiR

97 p r i n t ∗ , f r , R , phiR

98

99 end do

100 c l o s e ( 4 5 )

101 c l o s e ( 5 0 )

102

103 end r e f l e c t i o n
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