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Big Data & Recommender Systems



“Small” data



Culmination of data



Big data



Library big data

• Catalogue data
• Process/transactional data



Machine learning



Recommender systems



Use Cases



Commercial use



Library use-Catalogue



Recommender workflow from BibTip



Library use–Special collections



Library use–Theses collection



Library use- Article recommendation



Library use- Personalized recommendation service



Benefit of recommender systems

Effect of adding “people who borrowed this, also borrowed…” 
suggestions at the end of  2005 and adding personalized “we think 
you might be interested in…” suggestions in 2006 in a UK library



Recommendation techniques

• Content based 
• Collaborative filtering-based 
• Knowledge-based 
• Hybrid 
• Computational intelligence-based
• Social network-based 
• Context awareness
• Group



Our focus

Content based 
• Pair specific users to 

library items based on 
the metadata of the item 
and what is known about 
the user

Collaborative filtering-based
• make choices based on the 

opinions of other people 
who share similar interests



Our project



Data Sources 
• The New York Times 
- Hardcover Fiction Best Sellers (2018)
- Weekly best sellers, 15 books each week



Data Sources 
• Goodreads

-Ratings from the most popular 99 reviewers
- Their reviews from 2018



Data Sources 
• Worldcat



Top 10 Highly Rated NYT Bestsellers



Programming Language: Python 
Libraries used
• Pandas--high-performance, easy-to-use data 

structures and data analysis tools
• Numpy--support for large, multi-dimensional 

arrays and matrices, along with a large collection 
of high-level mathematical functions

• Sklearn--machine learning library, tools for 
natural language processing



Methods

• Bayesian Estimate Algorithm 
Weighted Rating (WR) =

Where:
R = average for the books (mean) = (rating)
v = number of votes for the books = (votes)
m = minimum votes required to be listed  
C = the mean vote across the whole dataset



Bayesian Estimate Recommendation 
ISBN Score

425270718 4.418505

425284689 4.349695

670026190 4.347709

735219095 4.346345

1250066204 4.330440

1501160796 4.326513

316556343 4.313130

312577230 4.264350

735217351 4.237557

1250122996 4.207864

Data 
Source

# Calculate C
C = gr_stats['average_rating'].mean()

# Calculate the minimum number of votes -- m
m = gr_stats['ratings_count'].quantile(0.60)

#Computes the weighted rating of each book
def weighted_rating(x, m=m, C=C):

v = x['ratings_count']
R = x['average_rating']
# Calculation based on the formula

return (v/(v+m) * R) + (m/(m+v) * C)

GoodReads Reader’s  
Ratings for The New 
York Times 
Bestsellers —
Hardcover Fiction 
(2018)



Methods
• Collaborative Filtering - Matrix Factorization 

Algorithm 



Collaborative Filtering - Matrix 
Factorization Recommendation 

from sklearn.decomposition import TruncatedSVD

# Transpose book titles and userID
X=df.values.T
# Reduce dimension 
SVD = TruncatedSVD(n_components=15, random_state=None)
matrix = SVD.fit_transform(X)
# Caculate the Pearson r correlation coefficient for every book
corr=np.corrcoef(X) alc

Recommend similar book to Evidence Of The Affair
['Clockwork Angel', 'Clockwork Prince', 'Clockwork Princess', 'Leah On The Offbeat', 
'My Favorite Half Night Stand', 'One Day In December', 'The Lighthouse Keeper S 
Daughter']



Methods

• Content-Based – Cosine Similarity Algorithm 



Content-Based – Book Metadata 
Similarity Recommendation 

from sklearn.metrics.pairwise import cosine_similarity
from sklearn.feature_extraction.text import CountVectorizer

# Join author and subject fields
def create_metadata(x):

return ' '.join(x['author']) + ' '+ ' '.join(x['subject'].split('\n'))
… 

# Compute the cosine similarity score 
cosine_sim = cosine_similarity(count_matrix, count_matrix) 

Recommend similar book to A PLACE FOR US
HEADS YOU WIN
TWISTED PREY
CHERRY
NEED TO KNOW
THE PRESIDENT IS MISSING



Methods

• Content-Based – TF-IDF Algorithm (Term 
Frequency — Inverse Document Frequency)

Where 

• wi, j is the weight of word i in 
document j

• dfi is the number of documents that 
contain the term i

• N is the total number of documents



Content-Based – Book Summary TF-
IDF Similarity Recommendation 

from sklearn.feature_extraction.text import  TfidfVectorizer
from sklearn.metrics.pairwise import linear_kernel

# Construct the required TF-IDF matrix  
tfidf_matrix = tfidf.fit_transform(df['summary'])
# Compute the cosine similarity matrix
cosine_sim = linear_kernel(tfidf_matrix, tfidf_matrix)

Recommend similar book to ALL WE EVER WANTED
WHERE THE CRAWDADS SING
THE CLOCKMAKER'S DAUGHTER
UNBOUND
PIECES OF HER
ALTERNATE SIDE
THE IMMORTALISTS



Limitations
• Availability of  data activity for supporting 

academic
• Lack of academic data integrity

Harvard Library APIs & Datasets
The Harvard Library provides open access to metadata through bibliographic datasets and 
APIs.

https://library.harvard.edu/services-tools/harvard-
library-apis-datasets

• Privacy issues
• Unclear algorithms 

https://library.harvard.edu/services-tools/harvard-library-apis-datasets


Future uses

• Circulation data
• Interlibrary loan data
• Data from libraries and generating cross-library 

recommendations



Open Questions

What do you expect to see in libraries as 
machine learning systems integrate 

more in our daily operations?



Open Questions

What structural and personnel changes 
can we expect to see in libraries as 

machine learning systems become “good 
enough” for work done by us now?



Questions?

Jingshan Xiao 
xiao@uhcl.edu

Wenli Gao 
wgao5@uh.edu

mailto:xiao@uhcl.edu
mailto:wgao5@uh.edu
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