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Abstract 

 

I propose a Direct Waveform Inversion (DWI) scheme to address several existing 

challenges in many full waveform inversion (FWI) methods. A key ingredient in 

DWI is the explicit use of the wavefield time-space causality property in the 

inversion, which allows us to convert the global non-linear optimization problem in 

the FWI, into local linear inversions that can be readily solved. DWI is a recursive 

scheme that sequentially inverts the subsurface model in a shallow-to-deep fashion. 

Therefore, there is no need for a global initial velocity model to implement DWI and 

the DWI is unconditionally convergent. For DWI to work, DWI must use the full 

seismic wavefield, including internal and free-surface multiples, and it combines 

seismic migration and velocity model inversion into one single process. Therefore, 

DWI simultaneously obtains interface information and the interval velocities.  

In this dissertation, I first illustrate the basic idea of DWI in 1D horizontally 

layered models with plane wave incidence using numerical examples. The basic idea 

is to build a recursive scheme by decomposing and extrapolating wavefields in each 

layer and applying the localized inversion to find the properties of the next layer. I 

apply the DWI concept to several scenarios, including inversion of both P-wave 

velocity and density in the 1D stratified layered model using both plane wave and 

point source incidence, inversion of a 2D model using a point source. For the 

simultaneous inversion of velocity and density structure, I use the angle-dependent 

reflections from multiple plane wave sources to improve the stability of the inversion. 

To invert for the 2D model with point sources, I use the boundary integrals to 



 

vii 
 

decompose and extrapolate the spherical waves, during the process I use a localized 

reverse time migration (RTM) method to look ahead to locate the next layer. For the 

inversion of the 1D stratified layered model with a point source, I develop a new 1D 

scheme for the spherical wave case. Numerical examples are presented for all these 

different scenarios. In the final part, I review applications of the Gelfand-Levitan-

Marchenko (GLM) equation in geophysics studies and discuss their relations to my 

DWI. 
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Chapter 1. Introduction 

 

1.1 Review of seismic waveform inversion 

 

Seismic waveform inversion is an important tool for mapping and understanding the 

subsurface property in both exploration and global seismology. There are several 

different research directions for waveform inversion. Among them, the Full 

Waveform Inversion (FWI) methods are the most well developed and have already 

become a conventional processing step in geophysics studies. In the early 1980s, 

Lailly (1983) and Tarantola (1984) firstly proposed the idea of the FWI based on the 

single scattering Born approximation: the FWI converts the non-linear seismic 

waveform inversion into a linear problem by matching waveform information 

between seismic records and modeled dataset based on an initial model to iteratively 

update the model. The goal is to find a final model which is consistent with the 

observed data.  In recent decades, FWI was extensively discussed and developed, 

including inverting for more complicated media and more parameters (Tarantola 

1986, Pratt 1999, Pratt and Shipp 1999, Virieux and Operto 2009). Using global 

matching and the Born approximation features, FWI heavily relies on the low-

wavenumber information from the starting model and low-frequency information 

from the dataset. Unfortunately, these two pre-requisites are very difficult to achieve 

in real seismic surveys, as the subsurface geological structure is always very complex, 

and the seismic data are bandlimited (i.e., lacking of frequency content < 5 Hz). 

Moreover, the perturbation approach in FWI demands for significant computational 
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resources. To alleviate these challenges, lots of work have been done from different 

aspects. Examples include the Laplace FWI (Shin and Cha 2008, Shin and Ha 2008, 

Kim et al. 2013), envelope inversion (Wu et al. 2014, Luo and Wu 2015, Chen et al. 

2018), intensity inversion (Liu et al. 2018, Liu et al. 2020), and the FWI using deep 

learning techniques (Richardson 2018).   

 Besides the FWI methods that invert the model through a global fitting 

approach, direct inversion methods also play a significant role in the seismic 

waveform inversion study. The idea of the direct inversion firstly comes from the 

inverse scattering problems, aiming to determine a target's characteristics from its 

scattered field. Ware and Aki (1969) begun the study of direct non-linear waveform 

inversion in the 1D medium. They first established the relationships between 

scattering potentials and recorded responses by representing the wave equations using 

the Schrodinger equation, then applied the Gelfand-Levitan-Marchenko (GLM) 

scheme (Agranovich and Marchenko 2020). Without any a prior knowledge of the 

model, the GLM scheme can determine the model’s potential directly from the 

response. However, by representing the wave equation using the Schrodinger 

equation, a second derivative operator is applied to the impedance function, making 

the scheme almost only applicable to continuous medium for a typical seismic 

frequency bandwidth.  

 In 1997, Weglein and his colleagues extended some early works (Moses 1956, 

Razavy 1975) and developed the inverse scattering method (Weglein et al. 1997, 

Weglein et al. 2000, Weglein et al. 2001, Weglein et al. 2003). The inverse scattering 
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method is a direct non-linear inversion with the advantage of not requiring prior 

knowledge of an initial velocity model. However, the convergence of the entire series 

can be a problem for large scale strong-contrast objects (Prosser 1969, Prosser 1976, 

Prosser 1980, Prosser 1982, Weglein et al. 1997). To solve the convergence problem, 

Weglein and his colleagues introduced the concept of “subseries”. The subseries, 

isolated from the whole scattering series according to different tasks, could converge. 

On the other hand, Yao et al. (2014) proposed another direct non-linear inversion 

scheme using the Volterra inverse scattering series. Based on the previous work from 

Sams and Kouri (1969), the convergence behavior of the Volterra series is guaranteed 

in the forward modeling. However, the inverse scattering series (ISS) using the 

Volterra series still suffers a convergence problem. Eftekhar et al. (2018) introduced 

the Shanks transform and achieved convergence acceleration for strong-contrast 

media.  

The research interest of the GLM scheme was renewed by Rose (2002) and 

gained momentum recently. He presented a focusing approach that allows one to 

focus the wavefield to any point in a 1D space by constructing an incident wavefield 

using a delta function and time-reversed solution of the GLM scheme. Later on, 

Rose’s approach got further extended and developed into the Marchenko method by 

Slob et al. (2014), Wapenaar et al. (2014), and Wapenaar et al. (2014). Unlike the 

traditional seismic interferometry approaches, the Marchenko method can generate 

the seismic response from the source at the surface to any point into the model and 

determine the Green’s function beneath the focusing depth simultaneously using the 
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only surface recorded dataset while a reference background velocity model between 

the surface and the focus depth is available. By retrieving the focused wavefields and 

Green’s function indirectly, the Marchenko method provides a novel target-oriented 

solution for both imaging and inversion schemes aiming at areas beneath complex 

structures.  

In 2015 Liu and Zheng (2015) proposed a new direct inversion scheme called 

the Direct Waveform Inversion (DWI) to invert for the model’s velocities and 

layering simultaneously in a 1D medium. Instead of either the GLM scheme or the 

Born-Neumann series, a different route was pursued by Liu and Zheng, exploiting the 

space-time causality of the wavefield. In the DWI scheme, a global non-linear 

inversion problem is converted into many local inversions using a recursive process 

in a shallow to deep fashion. In each recursion step, the up-going and down-going 

wavefields are decomposed at the top of the layer and then extrapolated to the bottom 

of the layer. Following a linear inversion, the next (deeper) layer's property could be 

determined directly from the extrapolated wavefields. Based on a similar idea, I 

further proposed two different DWI schemes: inverting for velocities and geometries 

in a 2D irregular layered medium using point sources, and inverting for velocities, 

densities, and geometries for the 1D case using point sources. Results from the 

numerical modeling demonstrate that DWI has a great potential in inverting 

waveforms in more complex scenarios. 
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1.2 Overview of the dissertation chapters 
 

This dissertation presents the DWI details and its implementation in different 

scenarios. As a very different framework from other waveform inversions, DWI 

conducts inversion recursively, according to the causality rule. It provides a great 

potential for processing the seismic dataset more efficiently, capable to tackle some 

persisting problems in the conventional waveform inversion studies. 

 

In Chapter 2, I apply the DWI scheme in a 1D stratified layered model with a 

uniform density value through the whole model. The dataset is generated from a 

normal incident plane wave. Here I use the a 1D case to demonstrate the basic idea of 

the DWI scheme and its workflow, which also serves as the fundamental framework 

for all subsequent cases. Two synthetic tests are shown to validate this method under 

different conditions, including the free surface effect, strong velocity contrasts, and 

thin layer effects. 

In Chapter 3, I investigate and expand the DWI scheme for the 1D multi-

parameter inversion cases. In this study, the 1D model is still composed of 

horizontally stratified layers of variable densities in layers. The influences of velocity 

and density on the wavefield are always entangled together. It brings extra difficulties 

in performing the multi-parameter inversion. Using multiple plane waves at different 

incident angles, I developed a new 1D DWI scheme for simultaneously inverting the 
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layer depth, velocity, and density. Two synthetic tests are provided. The test result 

shows the DWI is able to perform the multi-parameter inversion. 

 

In Chapter 4, I extend the DWI scheme to a 2D layered model. In this study, 

the layer geometries are no longer constrained as horizontally stratified boundaries. 

The seismic dataset is generated by a point source. For the 2D case, I upgrade the 

wave propagation kernel using the boundary element method and use the 

conventional RTM and raytracing approach to handle the non-uniqueness issue of the 

2D ray paths. At the end of this study, a synthetic example is shown, in which the 

model has strong velocity variations and irregular boundaries of the layers. The 

inversion result proves the feasibility of the 2D DWI scheme. 

In Chapter 5, I will go back to the 1D DWI scheme. Unlike the previous 1D 

studies in Chapter 2, I modify the 1D DWI scheme to be applicable for the zero offset 

dataset from a 1D stratified layered medium with a point source. Since the 1D wave 

propagator can get amplitude errors in the point source case, only traveltime 

information is utilized in most parts of this scheme to avoid this issue. Moreover, two 

forward modeling process are introduced based on the inverted model help to retrieve 

the velocities and layer depths. A synthetic test is made to show the accuracy of this 

modified 1D DWI scheme. 
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In Chapter 6, I will review the GLM equation related methods. As an important 

equation governs a significant part of the inverse theory, this equation was first 

applied to the seismic waveform inversion in the 1960s and the interest has been 

revived in the early 2000s for wavefield focusing study, and still is an active research. 

Some features in GLM are similar with the DWI schemes. However, DWI is a more 

powerful method than GLM as we will see. The review covers both early applications 

of GLM in seismic waveform inversion and recent focusing approaches. At the end of 

this review, there will be a discussion comparing the GLM equation method and the 

DWI methods.  
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Chapter 2. Direct Waveform Inversion in the 1D stratified layered acoustic 

medium with plane wave incidence 
 

In this Chapter, I present the basic idea of the Direct Waveform Inversion (DWI) 

using a 1D stratified layered acoustic model and demonstrate its application with 

numerical examples. 

 

2.1 Introduction 
 

The seismic full waveform inversion (FWI) (Lailly 1983, Tarantola 1984) initially 

formulated in the time domain represents an important conceptual leap whose 

purpose is to find a subsurface model that can be used to predict observed seismic 

waveforms in both phase and amplitude, wiggle to wiggle. The FWI can also be 

implemented in the frequency domain (Liao and McMechan 1996, Pratt 1999, Pratt 

and Shipp 1999, Sirgue and Pratt 2004). Despite some success, the FWI mathematical 

formulation has significant physical limitations. This chapter aims to propose a new 

formulation, called direct waveform inversion (DWI), to overcome these limitations. 

At present, the DWI is by no means perfect, but it provides promising directions for 

waveform inversion. 

The seismic FWI problem was frequently cast into a global nonlinear 

mathematical optimization problem. A model is sought to minimize a misfit/objective 

function defined between the observed data and the model-predicted data (Virieux 

and Operto 2009). The nonlinearity arises because the change in seismic data in 
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response to the change in the model parameter is not linear. In FWI, one linearizes the 

problem around a starting model and then computes the local gradient (e.g., the 

Frechet derivative) of the data perturbation with respect to the model perturbation and 

updates the model along the gradient direction. The updated model will be the next 

starting model, and this process can be iterated until a certain convergence criterion 

about the misfit is met. 

Challenges to implementing the FWI were almost immediately recognized 

since the inception of the FWI idea (Lailly 1983, Tarantola 1984). The first one is the 

initial-model dependence and convergence issue in the nonlinear global optimization. 

The second one is the FWI’s apparent lack of ability to recover low-wavenumber 

(large-scale) strong-contrast model variations. 

The FWI results strongly depend on the initial model that is usually not an 

outcome of the FWI itself but is provided as an input to the FWI. The FWI works 

well if a good initial model in the neighborhood of the true model can be found at the 

beginning (Gauthier et al. 1986, Tarantola 1986, Mora 1987, Bourgeois et al. 1989). 

Suppose the initial model is far from the true model. In that case, the FWI iteration 

may converge to a local minimum of the objective function, and the global 

optimization cannot be attainable. Real geological models are likely to be 

complicated. Demanding an initial model that is already close to the true model 

undercuts the true value of the practical implementation of the FWI. Fortunately, 

Kolb et al. (1986) showed in numerical examples that if a coarsely smoothed version 

of the true model is available as the starting model, the FWI could converge to the 
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true model. This conclusion had been confirmed more recently (Sirgue and Pratt 

2004, Pratt 2008). Can the FWI produce its own low wavenumber initial modeling? 

Within the gradient-based FWI theoretical framework, the low frequency seismic data 

is needed in order for the FWI to recover the low-wavenumber model component 

(Kolb et al. 1986, Bunks et al. 1995) because the FWI formulation/approximation is 

more linear/accurate at low frequencies. Seismic data in exploration settings are 

bandlimited. However, even without the low frequency data, the low-wavenumber 

model information is indeed contained in the data. It can be readily obtained using 

many other methods such as traveltime tomography or the normal moveout analysis 

(Mora 1989). The inability of FWI to invert for low wavenumber model variations 

relative to a simple starting model (e.g., homogeneous or linear) shows the deficiency 

in the FWI formulation. 

 

The gradient-based FWI methods do not account for the full physics of wave 

scattering and propagation. Tarantola (2005, p.128) pointed out that the FWI local 

Frechet gradient amounts to the linear single scattering Born approximation. Recent 

work by Wu and Zheng (2014) showed a one-to-one correspondence between the 𝑛𝑡ℎ 

order Frechet derivative and the 𝑛𝑡ℎ order multiple Born scattering. This means that 

FWI’s dropping high order functional derivatives is to physically ignore possible 

multiple scattering among unknown model perturbations/scatterers. This is a 

significant drawback in the FWI assumption. Wu and Zheng (2014) further showed in 

numerical modeling that including multiple forward scattering is critical to building 
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correct traveltimes for transmission paths. Both transmitted and reflected waves have 

transmission paths. Therefore, it is to be able to take into account multiple scattering 

among model perturbations in waveform inversion. (Note that the single scattering 

here is referred to single interactions between the background wavefield with the 

unknown model perturbations. However, the background field can be multiply 

scattered by structure contained in the background model.) The Born approximation 

is accurate if the following two conditions are satisfied: the data frequency is low or if 

the perturbation size is small compared to the wavelength, and the unknown model 

perturbation is weak. The first condition can be fulfilled if the starting model's low-

wavenumber component matches the true model's low-wavenumber component. 

Within the FWI theoretical framework, there has been a significant amount of work to 

obtain a low-wavenumber initial model, which is then used as an input to the FWI in 

the sequel. This includes the envelope inversion (Bozdağ et al. 2011, Wu et al. 2013, 

Wu et al. 2014, Luo and Wu 2015, Chen et al. 2018, Wang et al. 2018), intensity 

inversion (Liu et al. 2018), waveform correlation function inversion (Van Leeuwen 

and Mulder 2008), and the Laplace FWI (Ha and Shin 2013) and so on. There are also 

efforts to extrapolate the bandwidth of the data to ultra-low frequency (Xie 2013, Li 

and Demanet 2016). 

Recently, Liu and Zheng (Liu and Zheng 2015, Liu and Zheng 2017) proposed 

a reflection direct waveform inversion (DWI) scheme by explicitly exploiting the 

causality of space-time wavefield in the inversion process as a constraint. As a result, 

the DWI converts a global nonlinear problem into many local linear inversion 
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problems. The DWI does not require an initial global model. DWI first inverts for the 

shallow model and then recursively inverts for the deeper model. Unlike the FWI 

iterative process, this recursion process is always convergent, and in the meantime, it 

can fit the waveforms. DWI must use all wave types (primary reflections, internal and 

free surface multiples, etc.). DWI represents a different theoretical framework 

compared to gradient-based inversion methods. My focus here is to expand and 

review the basic ideas of DWI using the time-space causality principle as an explicit 

constraint so that this idea can be developed further by interested people. 

 

2.2 Basic idea of the DWI 

 

The explicit use of the time-space causality concept in DWI can be simply understood 

in a 1D case along the z-direction (Figure 2.1). The model can be parameterized as a 

stack of horizontally stratified layers. Consider the acoustic case, each layer is 

homogeneous and characterized by a sound speed, ci, and a layer thickness, Hi, where 

the subscript indicates the layer number (Figure 2.1). The pressure field is P(z,t), and 

the particle velocity field is Vz(z,t), where z is the depth, and t is time. U(z,t) and 

D(z,t) are up-going and down-going pressure fields at z, respectively. To simplify 

notations, I use Pi = Pi(zi, t), Vzi = Vz(zi, t), Di
± = Di(zi

±, t), and Ui
± = Ui(zi

±, t). zi
+ 

and zi
− represent depths slightly below and above zi, respectively. 
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Figure 2.1: DWI process for a 1D layered model. 

 

The starting assumptions are: 

(i) The incident wave is a down-going plane wave initiated at time zero at the 

acquisition-plane 𝑧0. The wavelet is an impulse. 

(ii) Both the wave pressure 𝑃0 and the vertical particle velocity 𝑉𝑧0 are recorded. 

The recorded waves include all the primary reflections, as well as the multiple 

reflections among all layers. 

(iii) The model parameters for all layers are unknown except the velocity of the 
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top layer is known, 𝑐0. 

(iv) All layers have the same density, 𝜌𝑖 = 𝜌. 

Having both types of data (pressure and particle velocity) will allow us to separate the 

wavefield at a depth into up-going and down-going waves (Backus (1959). In many 

cases, only one type of data is available. If only pressure data are available, we can 

predict the particle velocity data (Amundsen 1993, Amundsen et al. 1995, Zheng 

2010). Because I assume the availability of both pressure and particle velocity data, it 

does not matter whether the acquisition plane is a free surface or not. For now, the 

first layer is regarded as an infinite half space. 

 For plane waves, I can decompose the pressure–velocity data, P–𝑉𝑧, at a depth 

level into an up-going U and a down-going D pressure wave at the same depth via the 

following two relations: 

P D U= + , (2.1) 

zI V D U = − , (2.2) 

where I is the acoustic impedance, defined as the product of sound speed and density. 

Now the DWI inversion steps are described as follows: 

(1) Using the recorded data, 𝑃0 and 𝑉𝑧0 , I can obtain the up-going and down-

going pressure at 𝑧0, 𝑈0
+ and 𝐷0

+ , respectively; 

(2) If there is no free surface, there will be only one pulse in 𝐷0
+(𝑡) which is the 

direct wave at time zero. However, the up-going wave 𝑈0
+(𝑡) may have many 

arrivals due to wave interaction with multiple layer interfaces. It is known that 
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the earliest arrival in 𝑈0
+(𝑡) must be from the nearest reflector, which is at 𝑧1. 

I can undoubtedly pick its traveltime, 𝑡1 and amplitude, 𝐴1. Reflections from 

any other depths must come later than 𝑡1 and this is the time-space causality 

principle which states a correspondence between the earliest arrival in time 

and the nearest reflector in space; 

(3) Since I know 𝑐0 and have picked 𝑡1 , I can compute the distance 𝐻1  to obtain 

the depth of the first reflector 𝑧1: 𝐻1 = 𝑐0𝑡1 ∕ 2 and 𝑧1 = 𝑧0 + 𝐻1. 

(4) I extrapolate the up-going and down-going pressure wavefields from 𝑧0 to 

depth 𝑧1
− and get 𝑈1

− and 𝐷1
−. 𝐷1

− is a time-delayed version of 𝐷0
+ and the 

amount of time delay is 𝐻1 ∕ 𝑐0 . On the other hand, 𝑈1
− is a time-advanced 

version of which means I need to shift 𝑈0
+ to the negative time direction to get 

𝑈1
− and the amount of time shift is −𝐻1 ∕ 𝑐0. The amplitude ratio 𝐴1 =

𝑈1
−(𝑡1) ∕ 𝐷1

−(𝑡1) is related to the impedance contrast between the two layers: 

𝐴1 = (𝑐1 − 𝑐0) ∕ (𝑐1 + 𝑐0) so I can obtain the velocity 𝑐1 for the next layer; 

(5) From 𝑈1
− and 𝐷1

− and using Equation (2.1), I can obtain the P–𝑉𝑧 data at depth 

𝑧1
−, 𝑃1 and 𝑉𝑧1 . The P–𝑉𝑧 data are continuous across the boundary so I can 

pass the P–𝑉𝑧 data to depth 𝑧1
+; 

(6) At the very top of the second layer 𝑧1
+, I can decompose 𝑃1–𝑉𝑧1 data into up-

going and down-going pressure waves, 𝑈1
+(𝑡) and 𝐷1

+(𝑡), using 𝑐1 that has 

already been obtained in step (4); 

(7) Unlike 𝐷0
+(𝑡) which has a single seismic event, the down-going 𝐷1

+(𝑡) now 

may have a train of events because the interface at 𝑧1 can constantly reflect 
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waves downward. The upgoing 𝑈1
+(𝑡) should be composed of many seismic 

events too; 

(8) As the down-going 𝐷1
+(𝑡) can be regarded as an input signal and the up-going 

𝑈1
+(𝑡) as an output. I then deconvolve 𝐷1

+(𝑡) from 𝑈1
+(𝑡) and obtain a 

reflection response of the medium ( z > 𝑧1 part and with a transparent 

boundary condition at 𝑧1) due to a down-going impulsive plane wave initiated 

at 𝑧1
+. Here 𝐷1

+(𝑡) ∗ 𝑅(𝑡) = 𝑈1
+(𝑡) where ∗ is the convolution operation. In 

the deconvolution, the response 𝑅(𝑡) must be causal, 𝑅(𝑡) = 0 for 𝑡 < 0. 

Now, I can loop this process recursively from step (4) to step (8) with a 

stopping criterion in the next step (9); 

(9) Because the seismic data recording time length is finite and each depth 

extrapolation (Step (4)) will shift the up-going wave 𝑈(𝑡) to the negative time 

direction. At sufficiently large depth z, the up-going wave will be all zero, and 

this is the stopping criterion for DWI. 

It can be seen that DWI does not need an initial global model to start with. It 

integrates imaging and inversion as a single step, and it is recursive and always 

convergent.  

 

2.3 Two synthetic examples 
 

Here I present two synthetic examples to illustrate the application and effectiveness of 

the 1D DWI approach in a 1D stratified layered medium with plane wave incidence 

and constant density. In the first model, the free surface boundary conditions are set 
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on the top boundary, and half-spaces boundary conditions are set on the bottom 

boundary. In the second model, both the top and bottom boundaries are set up as half-

spaces boundary conditions. 

The first model is built of nine layers. Here I used one period of a 5Hz Sin 

function as the source wavelet. The source is at 0.45 km depth, and the receiver is at 

0.55 km depth. Using the recorded P and 𝑉𝑧 waveforms together with the first layer’s 

velocity, I obtain the up-going and down-going pressure fields using equation (2.1) 

and apply the 1D DWI algorithm to invert the velocity model given as red line in 

Figure 2.2. From the records (Figure 2.3), I can see due to the relatively large value of 

layers’ thicknesses, every event can be recognized easily, including first reflections, 

surface reflections, and multiples. Using the DWI algorithm, all this information 

could be fully utilized and yield a very precise inversion result comparing with the 

true model (Figure 2.2). 

 

Figure 2.2: True model (red line) VS the DWI inverted model (black line). 
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Figure 2.3: The down-going (a) and up-going (b) wavefields calculated from the 

record. Note the red part in the down-going time series is amplified by ten times. 

 

The second test model is a layered medium given by the red line in Figure 2.4. 

Unlike the first model, this model is built by hundreds of thin layers, the thickness of 

these layers are all 3 meters. The plane wave source depth is 20 m. The source 

wavelet is a Gaussian wavelet acquired by integrating a 20 Hz central frequency 

Ricker wavelet twice in time. Therefore, the wavelength is about 100 m, which is 

large compared to the 3m layer thickness. The receiver is at 40 m depth, recording 

both P and 𝑉𝑧 waveforms. The recorded waveforms are complex due to the internal 

multiples (Figure 2.5). However, the DWI can still successfully recover the model 

sound speed profile as the blue line in Figure 2.4. In fact, the DWI captures all 

physics, and the DWI inversion must use all wave types. 
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Figure 2.4: Comparison between the true model(red line) and the DWI inversion 

result(blue line).  
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Figure 2.5: The down-going (a) and up-going (b) wavefields calculated from the 

record. Note the red part in the down-going time series is amplified by ten times. 

 

 

2.4 Discussions 
 

As discussed in the Introduction, the gradient-based full waveform inversion (FWI) is 

just one of many types of waveform inversion strategy. In the FWI, the interaction 

between the background wavefield and the unknown scatters is treated as a single-

scattering Born scattering, which is valid if the scatter's size is small relative to the 
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wavelength (implies low frequency wave) and the velocity perturbation is weak. 

Consequently, the FWI needs to start from an accurate global low-wavenumber 

model or needs low-frequency data. This also means that the FWI is likely to succeed 

if the unmodeled scattered field (e.g., the difference between the observed data and 

the modeled data) is weak and can be modeled by the Born scattering. 

In contrast, the DWI builds on the explicit use of the time-space causality. The 

causality allows us to perform waveform inversion locally. It reduces the global 

nonlinear optimization to many local inversions. Therefore, a global starting model 

for the DWI is not necessary. The DWI builds the model in a shallow-to-deep fashion 

until all recorded data is used due to its finite recording length. It is interesting to note 

that Kolb et al. (1986) found that “progressive downward determination of the 

velocity distribution“ was better in overcoming the “local minimum“ issue in the 

FWI. While the FWI is likely to succeed when the unmodeled field is weak, the DWI 

works well if the unmodeled scattered field is a strong signal. 

 

2.5 Conclusions 

 

The DWI scheme I proposed here is a methodology to fit the entire waveform under 

the caveat that no initial global model and no model updating and iterations are 

needed. This method relies on the causality of the wavefield. It builds the model 

outward recursively from the source/receiver region. The DWI combines seismic 

imaging and inversion into a single step. The DWI fits the earliest part of the 
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waveform at each recursion step and represents a local fitting, therefore less 

computational time. Both primary and multiples are automatically taken into account 

in the DWI algorithm. The DWI offers the possibility to circumvent several 

significant challenges in the traditional FWI, including sensitive model dependence, 

local minima in the optimization, and slow or no convergence. 
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Chapter 3. DWI for density and velocity simultaneously in a 1D stratified 

layered acoustic medium with plane wave incidence 

 

In this chapter, I extend the DWI scheme by integrating the density inversion, using 

seismic recorded from a non-zero incident plane wave. A numerical example is 

presented to support the new framework.  

 

3.1 Introduction 
 

Seismic full waveform inversion (FWI), formulated originally by (Lailly 1983, 

Tarantola 1984), is a powerful process in subsurface velocity model building. The 

goal of the FWI is to find a model such that the model-predicted waveforms fit the 

observed waveforms. Since the FWI is an iterative gradient-based method, its success 

depends on how far the initial model differs from the true model (Virieux and Operto 

2009). The limitation of the iterative FWI scheme was recognized early on (Gauthier 

et al. 1986, Tarantola 1986, Mora 1987, Bourgeois et al. 1989). Tarantola (2005, 

p.128) pointed out that the local Fréchet gradient used in the FWI is equivalent to the 

single scattering Born approximation. Therefore the performance of the FWI relies on 

an accurate and long-wavelength initial velocity model, in which case the Born 

approximation is more accurate. In the Born single scattering, low-frequency seismic 

data are needed to invert for low-wavenumber/large-scale structures (Wu and Zheng 

2014). However, due to the lack of low-frequencies (< 5 Hz) in most reflection 

seismic data, most developments in the FWI have been focusing on how to recover 
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large-scale structural information without using low-frequency data. These 

developments include, for example, the Laplace FWI (Shin and Cha 2008, Shin and 

Ha 2008, Kim et al. 2013), envelope inversion (Wu et al. 2014, Luo and Wu 2015, 

Chen et al. 2018), intensity inversion (Liu et al. 2018, Liu et al. 2020), and the FWI 

using deep learning techniques (Richardson 2018).  

 To circumvent the challenges in the FWI, I proposed an alternative waveform 

inversion scheme (Liu and Zheng 2015, Liu and Zheng 2017), called the direct 

waveform inversion (DWI), to invert for subsurface models without an initial global 

model. The DWI combines seismic imaging and velocity model building into one 

single process. It is necessary for the input seismic data to include both free-surface 

and inter-bed multiples. Using surface recorded reflection seismic data, the DWI is 

able to deliver accurate P-wave velocity inversion results without using an initial 

global model for both 1D and 2D layered models (Zheng and Liu 2020). Without a 

global model, the DWI inverts the model from shallow to deep depths. In this regard, 

the DWI is similar to the layer-stripping methods (Claerbout 1976) and the approach 

by Goupillaud (1961). However, there are important differences in the methods, 

particularly the explicit use of the time-space causality in the DWI.   

 

 The purpose of this paper is to examine the DWI’s potential to simultaneously 

invert for velocity and density profiles for a 1d layered medium. It is noted the DWI 

is not constrained to 1d layered cases. (Zheng and Liu 2020) demonstrated the DWI 

also worked for 2d models for velocity profile inversion. Since multi-parameter 
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attributes of rock strata are important for understanding subsurface properties and 

reservoir characterization, I have seen that multi-parameter the FWI methods had also 

been proposed to invert for not only P-wave velocity but also S-wave velocity, 

density, and seismic anisotropy (Sears et al. 2008, Brossier et al. 2009, Jeong et al. 

2012, Warner et al. 2013, Alkhalifah and Plessix 2014). In the following sections, I 

extend the DWI formulation to the simultaneous inversion for layered velocity and 

density structures. A numerical example is given to demonstrate this methodology.  

 

3.2 Inverting model’s velocity and density using the DWI scheme 
 

In the previous 1D DWI scheme, I assume the density is constant throughout the 

model. For models of depth dependent density profiles, there were some relevant 

work by Coen in the 1980s (Coen 1981, 1981, 1981). In Coen’s work, the density and 

velocity are inverted separately using a dataset from oblique incident plane waves 

based on the Gel’fand-Levitan-Marchenko (GLM) theory (Berryman and Greene 

1980, Agranovich and Marchenko 2020). In my study, instead of applying the GLM 

theory, I directly use the incident angle (θ)-dependence of the reflectivity, R(θ), to 

invert for both velocities and densities of a layered model. To achieve simultaneous 

inversion of velocities and densities, I show how to modify the steps in the previous 

section, respectively.  
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Assuming the wave is incident from medium-1 (ρ1, c1) at an angle θ to 

medium-2 (ρ2, c2), I have the angle-dependent reflectivity 

 

( )
2 2 2

2 2 1 1 2

2 2 2

2 2 1 1 2

c cos c c sin
R

c cos c c sin

 − − 
 =

 + − 

. 
(3.1) 

If I have two plane waves of two different incident angles α and β and two amplitude 

ratios Rα = R(α) and Rβ = R(β), I can in principle determine c2, and ρ2, 

simultaneously.  

 

To further improve the inversion’s accuracy, I can make use of data from multiple 

incident angles (n ≥ 2) and minimize the objective function 

( ) ( )
2n

i i ii 1
J R , r R r

=
 =  −    . 

(3.2) 

In equation (3.2), for the plane wave at the incident angle θi, R(θi) is the amplitude 

ratio calculated using the equation (3.1), and ri is the measured amplitude ratio of the 

up-going and down-going pressure fields. 

 

Assuming the incident angle is θ, the steps of the DWI need to be adjusted as follows: 
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Firstly, I need to modify equation (2.2), the relationship between the pressure and 

vertical component of the particle velocity to 

zD U cV cos− =   . 
(3.3) 

Secondly, the extrapolation of up-going and down-going pressure fields should be 

modified as 

( )2 1U U exp i cos− += −   , (3.4) 

 ( )2 1D D exp i cos− += +  
. (3.5) 

 

In addition, using the amplitude ratio R(θi) from multiple incident angles, θi, I can 

obtain c2 and ρ2 by either solving (3.1) directly or fitting equation (3.2). Compared 

with equation (3.1), equation (3.2) uses information from multiple traces and better 

handles errors from the data. 

 

Finally, I need to use equations (2.1) and (3.3) to compose P and Vz.  

 

3.3 Numerical Examples 
 

In this section, I present two synthetic examples to demonstrate the effectiveness of 

the proposed method: a simple layered model with six layers, and a complex layered 
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model with thirty-one layers. Both models are horizontally stratified. Within each 

layer, the velocity and density are constant. However, different layers have different 

properties. Both the top and bottom boundaries of the model are set up as half-spaces 

boundary conditions.  

  

The synthetic data (pressure & particle velocity) in both examples are 

generated by a propagator matrix method (e.g., Eftekhar et al. 2018). The plane wave 

is injected at the depth of 0 m and propagated downward. The receivers are also 

placed at depth of 0 m. Both the pressure and particle velocity wavefields are recorded 

at a time sampling interval of 1ms. 

 

Example 1.  

In the first example, different layers of the model (Figure 3.1) have the 

velocity contrasts up to 200%. Here I use a 15 Hz Ricker wavelet as the incident 

plane wave for the model (Figure 3.1). I conduct the modeling for four plane wave 

sources at different incident angles: 0, 5, 10, and 15 degrees. The waveform records 

of the pressure and the vertical component of particle velocity are shown in Figure 

3.2.  
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Figure 3.1: Velocity (a) and density (b) profiles of the true model. 
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Figure 3.2: Recorded wavefields of pressure (a)-(d) and vertical component of 

particle velocity (e)-(h) in response to four different plane waves. The amplitudes in 

red dashed frames are amplified by 300 times. 

 

In Figure 3.2, the recorded waveforms contain full waveform information of the 

pressure and vertical component of particle velocity fields, including the primary 

reflections and multiples.  
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Figure 3.3: Comparisons between the DWI inversion result and true model on 

velocity (a) and density (b) models. 
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Using the input data shown in Figure 3.2 and following the DWI steps in the previous 

section, I invert for both the velocity and density of each of the model layers shown in 

Figure 3.3. I also lay out the misfit of velocities and densities between the inverted 

result and correct model in Table 3.1 (The misfits are calculated using the difference 

between the inverted and correct values divided by the correct values). 

 

 

 

Table 3.1: The misfit of velocities and densities between the inverted result and 

correct model (the velocity and density information of the first layer are known).  

 

From Table 3.1, I can see most of the inverted results have a very high accuracy (less 

than 0.5%) except for the velocity of layer 6. This might cause by less waveform 

information in the up-going pressure field compared with the inversions in the layers 

above. 
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Figure 3.4: Comparisons of data (red) and synthetics (black) modeled using the DWI 

inverted model for pressure (a) and particle velocity (b) at the 0-degree incidence. 

Note the waveform amplitudes in the red dashed box are amplified by 300 times. 

 

To check the validity of the inverted model in data space, I conduct a forward 

modeling process. The modeled waveforms using the DWI model fit the data very 

well (Figure 3.4). Both the primary reflections and the internal multiples get well 

recovered in the inverted model.  
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Example 2.  

In the second example, I build a model with 31 velocity and density 

discontinues (Figure 3.5). An 80 Hz Ricker wavelet is used as the incident plane 

wave, and the modeling is conducted for four plane wave sources at different incident 

angles: 0, 5, 9, and 16 degrees. The waveform recordings of the pressure and the 

vertical component of particle velocity are shown in Figure 3.6.  
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Figure 3.5: The velocity (a) and density (b) profiles of the true model for the DWI. 



 

36 
 

 

 

Figure 3.6: Recorded wavefields of pressure (a)-(d) and vertical component of 

particle velocity (e)-(h) in response to four different plane waves. The events in red 

dashed frames are amplified by 10 times. 
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Compared with the recorded waveforms in the first example (Figure 3.2), both the 

primary reflections and the internal multiples (Figure 3.6) are much more 

complicated. Using these data, I apply the DWI scheme and acquire the inversion 

results of velocity, density, and impedance models shown in Figure 3.7. 
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Figure 3.7: Comparisons between the DWI inverted model and true model on 

velocity (a), density (b) and impedance (c) models. 

 

From Figure 3.7, I can see the DWI scheme almost fully recovers the true impedance 

model. Although there are some small misfits (less than 2%) for the velocity and 

density models, the inverted models still agree well with the true model. To further 

examine these misfits' influences, I also conduct a forward synthetic modeling same 

as example 1 based on the inversion result shown in Figure 3.8. The modeled 

waveforms using the DWI model fit the data very well, including the primary 

reflections and the internal multiples.  
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Figure 3.8: Comparisons of data (red) and synthetics (black) modeled using the DWI 

inverted model for pressure at the 0-degree incidence (a), the events in the red dashed 

box are amplified by 10 times. A zoomed in view of the events in the red dashed box 

are presented in (b). 
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3.4 Conclusion and discussions 
 

Unlike the FWI, DWI does not rely on an initial global model to start the waveform 

inversion process. For the layered model with constant velocity in each layer, the 

DWI scheme converts the FWI global optimization problem into many localized 

reflectivity inversions using the causality principle. Hence it reduces the nonlinearity 

significantly. In the DWI, large-amplitude signals from strong-contrast anomalies are 

desired. In the FWI, if the misfit is large between the data and the initial model 

prediction, convergence can be a problem.  

 

Another approach is the 1D density velocity inversion using the GLM theory 

(Wu and He 2020). This approach tries to invert the whole model in two-way 

traveltime then convert to depth. For the 1D problem, the time to depth conversion is 

easy to carry out, for 2D and 3D problems, a velocity model must be obtained as 

prior. However, for the DWI, the inversion is localized, and the inverted model is 

automatically in the depth domain.  

 

I propose a new DWI scheme to simultaneously invert for the subsurface velocity 

and density properties, using multiple plane waves. Using recorded seismic data, this 
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method inverts for the model parameters locally from shallow to deep depths 

recursively. I used a numerical example to demonstrate the feasibility of this method.  

  



 

43 
 

 

Chapter 4. DWI for velocity in the 2D irregular bounded layered acoustic 

medium with point source 

 

In this chapter, based on the 1D DWI approach, I develop a direct waveform 

inversion (DWI) scheme to map subsurface velocity and reflectivity structures in 2D 

space. A numerical example is presented to support the new framework.  

 

4.1 Introduction 
 

Seismic waveform inversion is among the most advanced approaches of seismic 

imaging to map subsurface structures and properties. Full-waveform inversion (FWI) 

studies (Lailly 1983, Tarantola 1984, Pratt et al. 1998, Pratt 1999, Pratt and Shipp 

1999, Virieux and Operto 2009, Tao and Sen 2013) aim to find a subsurface model by 

solving a nonlinear optimization problem to match the recorded seismic waveforms 

using model prediction through an iterative perturbation approach.  

 The success of the FWI methods depends on the following: an accurate initial 

global velocity model, an optimization strategy to avoid local minima in inversion, 

and efficient propagators for rapid iteration and convergence (Pratt et al. 1998, Pratt 

1999, Pratt and Shipp 1999, Virieux and Operto 2009). In addition, the successful 

application of the conventional FWI highly depends on the availability of the low-

frequency data due to the single scattering approximation. However, a recent work by 

Wu and Zheng (2014) indicates the inadequacy of the single-scattering perturbation 
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assumption for modeling transmission waves through a strong velocity interface such 

as salt boundaries.  

 To deal with these requirements and challenges, several approaches have been 

developed in the FWI studies. For instance, the T-matrix method improves the 

convergence behavior and reduces the number of iterations by including higher-order 

non-linear terms in the inversion (Wu et al. 2014, Wang et al. 2017); the envelope 

inversion scheme alleviates the local minimum issue by introducing more low-

frequency information into the inversion (Wu and Zheng 2014); and combining the 

traditional first-arrival traveltime tomography with the FWI has achieved satisfactory 

results (Liu and Zheng 2015, Liu and Zheng 2017).  

 Besides the perturbation-based approaches, methods based on inverse 

scattering series also play a significant role in studying and understanding the 

inversion problem. Weglein and his colleagues extended the early works of (Moses 

1956, Razavy 1975) and developed the inverse scattering method (Weglein et al. 

1997, Weglein et al. 2000, Weglein et al. 2001, Weglein et al. 2003). The inverse 

scattering method is a direct non-linear inversion with the advantage of not requiring 

prior knowledge of an initial velocity model. However, the convergence of the whole 

series is very weak (Prosser 1969, Prosser 1976, Prosser 1980, Prosser 1982, Weglein 

et al. 1997). To solve the convergence problem, Weglein and his colleagues also 

introduced the concept of “subseries”. The subseries are isolated from the whole 

series according to different tasks and converge. On the other hand, Yao et al. (2014) 

proposed another direct non-linear inversion scheme using the Volterra inverse 
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scattering series. Based on the previous work from Sams and Kouri (1969), the 

converging behavior of the Volterra series is guaranteed in the forward modeling. 

However, the inverse scattering series (ISS) using the Volterra series still suffers a 

convergence problem. Eftekhar et al. (2018) introduced the Shanks transform and 

achieved convergence acceleration.  

 Recently, Wapenaar et al. (2014) and Slob et al. (2014) presented the 

Marchenko imaging method based on the 1D focusing approach by Rose (2002). 

Using an estimated background velocity model and surface seismic record, the 

Marchenko imaging method can focus the wavefield to any point in the subsurface by 

fitting the Marchenko-type equation iteratively. This method virtually moves the 

seismic sources and receivers to a deeper depth, and the focused wavefield only 

contains the reflections coming from below. The Marchenko Imaging method 

provides a new solution for imaging for the mediums having complex overburden 

structures, but it needs an accurate velocity model. Earlier notable works on 

Marchenko (GLM) inversion include Ware and Aki (1969) and Berryman and Greene 

(1980). Berryman and Greene (1980) showed the equivalence between the 

Goupillaud method of inversion (Goupillaud 1961) and the Marchenko integral 

equation.  

I first go through all the necessary steps, such as establishing suitable extrapolation 

and separation procedures to adopt the DWI idea from 1D to 2D problems. With 

numerical examples, I demonstrate the process in detail and study how the large 

velocity variation and lateral geometric variation impact the 2D DWI scheme. 
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4.2 Inverting model’s velocity using the 2D DWI scheme 
 

4.2.1 Separate & Extrapolate wavefields in a layered medium 

 

In the 2D DWI, I consider a 2D model with irregular layers (Figure 4.1). Within each 

irregular layer, the medium is homogenous. The source is a point source in the first 

layer, which radiates spherical waves. The main differences between the 2d DWI and 

the 1d DWI are the propagating behavior of the wavefields and the geometries of the 

layer boundaries.  

 

 

Figure 4.1: Wavefields in a 2D layered model. 𝑐0, 𝑐1, 𝑐2 are the velocities of each 

layer. The whole model has a uniform density value 𝜌.  
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 In Figure 4.1, L0 is the acquisition plane below the source in the first layer, L1 

and L2 are the upper and lower boundaries of the second layer. The whole volume of 

the second layer V is indicated by the dashed box. On L0, L1 and L2, P and 
∂P

∂n
 are the 

pressure and normal particle velocity fields, D and U with superscripts “-” and “+” 

are the up-going and down-going pressure fields, where “-” indicates the pressure 

fields on the upper side of the boundary, “+” indicates the pressure fields on the lower 

side of the boundary. DV and UV are the up-going and down-going pressure fields of 

any point below L1 in V. 

 

4.2.2 Decompose & extrapolate the wavefields in a 2D layered model 

 

In a 2D layered model with point source incidence, the wavefields are spherical 

waves, and the layer interfaces could be curved. As a result, decomposition and 

extrapolation of the wavefields are not as easy as plane waves in the 1D case. In this 

section, I look for a new scheme to first decompose P1 and 
𝜕P1

𝜕n
 into D1

+ and U1
+ on 𝐿1, 

then extrapolate into DV and UV. 

 I start with the boundary integral equation in the frequency domain (e.g., Ge 

and Chen 2008) to calculate the wavefields in V 

( )
( )

( )
1 2

'
'

' ' '

' '

L L

P x G(x, x )
P x G(x, x ) P x dS(x )

n n

   = −
  
  

 . 

 

(4.1) 
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 In equation  

(4.1), x⃑  is an arbitrary point in V, n′ is the normal direction of the surface element 

ds(x′⃑⃑  ⃑), P(x′⃑⃑  ⃑) and 
∂P(x′⃑⃑  ⃑)

∂n′  are the pressure and normal particle velocity fields (apart 

from the impedance constant) at x′ ∈ L1 ∪ L2, and G(x⃑ , x′⃑⃑  ⃑) is the causal Green’s 

Function between point x and x′. In the mathematical language of the Huygens-

Fresnel principle, equation  

(4.1) represents the wavefields at any interior point of V is the sum of the boundary 

sources (monopoles and dipoles) on L1 ∪ L2 when no source exists in V. 𝐷𝑉 and 𝑈𝑉 

could then be written as 

1

' '

1
' ' '

V 1' '

L

P x G x, x
D (x) G x, x P x dS(x )

n n

, 

 

(4.2) 

 
2

' '

2
' ' '

V 2' '

L

P x G x, x
U (x) G x, x P x dS(x )

n n

. 

 

(4.3) 

  As the DWI scheme starts from the top side of the model, P2 and 
∂P2

∂𝑛
 are not 

available at L1, therefore I could not directly use equation (4.3) to calculate UV. To 

address this issue, I use the anti-causal Green’s Function G∗(x⃑ , x′⃑⃑  ⃑) to replace G(x⃑ , x′⃑⃑  ⃑) 

in equation(4.2). In this sense, instead of describing how the wavefield propagates 

forward in time, G∗(x⃑ , x′⃑⃑  ⃑) now describes how the wavefield propagates backward in 

time. Once I know U1
+ and 

∂U1
+

∂𝑛
 on L1, I can further replace equation (4.2)’s P1(x

′⃑⃑  ⃑) and 
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∂P1(x
′⃑⃑  ⃑)

∂n′  by U1
+(x′⃑⃑  ⃑) and 

∂U1
+(x′⃑⃑  ⃑)

∂𝑛
 to extrapolate the up-going pressure field backward as 

below 

1

' * '

1
* ' ' '

V 1' '

L

U x G x, x
U (x) G x, x U x dS(x )

n n

. 

(4.4) 

  To calculate U1
+ and 

∂U1
+

∂𝑛
 on L1, I consider equation  

(4.1) when x⃑  is on L1,  

 

( )
( )

( ) ( )
( )

( )

( )
( ) ( )

( )
( )

1

2

' '

1
' ' '

1 1' '

L

' '

2
' ' '

2' '

L

P x G x, x1
P x P.V. G x, x P x dS x

2 n n

P x G x, x
G x, x P x dS x

n n

  
 = −
  
  

  
 + −
  
  





, 

 

 

 

(4.5) 

 where P.V. stands for Cauchy’s integral. 

 By substituting equation (4.3) into equation  

(4.5), U1
+ could then be expressed as 

( ) ( )
( )

( ) ( )
( )

( )
1

' '

1
' ' '

1 1 1' '

L

P x G x, x1
U x P x P.V. G x, x P x dS x

2 n n

+

  
 = − −
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( ) ( )

( )
( ) ( )

( )
( )

1

1 1

' '

1
' ' '

1' '

L

1
U x P x

2

P x G x, x
P.V. G x, x P x dS x

n n

+ =

  
 − −
  
  


, 

 

(4.6) 

  
∂U1

+

∂n
 could also be calculated by applying an additional differential operator 

∂

∂n
 on 

both sides of equation (4.6) 

1

' ' 2 '
' '1 1 1

1' '

L

U (x) P (x) P (x )1 G(x, x ) G(x, x )
P (x ) dS(x )

n 2 n n n n n
, 

 

(4.7) 

 where  represents a Hadamard finite part integration. 

In summary, start from P1 and 
∂P1

∂n
, I firstly use equations (4.6) and (4.7) to calculate 

U1
+ and 

∂U1
+

∂𝑛
, then use equations (4.2) and (4.4) to extrapolate 𝐷𝑉 and 𝑈𝑉  to any point 

in V below L1. 

 

4.2.3 Detect the lower boundary & apply the localized inversion 

 

In the 1D DWI scheme, the reflectors could be located based on the time difference 

between the first events in the up-going and down-going on the top of each layer 

because the raypaths are all along the vertical direction. However, in a 2D layered 

model with a point source, the raypaths could not be well defined anymore. 

Therefore, a new scheme is required to locate the reflectors. 
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 Here I apply the idea of the reverse time migration (RTM) method (Baysal et 

al. 1983) to find L2. I use D1
+ and U1

+ on L1 as a line of virtual sources and their 

responses, and use a homogeneous half space below L1 ith c1 as the velocity model. 

Since the only goal here is locating L2, I do not need the velocity information from 

the layers below L2. By the time-space causality rule, I can get L2’s approximate 

location from the shallowest focused area in the migrated image. To further determine 

L2’s exact location, I need to examine the first events of the extrapolated U1 and D1 at 

every point in the focused area. For the points on the reflector, their first events have 

the same traveltime.  

 After I locating L2, I can calculate c2 by minimizing the objective function  

n 2

i i i ii 1
J R , r R r

, 

(4.8) 

for point xi⃑⃑⃑   on L2, 𝑅i is the amplitude ratio calculated using the angle-dependent 

reflectivity relation in equation (4.8) shown below, and 𝑟i is the amplitude ratio 

calculated from the first events of U2
− and D2

−. 

2 2 2

2 i 1 2 i

i
2 2 2

2 i 1 2 i

c cosθ c c sin θ
R

c cosθ c c sin θ
, 

(4.9) 

 where I can calculate the incident angle θi at xi⃑⃑⃑   by the ray tracing scheme (e.g. Zhou 

2014) based on the model information I already acquired.  

 Finally, at L2 I can calculate P2 and 
∂P2

∂n
 by adding up U2

− and D2
−, 

∂U2
−

∂𝑛
 and 

∂D2
−

∂𝑛
 

respectively using equation (4.10) and (4.11) shown below 
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2 2 2P U D
, 

(4.10) 

 

2 2 2P U D

n n n . 

(4.11) 

 By now, I have built the recursive process of the DWI scheme in the 2D 

layered model. As the inversion goes deeper, when no focused reflectors could be 

found in the migrated image, I stop the DWI. 

 

 

4.3 Numerical examples 
 

In this section, I present a synthetic example to demonstrate the validity of this 

method. For the model, I consider a layered 2D model with irregular layer boundaries 

(Figure 4.2). The velocity is uniform within each layer, and the density is uniform 

throughout the whole model. Both the top and bottom boundaries of the model are 

half-spaces. 

 For the forward modeling process, I use a 2D acoustic finite difference 

method to compute the seismic data. The model has a 5 m grid size and 1 ms time 

step. I conduct 3 forward modeling processes with source S1, S2 and S3 placed at 

x1=1.0 km, z1=0.1 km; x2=1.5 km, z2=0.1 km and x3=2.0 km, z3=0.1 km. The source 

wavelet is a Ricker wavelet of 20 Hz central frequency. A linear array of 600 
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receivers recording the pressure P and particle velocity 
∂P

∂n
 are placed in the first layer 

below the source at the depth of 0.19 km, the receiver interval is 5 m.  

 

Figure 4.2: Velocity profile of the true model.  

 For the inversion process, here I use layer 2 as examples: start from layer 2’s 

upper boundary, the pressure and particle velocity fields generated by the second 

source 𝑆2 at x = 1.5km are shown in Figure 4.3. 
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Figure 4.3:  (a) The pressure field at layer 2’s top. (b) The particle velocity field at 

layer 2’s top. Events in red are amplified by 300 times. 

 Next, I decompose these wavefields by equations (2.1) and (4.6), the results 

are shown in Figure 4.4.  
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Figure 4.4: (a) The up-going pressure field at layer 2’s top. (b) The down-going 

pressure field at layer 2’s top. Events in red are amplified by 300 times. 

 I then propagate the decomposed wavefields downward into a homogeneous 

space with layer 2’s velocity and apply the cross-correlation between two wavefields. 

The migrated image is shown in Figure 4.5.  
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Figure 4.5: Migrated image by using a half space with constant layer 2’s velocity as 

model and decomposed up-going and down-going pressure fields as input.  

 By analyzing the up-going and down-going pressure fields in the focused area 

in Figure 4.5, I can further determine the exact location of layer 2’s lower boundary. 

The detailed comparisons at different depths but the same horizontal coordinate x = 

1.5km are shown in Figure 4.6 and Figure 4.7.  

 



 

57 
 

 

Figure 4.6: (a) The up-going and down-going pressure fields at point right on layer 

2’s lower boundary. (b) The up-going and down-going pressure fields at point one 

grid above layer 2’s lower boundary.  

 



 

58 
 

Figure 4.7: (a) Deconvolution results from the up-going and down-going pressure 

fields at point right on layer 2’s lower boundary. (b) Deconvolution results from the 

up-going and down-going pressure fields at pointone grid above layer 2’s bottom 

boundary.  

 At layer 2’s lower boundary, the first events of the up-going and down-going 

pressure fields meet at the same time, and the first impulse of the deconvolved time 

series is at time 0. I then apply the inversion using equations (4.8) and (4.9) to 

calculate layer 3’s velocity and apply equations (4.10) and (4.11) to calculate the full 

pressure and normal particle velocity fields. The calculated wavefields are shown in 

Figure 4.8 

 

Figure 4.8: (a): The pressure wavefield at layer 2’s bottom. (b): The particle velocity 

wavefield at layer 2’s bottom. Events in red were amplified by 15 times. 
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 Above are all the steps of the 2D DWI scheme’s recursive process within one 

layer. By taking this process recursively, it is capable of mapping out the geometries 

and velocity properties of every layer without any prior knowledge of the model 

except the velocity of the first layer (with the assumption of the uniform density 

model). 

 In the following part, I present the final inversion result from the true model in 

Figure 4.2. The comparison between the true model and the inverted model is given 

in Figure 4.9. The comparison between the input dataset and the modeled dataset 

using the inverted model is shown in Figure 4.10. 

 

 

 

Figure 4.9: (a) The original velocity model (b) The inverted velocity model.  
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Figure 4.10: Gather of input pressure wavefield (a) versus gather of modeled 

pressure wavefield(b) from inversion result. 

 Figure 4.9 displays a very good reconstruction result on the velocity model 

above the irregular boundary, but a small misfit below, which is also revealed in 

Figure 4.10. The misfit in the deeper layers weakened the amplitudes of multiples. 

Nevertheless, the amplitudes and traveltimes of the primary reflections and multiples 

are still well matched, indicating the misfit is reasonable.   

 

 

4.4 Discussions 
 

One new feature of the 2D DWI algorithm is that I changed from a global scale 

approach to a local scale approach. Instead of inverting for all model parameters 

simultaneously, I start from the acquisitions and build the model parameters 

recursively, from the source and receiver layers to expand the solution downwards 

until reconstructing all model layers. 
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 Compare with the 1D DWI scheme, the 2D DWI scheme has almost the same 

procedure for each recursive process but much more complicated details for the 

realization, which follows the fundamental principle of the DWI to focus on the 

space-tine causal property of the wavefields and to use only the responsible parts of 

the waveform records in the imaging and inversion process. 

 In the 2D DWI algorithm, the decomposition and extrapolation processes are 

based on the boundary integral approach, which requires the integration interval to be 

either a closed space or of infinite length. Hence, I assume that all the model 

boundaries are long enough to ensure precision. However, the anti-causal Green’s 

Function is not convergence as distance approaching infinity. In this situation, I can 

expect some artifacts in the calculated up-going pressure and particle velocity fields; 

this might bring in errors in the inverted results. 

 In the numerical example, I only tested 2D models with tilted layer boundaries 

and large velocity contrast, and it yielded satisfactory results. Clearly, further tests on 

more general types of model geometry are necessary to better investigate the 

feasibility, noise tolerance, and accuracy of the 2D DWI algorithm.  

 

 

4.5 Conclusions 
 

I have extended the direct waveform inversion (DWI) scheme to 2D space from the 

previous 1D method. The methodology and numerical simulations show that the 2D 
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DWI is able to provide a promising alternative approach to the conventional FWI 

formalism. I have demonstrated with numerical examples that the DWI algorithm 

does not require an initial global model, and it maps the subsurface in a recursive 

fashion from shallow to deep depths. The DWI is unconditionally convergent since it 

uses recursion rather than iteration. I will be able to extend the DWI to map more 

complex structures in the future. 
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Chapter 5. DWI for velocity inversion in a 1D stratified layered acoustic 

medium with point sources  
 

 

In this chapter, I further modify the original 1D DWI scheme and present a new 

scheme able to reconstruct a 2D stratified layered model's velocity profile using the 

pressure and particle velocity fields from a point source. A numerical example is 

presented to support the new framework.  

 

5.1 Introduction 
 

In the previous chapters, I proposed the DWI inversion scheme along with 

applications in both 1D and 2D stratified layered models. By strictly enforcing the 

time-space causality rule, the DWI scheme turns the non-linear global inversion 

problem into localized inversions at each layer. The wavefields are decomposed, 

extrapolated, and used for localized inversion in a recursive process from shallow to 

deep depth. Using the full waveform data, including primary reflections, free-surface, 

and inter-bed multiples, the DWI scheme doesn’t rely on an initial global model and 

is able to provide an accurate reconstruction of the model’s properties. 

In this chapter, I present a modified 1D DWI scheme applicable with zero-

offset seismic records generated by a point source in a 2D stratified layered model. 
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Unlike the previous 1D DWI scheme, the modified scheme does not rely on an 

accurate amplitude information. I first present the details of the new DWI scheme, 

then prove its feasibility using the inversion result from a numerical example. 

 

 

5.2 Applying the modified 1D DWI scheme in 1D stratified layers with point 

source 
 

In a 2D stratified layered model with a point source (Figure 5.1), the wavefields are 

spherical waves and have different propagating behavior from plane waves. As a 

result, applying the original 1D DWI scheme (equation (2.1) and (2.2)) in Chapter 2 on 

the zero-offset record from the stratified layered medium creates errors. However, by 

comparing the results of applying the original 1D DWI scheme between the spherical 

wavefields and plane wavefields from the same model, some waveforms in the result 

of the spherical wavefields have the same traveltimes but different amplitudes 

compared with the events in the results of the plane wavefields. In this chapter, I use 

these waveforms as the events for my inversion, and the rest waveforms are treated as 

errors. 
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Figure 5.1: Wavefields in a 2D stratified layered model. The whole model has a 

uniform density value ρ.  

 

In Figure 5.1, 𝑐1, 𝑐𝑖, 𝑐𝑖+1 are the velocities of  the first, 𝑖𝑡ℎ  and (𝑖 + 1)𝑡ℎ layer, 𝐻𝑖 is 

the thickness of the 𝑖𝑡ℎ layer. S is the source wavelet. L1 is the acquisition plane 

below the source in the first layer,  Li and Li+1 are the upper and lower boundary of 

the 𝑖𝑡ℎ layer. On L1, Li and Li+1, P and 
∂P

∂n
 are the pressure and normal particle 

velocity fields, D and U with superscripts “-” and “+” are the up-going and down-

going pressure fields, where “-” indicates the pressure fields on the upper side of the 

boundary, “+” indicates the pressure fields on the lower side of the boundary. 
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In the DWI schemes, the localized inversion in the 𝑖𝑡ℎ  layer has two goals: 

inverting for 𝐻𝑖 and inverting for ci+1. In this study, for the first goal, since the events 

in Di
+ and Ui

+ have correct traveltimes, and the one-way traveltime can be retrieved 

from the first events in Di
+ and Ui

+ once the errors are removed. For the second goal, 

since the amplitudes are erroneous in Di+1
−  and Ui+1

− , even if the errors are removed, a 

new method still needs to be established to calculate ci+1.  

To better illustrate the relation between the errors and events in Di
+ and Ui

+ in 

the following sections, I represent them as below 

( ) ( ) ( )i error eventD t D t D t+ = + , (5.1) 

( ) ( ) ( )i error eventU t U t U t+ = + . (5.2) 

where t is the time, Derror and Uerror are the errors, Devent and Uevent are the events 

having correct traveltimes but wrong amplitudes. 

 

5.2.1 Applying 1D scheme on 2D data to invert for the current layer’s 

thickness 

 

In Chapter Chapter 2, Hi could be retrieved from the half of the time difference 

between the first events in Di
+ and Ui

+, 𝜏. In this study, there are additional errors that 

need to be removed in Di
+ and Ui

+ to locate the first events. To begin with, here I note 

the arrival times of the first events in Di
+ and Ui

+ as 𝜏D𝑖
 and 𝜏U𝑖

.  
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Since the first event of Di
− and Di

+ have the same traveltime, 𝜏D𝑖
 can be 

calculated from equation (5.3) using 𝜏D𝑖−1
 and 𝜏U𝑖−1

  

i 1 i 1

i

D U

D
2

− −
 + 

 = . 
(5.3) 

  

To find 𝜏U𝑖
, Uerror(t < 𝜏U𝑖

) needs to be eliminated. As equation (2.1)and 

(2.2) describe a linear relationship between Pi, 
𝜕Pi

𝜕n
 and Di

+, Ui
+, Uerror are actually part 

of Pi don’t get correctly calculated. According to the time-space causality rule, 

Pi(t < 𝜏U𝑖
) are the first arrivals and the internal multiples from layers above. Hence a 

forward modeling result Pi
; based on the inverted information of layer 1 … i-1 can be 

used to predict Pi for the part (t < 𝜏U𝑖
) and Uerror(t < 𝜏U𝑖

). In addition, Pi
; can also 

be used to eliminate the part of Uerror(t > 𝜏U𝑖
) corresponding to the internal 

multiples from layers above coming after 𝜏U𝑖
. For the rest of Uerror(t > 𝜏U) 

corresponding to the events from deeper layers, although they can not be eliminated 

by the forward modeling process, these errors do not bother finding 𝜏U𝑖
. 

Same as Uerror, the part of  Derror corresponding to the part of Pi from layers 

above can be predicted and eliminated by Pi
;. The rest part of  Derror corresponding to 

the events from deeper layers don’t affect the inversion process. 
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5.2.2 Applying 1D scheme on 2D data to invert for next layer’s velocity 

 

In Chapter 2, ci+1 is calculated using the relation of the amplitude ratio of the first up- 

and down-going events, Ri+1 and ci, ci+1 in step (5). Considering the amplitude errors 

in Uevent and Devent, I introduce a new factor ferror. Using ferror the relation of Ri+1 

and ci, ci+1 becomes equation (5.4)  

i 1 i
i 1 error

i 1 i

c c
R f

c c

+
+

+

−
 =

+
, 

(5.4) 

where ferror is the factor to compensate for the amplitude error.   

Without knowing ferror, equation (5.4) could not be used to invert for ci+1. In 

this section, I present a strategy to invert for ci+1 without calculating ferror. 

I start with a model of i+1 layers. The first i layers of this model are based on 

the inverted information of layer 1 … i-1. For the (i + 1)th layer, I know the layer 

thickness Hi from the previous step in section 5.2.1. The model’s bottom boundary is 

set as a free surface. I then perform another forward modeling process based on the 

new model and get the new dataset P1
′′ and 

∂P1

∂n

′′
. By applying the same modified 1D 

DWI scheme on P1
′′ and 

∂P1

∂n

′′
, the new model’s up-going and down-going pressure 

fields Ui+1
− ′′ and Di+1

− ′′ could be calculated at the bottom of the ith layer. Since all the 

medium of the layer 1…i are the same between this model and the original model, 

Ui+1
− ′′ and Di+1

− ′′ have the same amplitudes errors as  Ui+1
−  and Di+1

− . In this case, the 
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relation between the amplitude ratio of the first events in  Ui+1
− ′′ and Di+1

− ′′, Ri+1
′′, 

can be written as below  

''

i 1 errorR f 1+  = − . (5.5) 

Combining equation (5.4) and (5.5), ferror is canceled and ci+1 could be 

represented using Ri+1, Ri+1
′′ and ci  

i 1
i 1 i i ''

i 1 i 1

R
c c 2c

R R

+
+

+ +

= −
+

. 
(5.6) 

In summary, for each recursive process of the modified 1D DWI scheme, here are 

the steps it consists of. 

Step 1. Start from Li, I decompose Pi and 
∂Pi

∂n
 into Ui

+and Di
+ using equations 

(2.1) and (2.2). I then calculate Pi
;  based on all the inverted model above Li. 

Using Pi
; I eliminate the part of Uerror and Derror corresponding to the 

responses from layer 1 to i-1. Then I get Hi by multiplying ci with τ, which is 

half of the time difference between the first impulse in the up-going wave Ui
+ 

and the first impulse in Di
+. 

Step 2. I extrapolate Ui
+ and Di

+ to the bottom of the ith layer (depth zi+1) in 

the frequency ω-domain  

( )i 1 iU U exp i− −

+ = −  , (5.7) 

( )i 1 iD D exp i− −

+ = +  . (5.8) 

Step 3. After calculating the amplitude ratio of the first events between Ui+1
−  



 

70 
 

and Di+1
− , Ri+1, I perform another forward modeling process based on all the 

inverted model above Li+1 and set Li+1 as a free surface to get Ui+1
− ′′ and Di+1

− ′′  

and Ri+1
′′. Using equation (5.6), ci+1 could be determined. 

Step 4. Finally, with ci+1, Di+1
−  and Ui+1

− , I apply equation (2.1) and (2.2) 

again to get Pi+I, 
∂Pi+1

∂n
. 

Start with the recorded dataset P0, 
∂P0

∂n
, and c0, the above process inverts the 

parameters of each layer (ci, Hi) from shallow to deep recursively. Note that, unlike 

the original 1D DWI scheme, the errors in this scheme make the waveforms in Ui
+ are 

not becoming fewer and fewer as the inversion going deep. Therefore a target depth 

needs to be set to force the inversion to stop.  

 

5.3 Numerical example 
 

In this section, I present a numerical example to validate the method. The model I 

used here is a stratified layered 2D model (Figure 5.2). Both the velocity and density 

are uniform in each layer. Both the top and the bottom of the model are half spaces. 

The synthetic wavefields are computed by a 2D finite difference method. The 

source is a 15 Hz Ricker wavelet point source placed at the depth of 0.25km, the 

pressure P and particle velocity 
∂P

∂n
 are recorded at 0.1km below the source. The model 

has a 5 m grid size, and the data are recorded at a 1 ms time step.  
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Figure 5.2: Velocity profile used for generating synthetic data 

 

Figure 5.3 shows the recorded wavefields, including the pressure and vertical 

component of the particle velocity fields. These wavefields include both primary 

reflections and multiples. 
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Figure 5.3: Pressure(a) and particle velocity(b) fields record used for the inversion. 

 

To illustrate the idea of errors and events in this study, I first present the 

comparison of the up-going pressure fields calculated at the receiver depth using the 

velocity profile in Figure 5.2 with a point source and plane wave incidence (Figure 

5.4). 
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Figure 5.4: Comparison of the up-going pressure fields calculated at the receiver 

depth using the velocity profile in Figure 5.2 with a point source (blue) and plane 

wave incidence (red). 

 

Compare the two results in Figure 5.4, although their amplitudes are different, 

some waveforms in the point source result still have the same traveltimes as the 

events in the plane wave incidence result. Based on the previous discussion, these 

waveforms are the events with correct traveltimes but wrong amplitudes. For the 

other waveforms in the point source result , they are considered as errors.  
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To better illustrate the process of removing the errors in step 1, here I use the 

deconvolved results from the up-going and down-going pressure fields at the top of 

layer 3 as an example (Figure 5.5). 

 

Figure 5.5: Result before(a) and after(b) removal of the errors at the third layer's top.  

 

In Figure 5.5 (a), the black line is the deconvolved result from the up-going and 

down-going pressure fields at layer 3’s top from the recorded data. The red dashed 

line is the deconvolved result from the forward modeling result. As the forward 

modeling process is only based on the inverted model, the deconvolved result from 
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the modelling result coincides with a part of the deconvolution result from the 

recorded data (red dashed box). By the time-space causality rule, these coincided 

responses are errors. After eliminating these errors, the first response in Figure 5.5 (b) 

from the deconvolved result is the response of the first reflector below. 

 

Using the data in Figure 5.3 and following the DWI steps in the previous 

section, I invert for the velocity profile shown in Figure 5.6: 

 

 

Figure 5.6: Comparison between the inversion result (red) and input velocity 

profile (blue). 
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Based on the comparison in Figure 5.6, this method provides an excellent 

inversion recovery of the true velocity profile using only the zero-offset record of the 

pressure and particle velocity fields.  

 

5.4 Discussion and Conclusions 
 

In this study, I demonstrate a modified 1D DWI scheme able to be applied to the 2D 

inversion problem. As the 1D scheme could not describe all the propagating 

behaviors of the spherical wavefields, errors are generated during the inversion 

process. To overcome this difficulty, I revisit the causality rule of space-time domain 

wavefields and add additional forward modeling processes into the scheme. Based on 

the part of the model that is already inverted, the forward modeling result could be 

used to eliminate the errors and invert the layer’s velocities with amplitude errors. A 

numerical example is also provided to demonstrate the feasibility of this scheme.  

Considering the similarity between 2D and 3D wave propagation behaviors, 

this scheme also has a good potential to be adopted for 3D stratified layered models 

and to be applied for more practical problems.  
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Chapter 6. Relation to the Gelfand-Levitan-Marchenko (GLM) Equation in 

Geophysical Study 
 

The developments and applications of the Marchenko-type equation have become a 

very active research area in recent years. As a family of methods based on the 1D 

direct inversion theory, they have many features that the DWI schemes share. In this 

Chapter, I first look into the fundamental applications of the Gelfand-Levitan-

Marchenko (GLM) equation in geophysics and then provide a numerical test of it.  At 

the end of this chapter, I compare these GLM applications with the DWI methods.  

 

6.1 Introduction 
 

The Gelfand-Levitan-Marchenko (GLM) (Agranovich and Marchenko 1963) 

equation governs a significant part of the scattering theory and plays a significant role 

throughout the history of the direct inversion study.  

From the late 1960s to the early 1980s, the GLM equation was mainly used to 

solve scattering potentials from the recorded responses. The wave equation was 

represented in the form of the Schrodinger equation (Ware and Aki 1969, Burridge 

1980). The advantage of such inversion schemes is that they do not rely on any a 

prior knowledge of the model. However, as a prerequisite of solving wave equations 

in the form of the Schrodinger equation, the applications of such inversion schemes 

were limited to continuous medium to ensure a good recovery of the medium 
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property. After the early 1980s, the GLM equation did not receive much further 

interests until 2002. Rose (2002) proposed a “single-sided” auto focusing approach to 

focus the acoustic wavefield into a layered medium at a certain time while the 

velocity profile is unknown. In Rose’s study, he also demonstrated the connection 

between the “single-sided” auto focusing approach and GLM equations through an 

iterative method. Rose’s work provided a new direction for utilizing the GLM 

equation. Based on his approach, Wapenaar and his colleagues developed 

Marchenko-type equations (Slob et al. 2014, Wapenaar et al. 2014, Wapenaar et al. 

2014). With the knowledge of the first reflections’ traveltimes above the focusing 

depth, the Marchenko-type equation can focus seismic wavefields into a 

heterogeneous medium from receivers by canceling all the internal multiples. 

Compared with the direct inversion approaches that directly apply the GLM 

equations, the Marchenko-type equations are not restricted by the smoothness of the 

medium property. In recent years, Marchenko-type equations were further developed 

into the Marchenko imaging scheme and received extensive studies and practical 

applications (Jia et al. 2018, Zhang et al. 2018, van IJsseldijk and Wapenaar 2020). 

In this chapter, I first review the GLM equation in geophysics studies, including 

the transformation from the wave equation to the Schrodinger equation and the GLM 

equation’s relation to the focusing approaches. Then I present a numerical test on the 

direct inversion approach based on the GLM equation. In the final part, I provide 

some discussions, comparing the DWI schemes and the GLM equation applications. 
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6.2 Review of the application of the GLM equation in geophysics studies 
 

6.2.1 Applying the GLM equation for the 1D direct inversion  

 

In this section, I review the application of the GLM equation in the 1D direct 

inversion. In quantum mechanics, by solving the GLM equation  

( ) ( ) ( ) ( )K , t R t K , R d


−
 = − +  −   +   , 

(6.1) 

one can retrieve the kernel function 𝐾(𝜍, 𝑡) of the whole model based on the observed 

data R from one side of the model. Here x and t are the space and time coordinate, 𝜏 

is the traveltime represented in relation (6.2)  

( )
dx

c x
d

=


, 
(6.2) 

where c(x) is the velocity of propagation. 

Then the scattering potential can be recovered from 𝐾(𝜍, 𝑡) by the relation given in 

(6.3):  

( )q 2dK d =  . (6.3) 

To adapt the GLM equation to geophysics applications, one has to transform 

the wave equation to the form of the Schrodinger equation to meet the requirement of 
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the GLM equation. According to the work by Ware and Aki (1969), start from the 

elastic wave equation (6.4)  

( )
( )

( )
( )2

2

U x, t U x, t
x E x

t x x

  
 =  

   

, 
(6.4) 

where 𝜌(𝑥) is the medium’s density, 𝑈(𝑥, 𝑡) is the displacement field, and 𝐸(𝑥) 

is the elastic parameter. 

By replacing 𝑈(𝑥, 𝑡) with new dependent variable Φ(𝑥, 𝑡) given in (6.5)  

( ) ( ) ( ) ( )
1

2x, t x c x U x, t =    , 
(6.5) 

equation (6.4) could be represented in the form of the Schrodinger equation by 

𝜍 and t in equation (6.6), or by 𝜍 and 𝜔 (frequency domain) in the equation (6.7)  

( )
2 2

2 2

( , t) ( , t)
q ( , t)

t

     
− =   

 
, 

(6.6) 

( )
2

2

2

( , )
( , ) q ( , )

   
+    =    


. 

(6.7) 

In equation (6.6) and (6.7), 𝑞(𝜍) has the form below  

( ) ( ) ( )2 2q 1 d d  =          , (6.8) 

where  

( ) ( ) ( )
1

2c  =      . 
(6.9) 



 

81 
 

Finally, after every term in (6.4) has been represented, one can use (6.1) and 

(6.2) again to retrieve the 𝑞(𝜍), and 𝜌(𝜍)𝑐(𝜍) could be recovered through the 

integrating equation (6.8). For the derivation of the Schrodinger’s representation of 

the acoustic wave equation, every term keeps the same form as elastic wave equations 

except 𝜂(𝜍) becomes the reciprocal form of (6.9)  

( ) ( ) ( )
1

2
acoustic c

−

  =      . 
(6.10) 

Note that compared with the original potential calculation process applying the 

GLM equation on the Schrodinger equation, calculating 𝜂(𝜍) from the wave 

equations involves an extra second-order derivative operation in  (6.8). To assure the 

whole process is well defined, the application of the equation on the wave equations 

has a much more strict constrain on the continuity of the model’s impedance. 

Recently, Wu (2018) introduced a new method that significantly relieved this issue, 

which is also pointed out by Berryman and Greene (1980): As the impedance 

equation observes the zero-frequency Schrodinger equation, it can be solved by the 

zero-frequency Jost solution of the Schrodinger equation  

( ) ( ) ( )0 1 K , d


−

   =  +   
   . 

(6.11) 

 

6.2.2 Applying the GLM equation in the 1D focusing approaches 
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In this section, I review the application of the GLM equation in the 1D focusing 

approaches. The term “focusing” here refers to generating new incident waves that 

cancel all the multiples above the target point, which is demonstrated in an iterative 

process in the work by Rose (2002). 

Consider a step-function velocity profile shown in Figure 6.1.  

 

Figure 6.1: A step-function velocity profile, the velocity is 𝑐0 to the left of 𝑥𝑠 and 𝑐1 

to the right of 𝑥𝑠. R is the reflection coefficient and T is the transmission coefficient. 

The horizontal arrows show the direction of events’ propagation. (a) The reflected 

and transmitted pulses due to the delta function. (b) The incident fields focus at 𝑥𝑓, 
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consist of two pulses with strength one and a second impulse with strength -R. (c) 

The fields focus at 𝑥𝑓, the reflected pulse is cancelled by the second incident pulse. 

The incident wave could be focused by the following step. 

Step 1. Send an incident impulse 𝛿(𝑡 − 𝑥/𝑐0 + 𝑡𝑓), where 𝑡𝑓 is the time 𝑇𝛿 arriving at 

𝑥𝑓. 

Step 2. Record the reflected pulse 𝑅𝛿(𝑡 + 𝑥/𝑐0 − 2𝑥𝑠/𝑐0 + 𝑡𝑓). 

Step 3. Evaluate the result at 𝑥 = 0 and truncate everything that comes back after 𝑡𝑓 to 

obtain 𝑅𝛿(𝑡 − 2𝑥𝑠/𝑐0 + 𝑡𝑓). 

Step 4. Time reverse the result to find 𝑅𝛿(𝑡 + 2𝑥𝑠/𝑐0 − 𝑡𝑓). 

Step 5. Subtract the result from the leading delta function to find  

𝛿(𝑡 + 𝑡𝑓) − 𝑅𝛿(𝑡 + 2𝑥𝑠/𝑐0 − 𝑡𝑓). 

Step 6. Replace 𝑡 by 𝑡 − x/𝑐0 to obtain the new incident pulse 𝜙𝑖𝑛
(2)

  

( ) ( )

( ) ( )

2

in 0 f

0 f 0 s 0 f

t x c : t

t x c t R t x c 2 x c t

 −

=  − + −  − + +

. 
(6.12) 

With the new incident pulse, at t = 0, the total field 𝜙𝑡𝑜𝑡𝑎𝑙
𝑓

 contains only a single 

delta function  

( ) ( )f

total f f 1 1t 0, x : t T x c x c = =  − . (6.13) 

For a more complicated medium, the process above needs to be iterated until 

𝜙𝑖𝑛 converges. The relation of the 𝑛𝑡ℎ iteration’s incident wavefield 𝜙𝑖𝑛
(𝑛)

 and the 

reflected wavefield measured at x=0 and 𝜙𝑜𝑢𝑡
(𝑛)

 is shown in (6.14)  
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( ) ( ) ( ) ( ) ( )n n' ' '

out int dt R t t t


−
 = −  . 

(6.14) 

Based on (6.14), the whole iterative process could be further represented in a 

series as  

(6.15) and (6.16)  

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

f

f f

tn ' ' '

out f f f

t t
'' ' ' ' '' ''

f

t : t R t t dt R t t R t t

dt dt R t t R t t R t t ...

−

− −

 = + − + +

+ + + + +



 
， 

 

(6.15) 

  

( ) ( ) ( ) ( )
ftf ' ' f '

out f f out ft : t R t t dt R t t t : t
−

 = + − +  ， 
(6.16) 

The focusing process is equivalent to iterating the GLM equation (6.1), as  

(6.15) has the form of the Neumann series, the convergence is guaranteed. 
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6.3 Numerical test 
 

In this section, I go through the reviewed approaches with a numerical test. First, I 

build a model makes of 500 grids with 3 meters as the size of each grid and has a 

constant density value equals 1g/cm3. The true model's velocity profile is generated 

by a tapered cosine function shown in Figure 6.2. Both source and receiver are placed 

at a 400-meter distance. The model’s left and right boundaries are both half spaces. I 

used the 1D finite difference method to generate a synthetic wavefield to prepare for 

this inversion input. The time interval of recording data is 0.25ms. The source used 

here is a Ricker wavelet with a central frequency of 15Hz. As the GLM algorithm 

requires an input of impulse responses, a deconvolution process was applied after 

forward modeling to generate the input data shown in Figure 6.3. 
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Figure 6.2: Velocity profile of the true model. The velocity is generated by the 

tapered cosine function. 

 

Figure 6.3: Deconvolved Data as 1D inversion’s input. 

To calculate 𝐾(𝜍, 𝑡), I follow the iterative process in (6.16), for the 𝑛𝑡ℎ 

iteration, the equation is written as 

𝐾𝑛(𝜍, 𝑡) = −𝑅(𝑡 + 𝜍) − ∫ 𝐾𝑛−1(𝜍, 𝜏)
𝜍

−𝜍
𝑅(𝑡 + 𝜏)𝑑𝜏, (6.17) 

where I use the deconvolved reflection time series as the initial guess for 𝐾0(𝜍, 𝑡). In 

this test 𝐾(𝜍, 𝑡) converges after five iterations, the diagonal terms 𝐾𝑑𝑖𝑎𝑔 of matrix K 

after first, third, and fifth iterations are shown as time series in Figure 6.4. 
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Figure 6.4: The diagonal terms 𝐾𝑑𝑖𝑎𝑔 of the kernel function matrix K after the first 

iteration (red line), third iteration (blue line), and fifth iteration (black line). 

 

With Kdiag I then follow (6.3) to calculate q, the comparison of q calculated 

from the true model and Kdiag is shown in Figure 6.5, two results have a good match 

except for the small artifacts on q calculated from Kdiag. Such artifacts are numerical 

errors in the deconvolution process, as similar artifacts could also be observed from 

the input data in Figure 6.3. 
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Figure 6.5: Time series of scattering potential q calculated from the true model and 

Kdiag.  

Finally, I use both (6.8) (Ware and Aki 1969) and (6.11) (Wu 2018) to calculate 

ηacoustic then use (6.10) for velocity (impedance) profiles’ reconstruction. To solve 

(6.8), a four points Runge-Kutta method is applied. The time series of the velocity 

profiles from inversion results and the initial model are presented below(Figure 6.6).  
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Figure 6.6: Comparison of the Inversion results calculated from q, K and the true 

model.  

In Figure 6.6, the velocity profile recovered from q has a very bad matching 

with the true model. As discussed in section 6.2.1, such calculation process is strictly 

relying on the continuity of the model’s properties, the tapered cosine functions used 

to initialize the true model might not meet the continuity requirement and result in the 

breaking down of the equation (6.8) (red line). On the contrary, the result from 

equation (6.11) (blue line) does not suffer from the discontinuity issue and has a very 

satisfying accuracy.  
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6.4 Discussions 
 

Compare with the inversion schemes based on the model matching approaches, the 

direct inversion with the GLM equation has the advantage of only relying on the 

observation from one side of the model to reconstruct the whole model. Moreover, by 

representing the wave equation with the Schrodinger equation, the model could be 

reconstructed more straightly through calculating the GLM equation than other direct 

inversion methods replying on solving different types of series. With the work by Wu 

(2018), the GLM inversion further breaks the constrain of requiring a continuous 

model. As another important application of the GLM equation, the wavefield 

focusing scheme with the GLM equation aims to reconstruct wavefield at any point 

inside the medium. Unlike the seismic interferometry methods, the wavefield 

focusing scheme does not need to put any receiver at the focusing point, and the 

detailed medium parameters are not required. Instead, only the traveltime of the direct 

arrival to the focus point is needed for retrieving the Green’s function.  

For the advantages of the GLM equation’s applications discussed above, 

many can also be founded in the DWI schemes: By exploiting space-time causality, 

the DWI can build the model without the information inside the model. Furthermore, 

the transformation from a global inversion problem to many localized inversion 

problems by the DWI scheme turns the inversion into a recursive process. In each 

recursion, as the extrapolated up-going and down-going wavefields are also free from 

internal multiples from between inversion point and receivers, they could serve for 

similar purposes as focused wavefields.  
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Finally, compared with the DWI scheme, one disadvantage of the inversion 

using the GLM equation is that the velocity profile is output as a time series. Thus, a 

transformation to the space domain is required for recovering the model. In 1D 

problems, the transformation could be conducted after the velocity time series is 

acquired; however, a prior velocity model will be needed for a higher dimensional 

problem. In contrast, for the DWI schemes, although a mapping process and model 

information are required, the causality characteristic of the DWI schemes makes it 

only uses the inverted part of the model. 

 

 

6.5 Conclusions  
 

I reviewed two applications of the GLM equation in geophysics studies, including 1D 

direct inversion and wavefield focusing. Then, in the numerical example, I applied 

the GLM equation for 1D direct inversion and compared the results from different 

approaches. In the final part, I discussed these applications and some comparisons to 

the DWI scheme.  
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