
Homotopy-Systems, H-Spaces and Sheaf Cohomology

A Dissertation

Presented to

The Faculty of the Department of Mathematics 

University of Houston

In Partial Fulfillment 

of the Requirements for the Degree 

Doctor of Philosophy 

by
James Michael Parks

May 1971

592608



ACKNOWLEDGEMENT

The author wishes to acknowledge his indebtedness to 

his advisor. Professor D. G. Bourgin, for numerous and 

invaluable suggestions and conversations during the pre

paration of this dissertation. The author is also indebted 

to Professor Bourgin for his generous encouragement during 

the author's years of study at the University of Houston.

The author was supported by NDEA Title IV Fellowships 

during the academic years 1968 - 1971.



Homotopy-Systems, H-Spaces and Sheaf Cohomology

An Abstract of

A Dissertation

Presented to

The Faculty of the Department of Mathematics

University of Houston

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy 

by

James Michael Parks

May 1971



ABSTRACT

The concepts of sheaves and sheaf cohomology are central 

throughout the work. Certain natural generalizations of these 

concepts are investigated in the latter part of the disserta

tion .

The induced sheaf of a locally constant sheaf under a 

homotopy of a map of base spaces is shown to behave similar 

to the induced bundle of a locally constant bundle space, 

with respect to a homotopy of a map of the base spaces. The 

question: Are all sheaves limits of locally constant sheaves? 

is answered in the negative by demonstrating that such sheaves 

inherit certain homotopy properties of locally constant 

sheaves. Several related sheaf cohomology mapping theorems 

are proved, using sheaf cohomology with coefficients in 

locally constant sheaves or restrictions on the mapping or 

both, thus giving results concerning sheaf cohomology and 

homotopy type. A continuity theorem for a system of locally 

constant sheaves over a homotopy-inverse system of spaces 

is proved. (Homotopy-systems of spaces are introduced and 

investigated in the beginning of the work and numerous appli

cations are found throughout the dissertation.)

By relaxing the algebraic structure on the stalks of a 

sheaf to admit H-structures, the concept of a sheaf of H- 

spaces is introduced. A cohomology theory with coefficients 

in a sheaf of H-spaces is defined using the Cech technique. 

This cohomology theory is shown to satisfy Cartan's axioms 

for a sheaf cohomology theory. Other properties are explored 

and the theory is shown to contain the sheaf cohomology 

theory.

May 1971
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CHAPTER 1 HOMOTOPY-SYSTEMS

In most cases the basic definitions and properties given here 

hold for both inverse and direct homotopy-systems. However, our 

interests lie mainly towards the inverse situation (see the appli

cations which follow below). Therefore, various additional proper

ties of the homotopy-inverse system are investigated.

if O',3 e A and a(1.1a)

(1.1b) a

for inverseto

> v 
O'

e X and all a(x) ~ x for some x 

obtain nontrivial limits.

( (x 
K L a
inverse (direct) system, or

systems only the condition

o' e A is necessary in order to

the usual situation 
a 

V

0 v
0 < Y , then

^0^-X0),

if Q',0,y e A and

0 o’ a .”v P - ’ v> •
Note that in contrast

Definition 1.1 The collection of spaces and maps, (X^,

^0^^’ ^n^exe^ by the directed set A, is called a homotopy- 

h-inverse (direct) system, whenever;

R
then there exists a map ;Xg -* X^ ,

Q 
Definition 1.2 If [x^, cp^ is an h-inverse system of spaces, 

8then define the h-inverse limit, L {X , cp p}. , or L X when the 
---------------------------*or a ■* K ’ a

system is understood, as the subspace of H X^ given by the set;

(1.2a) [x e I! Xff| if of < 0 then pQf(x) ~ (x) }>

where p • H X X is the projection map. Denote the map p | L X 

by cp .J a
Dually, if [x^, cp is an h-direct system of spaces, then 

define the h-direct limit, ^{x^, , or L^X^ when the system
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free union of the equivalence relation

determined by the

iff there exists a

the Qf-th coordinate of a point

be the natural mapX

As an immediate result one has the following lemma.

then the diagram commutes up to homotopy.

Proof and part b followsPart a

We list some examples and observations on h-inverse and In

direct systems.

an (h-) inverse system and

is an h-direct system and

XP

spaces and 

equivalence:

where Z X is the a

a collection of spaces such that

For instance one might have

a.)  X^ is an ANR with respect to 

polyhedron [2].

P dominates X for each a e A. a a
one of the following situations:

metrizable spaces and P^ is a

XP
where x is a

is understood, as the quotient space Z X^/

is the

a 
v
Xa

L X^ P

Example 1,4 Let be

d.2b) xa

(1.3b) If {X^, cp“

p: Z X - L

o? < P , then the diagram commutes up to homotopy.

cz 8such that cp ~ cp (x^)

x = [x } in Z X .Let
a a

and denote p X by cp .a 3 a

is immediate from Definition 1.2 
ex from the observation: x ~ cp (x ) whenever a < 8 .or 8 a

X
\ cp 

O' „

Lemma 1.3
8(1.3a) If [X^, cpaP} yy is an h-inverse system and
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b. ) is an ANR with respect to metrizable spaces and compact

(separable) and is a (locally) finite polyhedron [2j.

c. ) is a compact space with the homotopy type of a CW-complex

and is a finite CW-complex [15], [11].

d. ) X^ is a metric space dominated by a polytope and P^ is the 

nerve of a grating (a collection of mutually disjoint open sets 

the union of whose closures covers the space) on X^ [6].

e. ) Xq, and P^ have the same homotopy type.

The following system is determined by each of the above 

possibilities.

The maps f , g satisfy g f ~ Lr for all a e A. The maps r a* J a a X pa
B B 8

iITq, :Pg Pq, are defined by = f^ cp^ g^ whenever a < P .

c B •) r BiThus tPa, Iq, is an h-inverse system. If [X^, is

assumed to be an h-direct system in the above, then the system 

[Pq,, iS an ^-direct system.

Example 1.5 contractible space for all integers n e JLet X be a n

and suppose X^ c X^ whenever m < n Define connecting maps by the

following formula:

( i:X -* X , an inclusion map whenever n and m \ n nr r
<p = < are both odd or both even,m 1 ’

( trivial otherwise, i.e. a constant map.
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Thus, one has:
CP nH'k: 

m

for k even, and

trivial, for k odd

Since all spaces are contractible this map determines an h- 

inverse system. Clearly, Pm(x) — Pn(x) f°r ax 6 , when

ever m < n. Thus LX = II X . <~ n n

C &*)Example 1.6 Let tX^, be an inverse system directed by

inverse inclusion, that is if a < 0 , then X^ X^ and is an 

inclusion map. Let t>e a collection of spaces of the same

for all o? e A, (see Examplehomotopy type as that is ~

1.4 above).

Then, if a < g , Pp ~ Xg c ~

subspace of P^ through the induced map

and P, is homotopic to a

£a Sp = as in

Example 1.4 above (see also Example 1.5).

If one requires that P dominates X instead of P ~ X in a a a — a

the above, then P^ dominates P^ , whenever a < P, through the in

duced map i|r .

On the other hand, let [Xn, be an h-direct system and
let Z denote the mapping cylinder of cp™ :X -» X . Then Z ~ X

cpm n m n ^m “ n

and Z ~ Z , for all k,m < n. Let Z = U Z . Then Z ~ Z ,„m „k n men m n m
V n V n <P cp ]

and the induced map il/m ;Z -* Z is an inclusion map. Also L Z = 
T n m n r n

A Zn<iiL>Xn, (see Proposition 1.13).

8Example 1.7 Graphically, L X^ = ^^aPx Xy) ’
Q Q

= (XQ',xp)' xa - cpQ'P^xp) whenever a < P» is a 

•y, where 

collection
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of path components in X^X . Thus^L X^ is not necessarily closed 

in II X^.

If each X^ is path connected, then obviously^!, X^ = II X^ , 

(see Example 1.5 above).

On the other hand if each X^ is totally disconnected, the 

h-inverse limit becomes an ordinary inverse limit.

Example 1.8 Note that if a cohomology functor (or cohomotopy 

functor in the proper setting) is applied to an h-inverse system, 

rect system, [H*(Xa), (or [TT*(Xa),
(m iS')* 
v 0? ' *

homology (or homotopy) functor is applied to 

an inverse system results.
If ♦“ )A is an h-direct system, then {^(X^), is

a direct system, (and

In Example 1.7 it was noted that the h-inverse limit of an 

h-inverse system was not necessarily closed in the product space. 

This is remedied by the following lemma.

Lemma 1.9 If [x^, is an h-inverse system of locally path

connected spaces, then LX is closed in II X .r of a

Proof Local path connectedness is equivalent to path components 

being closed (and open) [?].

Q 
Corollary 1.10 If [x^, is an h-inverse system of locally

path connected compact spaces, then^L X^ is compact.

LX , cp r j . , then a d a’ a 3K’
results, where $ =

Similarly, if a 

an h-inverse system.

[TT*(Xa), YQ is a direct system), where
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Definition 1.11 and [Ya, * 3 are h-inverse systems

and for each o? 6 A there exists a map fff :X , -* Y , such that the dia- ct a
gram commutes up to homotopy, then 3 cp
the family F = { f } is called a Of a < “3
map of the systems. (Similarly for •f" 1%

h-direct systems •) f --------------------yqct 3

Proposition 1.12

(1.12a) If F = I fg,} is a map of the h-inverse system [X^, to
Q

the h-inverse system [y , | p]., then F induces a map F*:L X L Y . 
o? 'ey i\ a ot

(1.12b) If f^ is a homotopy equivalence for each o? e A in part a, 

then F' is a homotopy equivalence.

Proof Let x be a point in^L Xff. Then, if a < g, one has

V (xo) = cp (x) ~ cp (x) = x , a x p' a pv ' o.x ' a ’ 

by Lemma 1.3a. By Definition 1.11,F satisfies:

Wv - vxo) • 

Thus (II f ) (x) is a point in^L Y^ or 

(n f )Il x = f': l x^, - l y^ .

If fa is a homotopy equivalence, let be the homotopy inverse 

of f . Then, since a ’
Vgp - gafaVgp - - gaV *

whenever a < p, the map G = [gg,] is a map of the systems.

Also, G' - <n ga)|L Y^: L Ytf - J. Xa by part a. Thus

G'F'(X) - G'(<Va» - < ,

since . Thus G’F' ~ 1 .
Ot <- 01

Similarly, F'G' ~ 1 and F* (and G') is a homotopy 
a 

equivalence.
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Note that the proposition does not hold if inverse limits are 

involved, since in that case the map of the systems does not commute 

up to homotopy, necessarily.

Corollary 1.13 If [X } dominates {y } a ot by F above, then^ domi

nates JL by F' (and [Y^ need only be an inverse system).

Corollary 1.14 If F = {fg,} and G = Igg,} are maps of the system
Q D

J A to the system and fa ~ 8Qf for each “ ® A’

then F’ = G'.

Proof F'< xa > = < W> = < g^a)> = G'< xa > .

Definition 1.15 If {x^, Vq, i-s an h-inverse system, then it is

h-ordered iff for each a e A, X has the homotopy type of some 
h„ g

space Y , ~ such that [Y , ib , }. is an inverse system where
r CY,Of Qf, L O'’ Yof JA J

Q Q
i!r is induced by cp p and H = [h }Yo' 7 Of L cr is a map of the systems.

The system [x^. Pl -’a }A 1S strongly h-ordered iff it is h-ordered

and X^ ~ £ Yff .

Proposition! 1116 

exists an inverse

If [x^, is strongly h-ordered, then there

system {Y^, ordered by inverse inclusion.

such that^L Xff ~ A Yff , all spaces compact.

Proof Since {x^} is h-ordered, there exists an inverse system 

{Yq,, ^Ij such that X^ ~ for each a e J.

It is well known that an inverse system may be imbedded in a 

space in such a way that it is ordered by inverse inclusion and the 
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limit space is invariant. Denote the imbedded system by [y^, 

and apply the definition of strongly h-ordered systems.

That an h-ordered system will not suffice in Proposition 1.16 

is evident from the remark in the proof of Proposition 1.13.

An application of h-inverse systems is the following general

ization of Eilenberg's Theorem [8].

Theorem 1.17 If X is a compact space, then there exists an h- 

inverse system of spaces having the homotopy type of triangulable 

spaces, {X„,, such that X ~ L X .
r ’ Q?’ Of JA Ot

Proof § 5 cImbed X in a cube I and let Pg!I I denote the pro

jection map, where £ c .

M)}, where J c f is finite, 

type of a triangulable subset
1^-----------PC------- >- 1^

U U
X --------------------- >- M

fh

Define an index set A = {( £, 
E

MCI is closed with the homotopy 
of 1^, and P^CX) ~ Y c intM.

Order A by: (X,L) < (p,M) iff X c p, and p^ (M) M^ c L .

Then A is directed, for if (X ,L), (p, ,M) 6 A, let v = X U p. and let 
U = IX n P^-1(L) A P1J|"1(M). Then PV(X) ~ V c intU c iV and there 

exists a space N c IntU closed, such that p^(X) ~ V c intN and N 

is triangulable (see [8]). Thus,(v,N) e A and (v,N) follows (X,L) 

and (p, ,M) .

Define an h-inverse system as follows. Let X = M and X, = L, ml’
where m = (p,,M) and 1 = (X,L). Let cP^m:Xm X^ be the map defined 

by h(p^|M), where h:p^(M). -» M^ c l is a homotopy equivalence given 

in the definition of the order on A, and m = 0-L,M) > 1 = (X,L).
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If 1 = (X,L) < m = ----- >- IX
II n m II

< n = (v,N), then M L

W ■ hl<PjM> h2<P|1lN>>

and cp^ = h3(px|N).

Thus h3"1cp1n(N) px(N) = ~ p^h^CN)) ~ h^ (h^ (N))

but cp mcp n(N) = h p. (h-p (N)), therefore V n ~ .
J. m 1 A z p- 1 1 m
Let X'^Lfx. , cp.^} and define a map f, :X -» X, by f. = prlx . 

k’ j r k k J k
Then {fdefines a map of the space X to the system [x^, cp.^}.

If x is a point in X' and cp^(x) = x^ e X^, then x^ is in the 

path component of some point in P^(X) by definition of A. Thus, if 

x e X^, then there exists a point x' e 1^ such that p^(x') ~ x^ = 

<p^(x), or x' e X.

Thus f, (x1) = pr|x (x1) ~ x , and f(x,)ax) or every point 
K Q K

x e X1 is in a path component of some point in X.

If x^,x3 e X such that C(x^) + , where C(x) denotes the

path component of x in X, then there exists a finite set a cz 5 such 

that C(p (x )) 4- C(p (x )), or C(f (x )) 4 C(f (x-)) by definition x* JL fa* tx lx

of f^. Since cp^f ~ C(f(x^)) 4 CCfCx^)) and f is one-to-one on

the path components of X to the path components of X'.

Since the corresponding path components of X and X' have the

same homotopy type, X and X' have the same homotopy type.

Corollary 1.18 If X is a compact space, then there exists an in

verse system of triangulable spaces {x^, such thatj^ fs 

homeomorphic to X.
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Proof If the system in the proof of Theorem 1.17 is constructed 

using triangulable spaces, an inverse system results. By removing 

the homotopies, f is an open one-to-one map of X to X' = L X^ , 

(see the proof by Eilenberg [8]).

It should be noted that applications of Theorem 1.17 to iterat

ed inverse systems as in [10] are not possible, since introducing 

the variant of homotopy type removes all controls on dimension. 

However, several results in this direction are given in the latter 

part of Chapter 2. The main observation to bear in mind is that 

Theorem 1.17 may be applied to the terms of an (h-)inverse system 

which is either given or obtained from some previous application 

of Theorem 1.17.



CHAPTER 2 MAPPING THEOREMS, LOCALLY CONSTANT SHEAVES AND CONTINUITY

We shall be interested in obtaining results concerning the 

invariance of sheaf cohomology on homotopy type, mapping theorems 

for sheaf cohomology, and continuity theorems for systems which 

involve h-inverse systems of spaces as base spaces.

Let (2^ denote the category of sheaves of abelian groups over 

X, (see [4], [3] and [93 for the basic definitions and properties 

of sheaf theory). (One could use sheaves of R-modules.)

Definition 2,1 Let f;X -* Y, 6 and "Be . Then is f-iso- 

morphic to "6 , and we denote , iff i4 «f*l3 and ^3 ^f*^ .

Thus 13 implies $4 «f*f* and "G «f*f* 1B .

Proposition 2.2 If f:X Y is closed and onto, "0 e an^ f ^(y) 

is connected and taut ([4]) in X for all y in Y, then there exists

a sheaf pf e G^. such that d « "13.

Proof Let -» f^-f*^ be the homomorphism induced by the f-co- 

homomorphism "13 -» f*13 and the definition of the direct image sheaf.

Then one has the canonical homomorphism
f*: S(U,-8) -» S(f-1(U), f*B ) , * a * * * * f * **jp

where S(f-1(U), f*-fi>) = S(U, f*f*13) by f* (U) f U S

definition.

Stalkwise, for each y in Y, i|r is the map

-Gy - S(f"1(y), f*l3) - (f*f*^)y , 

where the isomorphism follows from the assumption that f ’*"(y) is 

taut.
By definition, S (f ^(y), f*1$3) is constant withlBy; since

f ^"(y) is connected one has 554 S (f ^(y), f*^ ) « (f^f*^) ,

or | is an isomorphism.

Let = f*<fl , then 'C .
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Corollary 2.3 If X is compact and Y dominates X by f;X -» Y and f 

is onto, then there exists a sheaf $4 e suc^ that« 13 » where 

ay .

Proof If X is compact then f is a closed map and f ^(y) is taut 

in X,[4],
Since Y dominates X, f ^"(y) is connected for all y in Y, for 

if not, let x2.,x2 6 such that C(x^) + and let g be the

homotopy inverse of f. Then gf ~ 1^ implies gf(x^) and gf^p are 
in the same path component, contradicting the assumption on f ^(y).

Apply Proposition 2.2 to get the desired result.

Definition 2.4 A map f;X Y is a relative map [12] iff for each 
open set U c X there exists an open set V cz Y such that U = f ’’"(V).

Proposition 2.5 If f;X -» Y is a relative map and $4 e Q then 

there exists a sheaf "13 e 0^ such that « "1f3>.

Proof If i|r: 111 —» is an f-cohomomorphism of some sheaf 13 e 

to the sheaf e then i|j factors through f*1!J (or f*^ ) by some

homomorphism f*!3 -» ?4,(or -* f*s4 ).

This reflects the following 

natural isomorphisms of functors, 

(see [4]).

Hom(f*1i , $4 ) « f-cohom(1i3 ,$4 ) ” Hom(tf3 , f*^ ) .

Let $;Hom(f*U3, Hom(13, f*4 ) denote the above natural

isomorphism.

If = f*lB> one obtains the isomorphism:

5 ' ;Hom(f*43 ,f*^ ) -* Hom("l3 ,f*f* 13 ) , 

where we denote $'(1) = 0 .

If 13 = f*^ one obtains the isomorphism:

5" :Hom(f*f*54 , Hom(f*j4 , f^.74),
where we denote 5" ^(1) = 0! .



13

If X e Hom(f*'93,54 ), then by the naturality of $ the following 

diagram commutes;

Hom (f *13 , f*lB ) —** Hom (-ft, f*f *■"(?>)

Hom(f*lB , X) Hom(-fc ,f*(x))

Hom(f*l(!>, ) Hom(-^,f*^ )

Thus $(x) = f*(x) $'(1) = £*(%) P •

Let a = i|f e Hom(f*f*54 , , where = f* . Then

1 = (a?) = f*(a) P e Hom(fv, $4 ,f* , and f*(a) is

surjective.
Recall, S(U, f*>4 ) = S(f \u),s4), thus

S(U, f*f*f*5<) = S(f-1(U), f*f*S<) “ S(f-1(U),^) =S(U,f*M), 

and a is onto, that is f*f* 54 $4 is onto.

Looking at stalks one has 
(f*f*$( )x “ x , but by the 

relativeness of f.

f*f*?< — f*f*f*y(7

L ^\^* P f*(Q!)

'I' £?\
$4 -<-------------

= L S(V,5( ) = I. S(f-1(uM ) = L S(U,f*5( ) = (f*^ )f (f*f*5< ) . 
xeV x6f-l(U) f(x)ell '

Thus a? is an isomorphism (recall sheaf homomorphisms are open), 

and if "li = f*?4 , the proposition follows.

The above ideas are now applied to obtain a mapping theorem 

relating homotopy type and sheaf cohomology. The following lemma 

will be needed in the proof of the main theorem. Let T* denote 

the serration functor, (see [3], [4] and [9]).

Lemma 2.6 If f ;X -> Y is a relative map and e then T*!*?! « f*T*?4 .
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Proof By the definition of T* and f* pj ,

(T°f*9Ov = I, s(v,Tf*rf ) = i, n(f^),=i, n l s (f-1 (u), $4), 
y yeV yeV y'eV y yeV y'eV y'eU

for all y in Y.

Since f is relative,

(f^ ) = L S(f-1(V),T^ ) = L n n L SCf"1^),^ ),
y yeV yeV y'eV yeV y'eV y'eU

y'=f(x) y'=f(x)

for all y in Y.
That is, (T°(f^54 ))y * )y for all y in Y, since

i SCf"1^),^) = •
f(x)eu K '

Repeating the argument for T^, etc. gives the desired result.

Theorem 2.7 If f;X -♦ Y is a relative map and $4 e , then there 

exists a sheaf e such that $4 and H*(X,<4) H*(Y,1ft).

Proof In view of (2.5), choose"^ = f A 4 . Then, by definition of 

the Grothendieck cohomology, (cf. [3j, [4j and [9j), Hn(X,?f) = 

Hn(S(X,T*$4 )), where is the canonical resolution of $4 deter

mined by the serration functor [33.

If 13 = f*^ , then S(X,j4 ) = SCf^CY),/ ) = S(Y,f^ ) = S(Y,-13>), 

and in view of (2.6),
S(X,Tn^ ) = S(f"1(Y),Tn54 ) = S(Y,f*Tn9^ ) « S(Y,Tnf*90 ), thus

S(X,T*^ ) « S(Y,T*f*9O, and H*(X,s4 ) = H*(Y,f*4) = H*(Y,-®).

Definition 2.8 A sheaf e Ct^. is locally constant iff for each x 

in X there exists a neighborhood, N, of x such that p '’"(N) = $4 |n 

is constant (trivial), that is p ^(N) has the form N X G, where G 

is an abelian group.
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Let denote the subcategory of G.^ of locally constant 

sheaves on X. Note that the inverse image sheaf of a locally 

constant sheaf is locally constant.

Theorem 2.9 If f,g:X -» Y, f ~ g, X is compact, and 54 e , 

then f* ?4 g* $4 .

Proof Let H = [h^jiX X I -» Y be the given homotopy and let 

n;X X I -» X be the projection map. Then the following diagram 

is determined.

Since h|x X I = h^ , |x X t « (n*h* = (htTT)*>4 )|x X t.

Since H* $4 and n*h* 54 are locally constant sheaves, cover X X t 

by neighborhoods determined by the neighborhoods which express the 

local constantness of each sheaf. By compactness of X reduce the 

cover to a finite subcover. Thus there exists an e > 0 such that 
if X X (t - e,t + e) = M, then H*>4 |m = (h^n)*^ |m.

Thus (h^n)*$4 is locally constant as a function of t, and 

since I is connected, (h n)*>4 is constant as a function of t. 

Therefore h* is constant as a function of t, or f*$4 = h* s4 

h* s4 = g* 54 .

The following relations are immediate from Theorem 2.9 and 

the above results concerning relative maps.
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Corollary 2.10 Assuming the hypothesis of Theorem 2.9:

(2.10a) If X = Y and f is a homotopy equivalence, then f* .

(2.10b) If X is contractible to a point xQ, then every locally 

constant sheaf on X is constant.
(2.10c) If f and g are relative maps, then f*f*g* $4 « g*g*f* 5^ .

(2.10d) If f in part a is a relative map, then « f*^ « f*fA«...

(2.10e) If s4 e Ct^ and f* and g* are locally constant, then

s £y and g*f* « f*g* « 94 .

Proof In general f*f* $4 , ^4 f*f*$ , $4 f*g* , and

f*g* X » where g is the homotopy inverse of f.

Part a follows immediately from Theorem 2.9 with g = 1^.

Part b is immediate from part a, where the trivial sheaf is 
determined by )4 

xo
For part c, by Proposition 2.5 we know f*f*f* $4 « f* $4 and 

g*g*g*s4 « g*?4 , thus g*g*f*>4 « g*g*g*d « g*54 « f*}4 « f*f*f*?4 

« f*f*g*?4 .

Applying parts a and c with g = 1^ one obtains f*f* >4 « f* « 

f*f*f*$4 . Continuing in this manner one obtains the sheaf iso

morphisms for part d.

For e use the fact that by the relativeness of the maps, 
g*g*^ « « ffrf*^ on the one hand, but by Theorem 2.9,

f*g»?4 « g*g* >4 and g*f* >4 « f*f* $4 .

}A is a direct system of sheaves on X,

sheaves which

for direct limits of sheaves, by the properties of direct limits.

(see [3], [4] or [9]).

When referring to 

sheaves, we denote the

then I, >4 q, is the sheaf

are limits of locally constant 

category by 0,^. Note that (1^

Definition 2.11 If a,

generated by the presheaf U -♦ L S (U, 4 a),
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Theorem 2.12 If $4 e G,^, f,g:X -» Y, f ~ g and X is compact.

then f* 9$ « g* 5^ .

Proof By Theorem 2.9, * g*^ a for all a. By the properties 

of direct limits of sheaves (noted above),
a A - J <><A(X) ■ dXalfto “ ^{(x) - >x

or f*^ «L f*^ a . Similarly for g* ?(

By Theorem 2.9 and the 

functor properties of f* and 

g*, L f^^Q, » L g*^^ , or 

f* « g* 5^ .

Corollary 2.13 Assuming the hypothesis of Theorem 2.12;

(2.13a) If X = Y and f is a homotopy equivalence, then 9^ « f* $4 .

(2.13b) If X is contractible to a point x0, then $4 is trivial.

Proof Let g = 1^. in Theorem 2.12 to obtain part a.

Part b follows from part a with the trivial sheaf determined 
by ($4 ) , (recall L H3 = ) .

xo

Example 2.14 That not all sheaves are limits of locally constant 

sheaves follows from the example of a nontrivial sheaf on a contract

ible space, in view of Corollary 2.13.

Let X = I, and $4 be the sheaf ------------------
which is trivial, that is zero, on j. P

(0,1] and Ao = J2. X 5---------------- x

The important fact to observe is that sheaves which are limits 

of locally constant sheaves behave similar to locally constant 

sheaves under homotopies of maps of the base spaces.
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Definition 2.15 Let H;X X I -» Y be a homotopy and G an open cover 

of Y. Then H is a G-homotopy iff for each x in X there exists a 

UeG such that H(x,I) C U.

If f:X -» Y is a homotopy equivalence with homotopy inverse g, 
A e Gy with respect to some open cover G of Y, and F = f ^(G) , 

then f is an (F,G)-homotopy equivalence (relative to ) iff fg ~ 1^ 

by a G-homotopy and gf ~ 1^ by an F-homotopy.

Theorem 2.16 If e (with respect to a cover G of Y), f:X Y 

is an (F,G)-homotopy equivalence, X and Y are compact, then there 

exists a sheaf 13 e such that H*(X,13) « H*(Y,S^ ).

Proof Let “6 = f*5^ and (f ,f*) ;S (Y, S(X,f*^ ) be the

homomorphism defined by (f,f*)(s)(x) = f* s f(x). If g is the 

homotopy inverse of f, let (g,g*) :S (X, f*^ ) -» S(Y,?4) be the 

homomorphism defined by (g,g*) (s1) (y) = g* s' g(y).

Recall A g*f* and fM < —9( -<—— f*9<

f* A « f*g*f*by Corollary ' s’

2.10a. f
X----- -—>- Y-----§------- s-X

Note that (f,f*) and (g,g*) are onto, since Im f Cl U 4 0 for 

all U in G by the (F,G)-homotopy equivalence property on f. Similar

ly for g.

Combining these homomorphisms one has:

(f,f*) (g,g*) (s’) (x) = (f ,f*) (g-^s'g) (x)

* S 8f(K)S,<8£(X))

= (gf,f*g*)(s’)(x), 

and (g,g*)(f,f*)(s)(y) = (g,g*)(f*(y)s f)(y)

= f^(y)s (fs(y))

= (fg, g*f*)(s)(y).
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Stalkwise these homomorphisms are isomorphisms, by the defini

tion of the inverse image sheaf. The image of each of these homo

morphisms may be extended in a natural way to the whole group, since 

f is an (F,G)-homotopy equivalence (and g is a (G,F)-homotopy equi

valence). Thus S(X,f*5() « S(Y,94 ).

Similarly, S(X,Tof*tf ) « S(Y,T°^ ), thus S(X,T(T°f*^ /f*$4 )) « 
S(Y,T(TOJ< /$4 )), or S(X,T^f*s4 ) « S (Y,!-^ ), and by iteration one 

has S(X,T*f*>4 ) « S(Y,T*M ), or H*(X,f*^ ) « H*(Y,5<).

compact

sheaves

an in-

1 311 (Vo?- 

X = L X„,

= L Y* and f*X ex a

» H*(Y,$4 ).

r 8*>
Corollary 2.17 Suppose [Y^, Jyy i-s an inverse system of 

spaces, {$4 a, i® a direct system of locally constant

on [Y } with respect to 

verse system of compact 

homotopy equivalence} a

8 covers {G^} on {y^} , [x^, Vq, )A is 

spaces with F = {f/X^ - yJ f^ is 

map of the systems. Let Y = L Yff, -  -a

t where f = L f Then H*(X,f*>4 )or a a *- a ’

Proof By Theorem 2.16, H*(Xa,f*^a) « H*(Y^, $4 a), and by continuity 

H*(Ya,54a) « H*(Y,^ ), and L H*(Xa,f*><a) « H*(X,f*jt ), where

f*^ = L « l f*^r*^a. Thus H*(Y,?4 ) « H*(X,f*^ ).

In order to obtain a theorem similar to Theorem 2.16 for the 

case e CL we prove an existence theorem in which the conditions 

of the hypothesis of Corollary 2.17 are satisfied.

Theorem 2,18 Let e Q^, g:X -» Y an (Fq,,Gq;)-homotopy equivalence 

for all O' e A, where = L 9^ and A = IY, X and Y are compact spaces. 

Then there exists a sheaf e such that H*(Y,^ ) « H^CX,^).
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Proof Imbed Y in a cube II. I , and construct an inverse system--------- ore A a?’ J
8of finite polyhedra, [Ya, such that Y = L Y^, (see Theorem 

1.17 above,[8]).

Let Z be the mapping cylinder of the projection map

cpa:X "* Ya» (reca11 Zq, Yq,)- Then £zcp > is an inverse

8 8
system, where cp^ is induced by cp^ , and jL Z = Y X I ~ Y.

a

Let X [0,1) be the sheaf on Y X [0,1) which satisfies

X [0,1)) . = (>4 ) for all (x,t) e Y X [0,1). Note that
Ct y V) Ct X

Y X [0,1) is open in Z and thus locally closed. Extend $4 a X [0,1) 
a

by zero to Z and denote this sheaf by

Clearly, e implies $4 a X [0,1) is locally constant 

over Y X [0,1), while L = $4 = ( X [0,1)) U 9 . Carry out a

similar construction on X and the system [g*^ .

H*(X,g*^ )

where g is

Clearly H*(Y,)4 ) H*(Y X [0,1), $4 X [0,1)), and, assuming 

compact supports, H*(Y X [0,1), $4 X [0,1)) « H*(Y X I, ). 

Similarly for X and {g*^^}.

By continuity, 

H*(Y,5t ) « H*(Y X I, 54) = H*(L Z Ltf ) « L H*(Z , 5^ ), and 
*0?

« H*(X X I.g'M ) = H*(L Z ,L g*<^ ) « L H*(Z .g^yL),
Vq, U Yq,

the extension of g to Z, -* Z , and g*/4 = I* g*>4 •
Ya Yq, -» a

By Theorem 2.16, H*(Z , ^" ) « H*(Z. ,g'*jTY) for all 0? e A, 
a ^0!

since the condition that g is an (F^.G^)-homotopy equivalence 

implies g is an (^F^,^)-homotopy equivalence, where is the 

cover G^ X [0,1) U Y^. Thus H*(Y,^ ) « H*(X,g*^ ) and = g*.
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The material above on homotopy systems, locally constant 

sheaves and mapping theorems for locally constant sheaves and 

limits of locally constant sheaves is unified in the following 

material on continuity theorems.

Definition 2.19 A homotopy-inverse system of spaces, [x^, CPQ;^}^, 

is called an (a,P)-homotopy-inverse system of spaces iff whenever 
3 v yQ?,P,'Y e A and a < p < -y, then Vg Vq/ by an Fa-homotopy for 

some cover F^, of X. a a

Q
Theorem 2.20 If [X^, i-s an (o?,P)-homotopy-inverse system

of locally path connected compact spaces with respect to covers 

{Fq,} determined by some system of locally constant sheaves

a, $ on [Xq,, }^, where the 5 - are cp^ -cohomomorphisms,

then ) = H*( 1 X L ) « L H*(X ).

Proof The theorem is immediate from the observation that

~ by an F^-homotopy, where is locally constant 

with respect to F , implies that the systems {x^} and I^q,} 

behave identically to the usual situation (see [3], [4] or [9]).

Thus if X =^L X^ and Vq,!X -» Xff is the projection map, then

is a locally constant sheaf on X with respect to the cover 

Cp^1(Fry) and if i it is known that H*(X,cp*>< ) « H*(X,p( ),

(see [4]).

Corollary 2.21 If X is a compact space and is the limit of 

sheaves which are members of then H*(X,^ ) may be expressed 

as a doubly iterated limit of cohomologies of spaces of the 

homotopy type of polyhedra with coefficients in locally constant 

sheaves.
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Proof Consider the diagram;
H*(X' 94 ) H*(x!^ )

10:. 1 p 1; 1 ;
H*(X' j-d ) H*(X' )

J , j Ji j

H*(X, sA a) -------- *- H*(X, 91 p) ------ > =>h*(x,$4 )

The lower horizontal system follows from the usual continuity 
theorem, where $4 = L $4 and e CL for all a. The vertical 

""* ot Ct -♦x 

systems are obtained by applying Theorem 1.17.

An h-inverse system [x., cp.1) is thus obtained, and by

passing to the mapping cylinder Z as in the proof of Theorem

2.18 above, one has the system )}, where L H*(X|,f4a )
1 i i

« H*(X,>4_) by Theorem 2.20, where L X! = L Z = L X.X I ~ X .x ’ a' •' ’ <- i «- cp. i

If constant (trivial) sheaves are present, the (or,3)-homotopy 

condition in Theorem 2.20 may be dropped and the following Corollary 

is immediate.

Corollary 2,22 If {x^, cp^} is an h-inverse system of locally 

path connected compact spaces, then H*(L X , R) « L H*(X , R) , 

(Alexander-Cech cohomology).

It should be noted that an analogous result on continuity 

may be obtained with h-direct systems and Cech homology.



CHAPTER 3 SHEAVES OF H-SPACES

Definition 3.1 Let [h^, be a collection of H-spaces with 

corresponding multiplications indexed by a given space X.

Let = U H^ and p; H -* X be defined by p(Hx) = x- Given a 

point a e a set which contains a, N, is open iff p(N) is open 

in X, where N A H^ is open and path connected for all x. Such 

sets form a basis for a topology on .
If for each point in Tl a path connected neighborhood in the 

basis above exists, and the operations are continuous in 71 then 

we call the structure (71 ,p,X), (or 7^ when X and p are understood) 

a sheaf of H-spaces. Note that itself need not be an H-space, 

(see Example 3.5 below).

At this point the H-space structures are assumed to satisfy 

p, (a,e ) ~ p, (e , a) ~ a for all a e H and some point e e H , X X X X X X X

that is a two-sided identity up to homotopy must exist. It is not 

assumed that the spaces satisfy the homotopy extension property.
Continuity of p<x in 71 is satisfied if given a path connected 

neighborhood N of p. (a.,a_), where a1,a„ e H , there exist path 

connected neighborhoods N^ of a^ and N£ of such that if a| e 

and a^ e N£ and p(ap = p(ap = x1, then p-^^a^ap e N.

If a' e N-(a1) and a„ e C(e ), the path component in H of e , X JL L Z X XX

and a' e N(a„) such that p(a') = p(a') = x', then p, ,(a',a') e N fa fa X fa X X fa

by continuity. But I^Ca-^ap ~ P-X(a1,ex) a;L , thus p,x,(a|,ap <=> 

a^ ~ a| for all a^ s N2. As a result, if the path component in 

of ex intersects Hx,, it does so on the path component of exl.

Clearly a sheaf of algebraic structures is a sheaf of fl- 

spaces.



We list some examples of sheaves of H-spaces.

Example 3.2 Let X be a given space and = X X (C-1,-%]UL^,1]). 
Define on Hx = {x} X (L-1,-%]U[%, 1]) by |j,x(a,b) = 2ab . Then 

is any point in [%,1], is an H-if e x

space and H is a sheaf of H-spaces 

which is constant (trivial) in the 

sense of sheaf theory.

Example 3,3 Let be a solid annulus in and let X = I. Then 
p l(x) is either contractible

or has two path components. In the 

first case is trivially an H-space 

and in the second case H has the

homotopy type of the H-space in p

Example 3.2 above. --------------------- ")(

Example 3.4 Example 3.3 may be generalized to an "annulus" with 

an infinite number of holes. Each fiber is either contractible or 

a finite union of contractible 

sets and is therefore an H-space 

trivially.

Example 3.5 For an example of a sheaf of H-spaces which is not 
an H-space, let % = and X = D, the projection of in R^.

Then p ^(x) j£ if x is an

interior point of X and

p l(x) = s 6 if x e dX.

X
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Both possibilities of the fibers are H-spaces, however the 
13 7only spheres which are H-spaces are S°, S , S and S , ([13), so 

is not an H-space.

Definition 3.6 Let 9;X -* 51 be the section (p9 = 1^) which satis

fies; 9(x) e C(ex) c: h^. That 9 exists and is continuous follows 

from the observation on the behavior in 51 of the path components 

of e^ above, (3.1). (9 is not unique.)

Definition 3.7 Let S(X,t}/ ) denote the collections of global 

sections of % , with the compact-open topology. Define a multi

plication on S(X,^I ) as follows; if s,t e S(X,‘}() then

|j,(s,t)(x) = p,x(s(x),t(x)), x e X.

The multiplication p, is continuous by the following argument; 

Let U be an open set about p,(f,g). Then there exists a finite 

collection of sub-basic sets [M(C.,O.)}. such that

p.(f,g) ^^(C-.O.) C u ,

(we may assume that the sets CL are path connected).

Since the multiplications are continuous in , choose 

neighborhoods LL of f(x) and of g(x) such that if f^(x') e IJL 

and g.(x') e V then p(f ,g )(x1) = p ,(f (x'),g.(x1)) e 0. . J_ JL J- J_ A. J- J- X

Thus fell M(CL,IL) and g e n M(C^,V^), and if f e n M(CL,IL) 

and g’ e 0 M(C^,V^), then p(f',g’) e A M(CL,(h), since p(f’,g')(x) = 

Px(f1 (x) ,g* (x)) e A CL for all x e A CL , (for sections, A M(CL,CL) = 

M(AC.,AO.)).

We shall use the notation sOt for p(s,t). The identity of 

S(X,7/) is the section 9 in view of the equation;

p(s,9)(x) = p (s(x),9(x)) ~ p (s(x),e ) ~ s(x), x e X.
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Thus SCX,1)/ ) is an H-space under the multiplication p,. If

U <= X, then S(U,^ |u) is an H-space under the multiplication 

p, | S (U, | U), (we shall use the notation S(U,^/ ) for S(U,4)/|u)).

Let F be a family of supports on X and U C X. Then S^,|(U,6)/ ) 

is the collection of sections in S(U,^/ ) which satisfies;

|s| e f|u for all s e Sp^fU,^/),

where f|u = [A c u| A e f} . The collection Spleen,1?/) is closed 

under the multiplication p,_iTT = p,I S_ i TT(U, % ) , for if s,t e S_iTT(U,^) 
r J U r | U r | U

then |s| and |t| e f|u, and since

llJ,F|u(S,t)l~ = e x| p,p|u(s,t) e C(ex)} =) |s| U|t|~, 

it follows that |p,pju(s,t)| <= [ s | 0 |t| and thus |p,p|u(s,t)| e f|u. 

Also 9 e S ।TT(U,^/ ),since |©l = 0, and it follows that STiT1(U) 
r I U r J U

is an H-space.

Definition 3.8 Let1?/ and A be sheaves of H-spaces on X. A map of 

sheaves of H-spaces is a map a; *?/ -»°K. such that a ।

(3.8a) p9o? = p , X Z
2 1 PiX^. /p

(3.8b) o' is an H-homomorphism on fibers. X

If o'; % -‘X. is a map of sheaves of H-spaces as above, then 

is a homotopy equivalence for all x e X.

The map a induces a map q',:S(X,£?/ ) -* S(X,^) by the rule 

Q',(s) = as, s e S(X,9J). The section functor S is thus a functor 

on the category of sheaves of H-spaces on some fixed base space 

to the category of H-spaces.

Definition 3,9 If U c: X, then 5(11,^ ) is an H-space by Definition 

3.7. Let U,V C X be open sets with V cz u and define a map 

rXs^,^) - S(V,^)

by restriction. This map is an H-homomorphism by the following 
observation: rUv(sOt) = (sOt)|v = s|vot|v = r^v(s) O rUv(t).
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Also, if W c v c u, then rUTT = rVTT rUxr. Thus Z = {S (U, ,rUT7} is
' 1 Vv W V 3 11 7 V

a direct system. Let S = [s(U, } be the h-direct system

determined by S as follows; if W c V C U, then r^ ~ r^ r^ in
W W V

S (W, ^ ) .

Take the limit over the collection of sets U about some fixed 

point x in X;
= lJS(U,3/ ),rU } = E S(U,^ )/ ~ . 
xell xeU

The equivalence amounts to requiring that if s e S(U,7/ ) and 

t e S(V,9( ), then s ~ t iff there exists a neighborhood W C u D V 

of x such that r^(s) ~ r^(t), (this need not be a vertical homo

topy) .

The induced multiplication on is defined by ;

|Tx(<s>,<t>) = <s|w O t|w>, 

where x e W c u D V, s e S(U,?/ ) and t e S(V,^ ).

Lemma 3,10 x is an H-space.

Proof The multiplication is well defined, since if s' e <s>, 

then s' ~ s on some neighborhood U', so
^(Cs'^t^) = <s'|w' O t|W>, 

where W' C U' 0 V, but s’|w' O t|w' ~ (s|w O t|w)|w", for some 

W" c w' fl W, thus <s' |w' 0 11W'> = <s|w O t|w>.

Clearly |JLx(<s>,<9>) ~ <s> ~ p, (<9>,<s>), where <9> is the 

coset of 9.

Theorem 3.11 554 as H-spaces.

Proof Define maps H by; f (a) = <s>, where s(x) ~ a,

s e S(U,^/) and a 6 g<t> = ao, where t'(x) ~ aQ for all t' e 

<t>. Then f and g are H-homomorph!sms.
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The compositions yield gf(a) = g<s> = aQ ~ a, so gf ~ ,
x

and fg<t> = f(aQ) = <t'> = <t>, so fg = ^ . Thus H .
Wx xx

The H-structure induced on by the above homotopy equiva

lence, through f and g, is given by:

LL(<s>,<t>) = f|ix(g<s>,g<t>) .

However,

f |J-x(g<s>,g<t>) = f p, (a ,a ) = f(a ©a ) = <ii> , «?S. 2s. v X U X

where u(x) ~ a0©a^, and

p<x(<s>,<t>) = <s|w O t|w> = <p,^(sOt)> = <s©t>.

Thus the H-structures,induced by the homotopy equivalence

and given in Lemma 3.6, are identical and w H •

Definition 3,12 A presheaf P (of H-spaces) on X is a contravariant 

functor on and inclusions to the category of H-spaces and restric

tion (H-)homomorphisms such that P(ly) — 1 and if U cz V c W, then 

P(1VU) p<V:i = p<1wU>-

andLet M X P(U)) and define (x,a) ~ (y,b) iff x = y

there exists a neighborhood of x, W C u ("I V,such that, 
E(iwlI)(«)~P(l1,V)(b). 

Form the quotient = M/~ , where the quotient topology is 

assumed. Let rr; -* X be the projection

map induced by p which takes (x,a) to x, M------ -—>-

(n is open since p issopen and p is 

continuous). X

Consider n ^"(x) = = [Ex, aj}. This clearly the limit:

L {P(U),r V] = { <a> | (y,b) e <a> iff r U(a) ~ r V(b), xeWcWv}, 
xeu U W W

and has a natural H-structure. Thus 7/ is essentially
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Since the multiplications in M are continuous, they are so 

in , and is a sheaf of H-spaces generated by P on X .

Under certain conditions the sheafgenerated by P is a 

sheaf of algebraic structures, (the main requirement being 

discreteness of the stalks 9/^) .

If is a sheaf of H-spaces and P is the presheaf of sections 
of , there is a map z defined by |(ax) = <ax> = {s|s(x)~a}

which preserves the H-structure and is a homotopy equivalence 
stalkwise. Thus % « as sheaves of H-spaces, (see (3.8)).

A Cech cohomology theory with values in a sheaf of H-spaces 

may be defined (cf. [3],[9],[13] and [14]). In the material below 

we shall assume that the fiber H-structures are associative, 

commutative and admit inversion (which is continuous in the sheaf 

space). Then S(U,?/) inherits an associative and commutative fl- 

structure and admits inversion.

Definition 3,13 Let u) = [w^J and v = (vjl °P®n covers of X 

with corresponding nerves w and v. Denote the simplex w. .,.w.
lo 1q

q 
by i_,...i , for convenience, where the nucleus N = D w. 4- 0 .J ° q’ ’ m=o in m

Let w(q) denote the collection of q-simplexes in w.

Define the q-cochains of w with coefficients in Z by;

Cq(w,Z) = { fq:w(q) -S | fq(io...iq) e S(N,7/)}, 

where N 4 0 is the nucleus of io...i , a simplex in w(q). Topolo- 

gize Cq(w,Z) with the compact-open topology.

Define a multiplication " © " on Cq(w,S) by the rule;

(f-te g")(io...Iq) - (f’(i0...iq).g"(lo... Iq)) ,

where is the multiplication on S(N,?■/ ) given in (3.7), and 

fq,gq e Cq(w,Z).
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The inversions {p^} on the stalks Ih^} induce an inversion p 

on S(N,^ ) which in turn induces an inversion p on C^(w,S). Denote 

the map iQ. . ,i - 0N e S (N,^/ ) by 0q. By an argument similar to 

that given in (3.7), Cq(w,S) is an H-space with an associative and 

commutative H-structure and admits inversion.

Let Cq(w,S) = { fq e Cq(w,E)| |fq| e F }, where |fq| =

Tj | fq(i ...i )| . In view of (3.7) and the above definition of 
in...i q
° q

multiplication on Cq(w,S), the space Cq(w,E) is an H-space under 

the induced (inherited) multiplication from Cq(w,E).

Definition 3.14 Define a map d:Cq(w,S) -» Cq+\w,S) by:
— ........... ..  " ■' ..... .....  r r

(3.14a) (df")(io...ictlil) - ^£’(^...1^) 0 pr"lN£‘'(lol2...l|ttl)

o...e (p)rNkHf‘'(lo---f-V1) ®-"

e (P)rS<H-lfl£'’(lo...l ),

q+1
where N = fl w. 4- 0, N. = Q. w. 4 0, k = 0,...,q+l, p is the inver- 

° 1m k 1m

sion on S(N,CH ) and (p) denotes p on the odd terms and the identity 

on the even terms. To shorten the notation we will denote the right

hand side of equation (3.14a) by:
g+1 n

(3.14b) ,O (p)r k fq(i .. a...! ).
k ' k=oXM/ N x o k q+lz

In view of (3.9) and (3.13),
| dfq| = U j (dfq)(io..,i )|, where 

1o-'•1q+l

| (dfq)(i i )| c 5)1|(p)rNk fq(i ......i )| .
1 ' 0 q+1 1 k=o‘ N o k q+1 1

Lemma 3.15 The map d;Cq(w,Z) -» Cq+'*"(w,S) is an H-homomorphism, 

2
and d is trivial.
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Proof Let f^,g^ 6 Cp(w,Z) and e w(q+l). Then by (3.13)

and (3.14),

“So(p)(rl,kN£q®r\8q) (1o- • 'k- • - W' 

and
(dAdgixi,,...!^) - (d£‘i(io...lq+1»e(dgi(io...i(rbl)) 

q+i n, n
- wx V'Xo--vp)® 

(k2=(p)rNkBsq(io...£...iitl.1)).

Since the H-structures are assumed to be commutative, these two 

expressions are homotopic and d is an H-homomorphism.

w(q+2), then

-^(P)r%(dfq)(io...t...i^2)

= ^(P)rNV^<p>rNkJBkfq<1o. • • j • • •£. ■ .iq+2)), 

j^k

By (3.9), 
q+2 q+2
,0 (p)r k (.0 (p)rkj -...i )) ~
k=o N j=o M o j k q+2y/

j^k 

q+2 q+2
.© (p)(.0 (p)r kj f^i a...! ))
k=o j=o N o j k q+2

j^k

let ‘‘o-'-W 6 

td^Xdo-'-1^)

where N, . = Q ,w. 
kJ mrJ

= (rNolNfq(i2.. .i^2)OprNo2Nfq(iii3.. .i^)©.. .©(p^’W^^.. .i^))

O.. .

O«p)rNq+2ONfq(ii. . .1^)0.. .©(p) (p^^q+l^d  ̂.. i^)) .
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Note that =Nkj an<^ PP — !• In fche latter expanded form 

above, each term appears with an inversion and again without an 

inversion, and by the commutativity of the H-structures these terms 

may be rearranged to yield;

(d2f'')(io...i(i+2) = e<i+2(i()...iq+2), 

where e<t1"2(l0...lq+2) - eN s S(N,-)/).

Lemma 3.16 Im d*^ and Ker d^ are H-spaces under the H-structure 

inherited from Cy(w,S), q s 0.

Proof If fq,gq e Ker d^, then

dCf’b gq)(io...iq+1) dfq(io...iq+1)o dgq(io...iq+1)

= eq<1o---1q+l>eeq(1="-1q+l)

= sX-'W’

and f1"* O g^ e Ker d^.

Also, 9^ 6 Ker d^, since d^9^ ~ 9^"*"^. Thus Ker d^ is an H- 

space under the induced multiplication of Cp(w,Z).

Let f^+^",g^"1"'*" e Im d^. Then there exist f^, g^ e Cp(w,Z) such 

that = d^f^ and g^"*"^" = d^g^. Thus

(fq+1e gq+1)(io...iqtl) - (dqfqo dqgq)(Lo...iq+1)

~ <dq<fqe gq))(io...iq+1), 

or f^^0 g^+^ e Im d^.

Also, Im d^, since d^9^ ~ 9C*+'*". Thus, Im d^ is an H-

space.

Definition 3.17 Since d^ is trivial, Im d^ CZ Ker d^. Define

H^(w,S) = Ker d^/ Im d^ ■*", where Ker d^/lm d^ is the set
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{ f^O Im 6 Ker } and O Im d^ = [f^Og^|g^ 6 Im d^ .

Under the quotient topology an H-structure is induced on H^(w,Z) 

by the rule: p> (f^ O Im d^ ^.g^ ® Im d^ = (f^Og^)© Im d^

The neutral element is 9^ O Im d^ = Im d'’ \ Let denote 

fq © Im dq-1.

Definition 3.18 If v and u) are open covers of X and uo refines v, 
w v < U), then let p denote the (nonunique) projection which maps

simplexes (io<..iq) 6 w into simplexes (Jo...jr) e v, r q .

The projection pW^ induces a map pWv#;Cq(v,L) -* Cq(w,Z), 

defined by: pW #fq(i .,.i ) = rMfq(pi...pi ), where N = D w. ,
J r v o q N o r q2 ’ i •n n m

M = D V. . , and fq e Cq(v,Z).
j = pi ’ F ’ 'k r m

Note that |pWv^fq| |f^| and that pW^is an H-homomorphism 

Msince r is an H-homomorphism.

t i m jQ w # w # ,qLemma 3.19 d p ~ p d .
------------------------ W r V r V V

Proof Consider the diagram;

I dq 
...-eq(v,s) -v

w #|Pvdq

,..-Cq(w,S) -W
F |

Let fq e Cq(v,S), then

Cq+1(v,Z) - 
r 

w #lp, 

cq+1(»,Z) -

p (d^fn)(i ...1r v v ' x o q+1

rMN <k2o(P>rMkM£q(l,1=' • -k- • -PVl” 

q"*"! M
k9o(P)r \fq(pio...£...piq+1)

= d q
w

/ w r• (P v f )(1o* * '■Lq+1? '
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Lemma 3.20
(3.20a) pWv#(Ker d^) c Ker d^,

(3.20b) pWv#(Im d^ ^) c Im d^

Proof Let fq e Ker dq, then pWv#fq(io...iq) = rMNfq(piQ...pi^),

by (3.18), and
dq(p" #fq)(l ...1 .
wxr v ' o q+1

Mk Ar •= ,0 (p)r \Tr K„ f (pi„. . .f ... i 
k=o ' N Nk ° k q+-*- 
q+1 „

— ,® (P)r fq(pi ...-A...pi ,),
k=okH' N o' ’k p q+17’

so the right-hand side of the equation is

, and N = 0 v. .. im m

and
(pW #fq)(i ...i 
r v o q

M cSr • • \= r fn(pi . . .pi )N o r q
-rMlq<Jo(p)rMkHgq-1(plo...i;...plq))

c. Jo(P)rMV'-1(pl„...fc...plq)

= kOo(p)At)rMkNkgq-1(plo.. .t.. .plq)

5 , x N. . w # q-1. .. . .
= .O (p)r k (p )(i ...A...i )k=o N v o k q

where «k -JJk’pl • Nk
r m

But dqfq ~ eq+1,

trivial in Cq+l(w,S).

Let fq e Im dq ■*", then fq(i . ..i ) = ,O (p)r^ eq ^(i„,..A...i
v o qz k=o ' M o k q

,q-l, w # q-1. .. . .= dn (p gn )(i ...1 ), w xr v ' o qz ’
w #-q T ,q-l thus p fn e Im dn v w

Definition 3,21 By Lemma 3.20, induces an H-homomorphism 

by the rule: PWv*(fq) = (pWv#fq)> where 

fq e H^(v,S).
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Lemma 3.22 If p and p are projection maps of w to v. then
r * aW *

« P 
V r

w vaDefinition 3.23 By the definition of p and (3.9), the collec- 

tion tHp(w,Z), P v j forms an h-direct system. Define the cohomology 

of X with values in ?/ and supports in F as the limit of this system;

> - L{HP(w,Z), p"v*}.

Proof Define a map D:C^(w,Z) -» (w,2) by;
---------  -t r 

q-1 M
Df^(i . ..i .) = .0 (p)r k fq(pin.. .pi. pL ...pi _) , 

o. q-17 _ k=ow x ' N ° r Ic k r q-17 ’ k q-1
where M. = A w . 0 D. wa . , N = A v..

k m=o pi m=k pi im m

Then 
q „

(Ddfq O dDfq) (i ...i ) = AO (p)r k dfq(pi ...pi .pi ....pi ))
o q k=o M o r k k q

O (,O (p)rPk Dfq(i . ..f...i ))
vk=oXM/ N o k q77

= (.© (p)rMk ( © (p)rMkh fq(pio. ..f .. .pi ))) 
k=o N h=o M, 0 k r q

h^k

q P q M n a a0( 0 (p)r k ( 0 (p)r Mi fq(pi . . .. pi, pi. ...pi ))). 
k=o'M/ JSrh=o^z P. o k1 k1 k 1 qz77

h^k

Expanding and simplifying

(Ddfq 0 dDfq)(i ...1 ) ~ (pW # O p pW #)(i ...i ).
' 7 o q7 r v v o q7

Let ^q 6 H^(v,Z), then fq e Ker dq, thus

aw * w *. ..q .aw # w ik-q /TX, „ ,nS£q (P v ® P P v ) f = (P v 9 P P v )f- (Dd 0 dD)f4 .

But Ddfq = 6q and dDfq 6 Im dq thus (Dd © dD)fq = 9 and 
aw * _ w * 
P ~ P v v
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Theorem 3,24 ) is an H-space.

Proof If|j,<v<a)<x » then

(3.24a) (%(p (x^),p v (xv))) nx(pX^ (xp(),p\ (x^)),

and
V) •k \) * \)

(3.24b) |i (p (x ),p (x*)) ~ p (x x') ,V p p P p P p p

since the connecting maps are H-homomorphisms (see the diagrams 

below).

X * x pX * 
HP(.,Z) X HP(v,E).------------

CD * CD *
P X PH |J> r V

Y
hP(cd,Z) X hP(cd,2)

, ,^(D X *
hP^S)________________ ________

v * \> *
P x P 

hP(H,S) X HP(p,,S)-------------

V v *

P 
HP(H,2) ---------------------------- ---------

HP(x,S) X rP(x,s)

Y
------->- hP(x,Z)

hP(v,Z) X hP(v,S)

-------->- hP(V,S)

The limit space ^(X,^), with the limit topology, has a 

continuous multiplication defined as follows;

m * UD *
U, ( X ,X ) = H, (p (x ),p (x )) ,—U — V ' HCDVH |J, V—v — X)'' ’

where x^, x^ 6 ^(X,^ ) and |j,,v < cd .

The definition is independent of the choice of cd, for if 

cd1 > l-i,v> then there exists a cover cd" > cd',cd such that

CD" * CD * CD * CD" * CD* * CD**
P (p-,n(p (x ),p (x ))) ~ p , (u, t (p (x ),p (x ))) 

by (3.24a) and (3.24b) above.
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(I) * 0) *
Thus u, (p (x ),p (x )) 

hoj H |1 "Lb v v ~v
0)1 * uo * * 

Lb , (p (x ),P (x )) PU),VP |J, k p,/,P \) X—X)''

Also, the definition of 'jT is independent of the choice of

representative 

to that above.

of the elements of by an

Denote Lb'f x , x ) by x Ox-p,’ —V 3 -p, -v

argument similar

Denote 9 by 9,-p, 3 ’ then 9 O x =9 Ox =p,(9,x)=x.—v -p, —V V’ V -v

Similarly, x^ ® 9 = —v'

The choice of representative of 9 is independent of the choice 

of representative of x , since the connecting maps are H-homo- 
morphisms. Thus pT determines an H-structure on H^(X,C|-| ).

If the spaces hP(w,Z) have inversions p^, then an inversion 

p on hP(X,71 ) is defined by p (x ) = p (x ) . Denote p (x ) by (x )-1
£ —V V V —"V —V

then (x.JOfx,,,) = u (x, .p (x )) = 9 = 9 .x—u)-' a)7 a)’Ma)v a)7' —(jo

If the H-structures on the spaces H^(w,Z) are associative 

and/or commutative, then the H-structure on H^CX,^) is associa

tive and/or commutative in view of the definition of the H-struc
ture on H^(X,^ ) .

The above cohomology theory may be shown to satisfy the axioms

of a sheaf cohomology theory (for sheaves of H-spaces).

Definition 3.25 By a cohomology theory with coefficients in a 

sheaf of H-spaces, we mean a covariant 6-functor ([14]) from the 

category of sheaves of H-spaces on a given space to the category 

of H-spaces which satisfies the following axioms (cf. [5], [9] 

and [13]);
I. h£(X,^ ) « SF(X,^),

II. If 0 -» CH 1 0 is an exact sequence of sheaves
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of H-spaces on X, then the sequence

... - hP(x,7(") - H^+1(X,^') H^+1(X,7/) - ...

is exact,
III. H^CX,^ ) = 0 if is fine and p > 0.

Additional properties of the above cohomology will be explor

ed below. We begin by demonstrating the above axioms. The follow

ing definition is listed for later reference.

Definition 3.26 A sheaf of H-spaces is fine iff for every fine 

covering of a locally compact space X ([3]) or locally finite cover 

[v^J of X (C14j) there exist sheaf maps cc: such that:

(3.26a) |a.|

(3.26b) © ai

It is clear that if 1:^-1 -* is the identity map, then 

l*:Hj(X,^ ) S h^(X,£)/). Also, if M", then $*a* =

(pa)*:Hj(X,^ ') - Hj(X,^”).

Theorem 3.27 h£(X,^/ ) « S*. (X, ) .

Proof We are assuming H^(X,1^/) is trivial for q < 0, therefore 

h2(v,S) = Ker d°, and (dof°)(i 1 ) = rN° f°(i1) 0 rN1 f°(i ) ~ 
I* O 1 IN JL LN U

91(i i_), where N = v. Pl v. , N. = v. , j = 0,1. 
v o V ’ i i- ’ j i. ’

o 1 J

However,
(rN° f0(i.) © prNl f°(i )) 0 rN1 f°(i ) 
x N 1 N o'' N o'

~ rN° f°(i1) 0 (prNl f°(i )OrNl f°(i ))
N v 1' N v o' N o"

~ rN° f°(i ) © rNl 6°(i )
- N ’' I7 N o?

Nn £o xV (11>’

^"i ’

- h •
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and O rNlNf°(io) rNlNf°(io), thus ~

rNlf°(i ).
N o'

Let {h^} be the latter homotopy of f°(ip and f°(io) on 

v. 0 v. . Then {h^j may be extended to the path components of

Im f°(i-) v. 11 v. and Im f°(i ) v. A v. over v. U v. e v to 
1*1 i, o' 1 1 1. 11-o 1 o 1 o 1

obtain a section which is a homotopy of f°(io) on and f°(ip 
lo

on v. . Thus U f°(i.) determines a section of X.
T1 J J

Let s e Sp(X,^/ ), then s determines a cocycle in H^(v,E).

The correspondence above determines a homomorphism Ker d° -» 

SF(X,^/ ) with trivial kernel, thus H^(v,Z) « SF(X,^/), as an 

H-isomorphism, and H^X,^ ) « SF(X,^/).

Let 0 ™ 0 be an exact sequence of sheaves of

H-spaces on X, that is Im a ~ Ker g, where Ker |3 = {ae 10 (a)^} , 

a and 3 as defined in (3.8).

Theorem 3,28 Let 0 -»'}{ ' 1/ " 0 be an exact sequence of

sheaves of H-spaces on X, then there exists a map

5q;H^(X,^ ") - H^CX, ^,),

such that the sequence
... - ^^(X,^1) ^^(X,^) - ...

is exact.

q
Proof Let v = fv.} be an open cover of X and N = A v. 4 0 . 
--------- 1 r m=o 1
It is clear from (3.13) and (3.14) that a* and P* commute with 

the connecting maps required for the cohomologies involved here.
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0 - cJ(v,S') C^(v,Z) C^(v,E") - 0

,dq dq ,,dq

T # Y V
0 - Cq+1(v,S') Cq+1(v,S) Cq+1(v,S") - 0

If £q e then define 6q:H^(v,Z") -» Hq"*"'*‘ (v,S') by

6(fq) = (5qfq) = ((/~1dqP#~1fq) .

The map 6q is well defined and commutes with the connecting 

maps.
Let gq,gq e pVA 1(fq), then dq(gqOgq) ~ dqgqOdqgq ~ dqo?^hq ~

Q?^dqhq for some hq e Cq(v,Z'), since g?©pg2 e Ker . ThusF 12
(d^Jopd^^) O (pa#,dqhq) ~ dqgq O pCd^^.dV) ~ 9q+1,

or = (oi^"1dqg<b e ^(v.Z).

The map 6q is natural by the following argument. Let the 

diagram below have exact sequences and commuting squares.

0 3 _ o

■A A >rP-
0 -‘K* ?< - X” - 0

The following diagram results:

-q Hq+1(X, ')

v* X*

H^X,^") H^^X,^')

Let ^q 6 H^(v,S")> then

X*6q(fq) = X*(Qf#'1dqp#~1fq) = (X#cr#~1dqP#~1fq), 

and 6*v*(fq) = 6*(v#fq) = (a# ^d^# q) .

But ■'■y#fq ~ ^fq and X#Q?# ~ a# \l# on Ker (3#.
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Also, d*^!# m y,#d^, by definition of d. Thus, 
(Xyfa# ^d^# 1fq) ~ (^"VyAd^#"'^f11) ~ (o'#""1dqp,#(3#~1"fq) ~ 

(a#"1dqp#"1v#fq).

A long exact sequence results;

H^Cv.E") H^Cv.E) - ...

Exactness at ^(v,^"); Let £q e Im 3*, thus = |3*(gq) = P#gq. 

Then 6*(fq) = 6qfq = q# ^dq3# lfq = cy# '*"dqgq = 9^q+'*", and Im |3* c 

Ker 6*.
Let ^q e Ker 6*, thus 6*(jEq) = 6qfq = £q+\ But 6qfq = 

a# ^dqp# lfq, so gq e P# lfq has the property that P*(gq) = _fq. 

Exactness at *); Let e Im 6*, then fq^ = a# ^dqp# lgq,

where gq e ^(v.Z"), and a*(fq+l) = dqj3# ^gq = 9^q+'*", or Im 6* a 

Ker o?*.
Let e Ker o?*, then Q'#fq+^" € Im dq and if gq 6 P#dq Q'#fq+} 

then 6*(gq) = f^^".

Exactness at Hq+’*"(v,E); Let fc*+'*" e Im o?*, then = a*(gq+^) = 

Q'#gq+^ for some gq+'*" 6 Hq+^(v,S') and ^^(f^"*") = P#o#gq+'*" = £q+^.

Let e Ker |3*, then |3*(fq+l) = 9^q+^ and there exists an 

element gq+^ e Hq+^(v,Z') such that ~ fq+'*", or o*(gq+'*") =

fq+l.

Passing to the limit of the sequence above, one obtains the 

desired exact sequence.

Theorem 3,29 ^(X,^ ) is trivial for q > 0, if % is fine.

Proof Let v = fv^} be a fine cover or locally finite cover, 

a set of sheaf maps with supports in [v^J, and {o?^} the
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induced maps on S(u/M ).
Define a map D;Cp(v,E) ^(v,Z), by

(Dfq)(i ...i .) =Oa.(fq(ji ...i .)).
o q-1 jen jx o q-1

q-1
Then if x e D v. \v., (Dfq)(i . ..i ) (x) ~ 9 .

m=o ij o q-1 xm n

Note that |^jsl c |s| for all s e S(X,^ ), thus |Dfq| C |fq|. 

Combining d and D,
dq"1Dfq(i . ,.i ) =O (p)rNk Dfq(i i )

o qz k=o r N o k qz

q
= o (p)rNk (.© a.fq(ji ...f...i )), 

k=o N jen j o k q/z

and Ddqfq(i . . ,i ) = ,O o' dqfq(hi . ..i ) 
x o qz hen,h o qz

q+1 M
= U° “u(i° (P)r hen1hKk=ov 7 M o k q+l/z

where i1...!1,. = hi ...i .o q4-l o q

Note that a ,fq( ji , . . i ) ~ 9 if v. D N, = 0, thus j
J o k q j k

must take on the values i ...i in order to obtain nontrivial o q
results.

Expanding and regrouping, one obtains
1 q(dq-1D © Ddq)fq(i ..,i ) ~ 0 a. fq(i ...i ) ~ fq(i ..,i ), 

o qz n=o 1 o qz o qz’

or d^DODd^l^q^ .

Thus Ker dq - Im dq and H^(v,Z) « 0. The result is immedi

ate .

It is of interest to determine other properties which this 

cohomology theory enjoys. Mapping theorems present problems, for 

even though the inverse(and direct)image sheaf of a sheaf of H- 

spaces is well defined, the induced maps on the cochain spaces 
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are not well defined in general. The excision property is satisfied 

however. We begin the discussion with a definition of the relative 

cohomology spaces.

Definition 3.30 Let A cz X, and i;A X the inclusion map. We 

shall assume that A is locally closed in X if F is a paracompacti- 

fying family of supports.

The inclusion map induces an onto map

i*:C^(v,E) - C^|a(v|a,Z),

where v|a = [v^ e v| v^ D A 4 $ }, ( every map in Cp|A(v|A,E) 

may be extended trivially to C^(v,E)), by the scheme

i^(f^)(j /..j ) = fq(ij ...ij ) = fq(j ...j ),

where (jQ...j ) e v|A, f^ e (v,E), and f|A = [b e f| B c A }.

Define Cp(v,v|A,E) = Ker i^ . Then, since d^(Ker i^) c 

Ker i^ , H^(v,v|a,E) is well defined and inherits a multiplica

tion from C^(v,E).
F

* C Q|In turn, i^ induces a map iv;H^(v,E) -» A(v|A,E), since 

i^d^ ~ d^i^ , defined by i (f^) = i#f^ .
V V V — — V—

aw *w*i * * * w *Note p = p Ker i ; Ker i* -* Ker i , since i p ' r V r V 1 V V W ’ Wr V
^'vIa'^v ’ t'lus (v»vl A,2), pW^ } forms an h-direct system.

Define the relative cohomology space as the limit

lJ H^(v,v|a,E), pWv“} .

Theorem 3.31 If U c x is open, U is contained in the interior 

of A c x, and j:X \ U,A \ U -* X,A is the inclusion map, then

j*: H^(X,A,?/) - bJ'(X \ U,A \ U,^),

for any family of supports F.
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Proof Consider the absolute spaces, that is j:X \ U -* X, and 
let v be an open cover of X and u) = j ^(v) an open cover of X \ U.

Then, by (3.30), the following short exact sequence is deter

mined by j;
0 - cJ(v,w,E) -» cJ(v,E) CJ[|A(W,Z) - 0 .

Let f"^ e Cp(v,w,S), then f^(io...i ) e S(N,?{), where
q » q

N = (1 v. 4 0, and j ~ 9^ e Cqi . (w,S). 
m=o i v FAm 1

But (j#fq)(i ...i ) = fq(ji ...ji ), and j(i ...i ) = 
J o q o q o q

(iQ...iq), so j^fq ~ 6q, or Cq(v,w,2) is trivial and is 

an isomorphism. 
* *k

Thus j is an isomorphism and j is an isomorphism on the 

cohomology spaces as desired.

The relative case is obtained by the following argument. 

Restrict the covers of X to satisfy: v^ D U 4- 0 implies v^ c A.

Such a collection of covers is cofinal in the collection of all open 

covers of the pair X,A (see p. 243 [8]).

The following diagram is determined:

0 - Cq(v,v|A,E)

t
0 - Cq(w,w|A,S)

-V Cq(v,Z) -V Cq|A(v|A,Z) - 0

1 J II JI.v Jv|A
T]# Y i#

Cq(w,S) -W Cqi (w A,2) - 0 
r r | A

The rows are exact and the maps and jv|A are isomor

phisms by the above argument. Also, square I. commutes and

square II. commutes up to homotopy.

Thus satisfies v
Cp(v,v|A,Z) « j*T]*Cq(v,v| A,2) = T^j*Cq(v,v|A,S) « j#Cq(v,v| A,S),
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and since liwJv = Jv 'v » t"e maP Jv1S onto an° induces an iso

morphism H^(v,v|a,Z) H^(w,w|a,S).

Take limits to obtain the desired isomorphism on the co

homology spaces.

If is a sheaf of H-spaces such that = U7l is a sheaf

of algebraic structures (cf. (3.12)), then the following theorem 

demonstrates that the sheaf cohomology theory is contained in the 

cohomology theory defined above.

Theorem 3,32 H^(X, (X, as H-spaces.

* * ~ 
Proof Consider the cochain spaces involved,, C^,(v,2) and Cp(v,S).

By (3.12), there is a map -» which is a homotopy equivalence 
*k

on stalks. Thus, the map | :Cp(v,Z) -» C^,(v,S) is a homotopy equiva- 

lence and the cochain spaces are isomorphic as H-spaces. The desir

ed isomrphism follows immediately.
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