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ABSTRACT

Little research is currently available concerning the most accurate
method for assessing discriminative control during a two-lever choice operant

,
task when extinction sessions are utilized. Past and present research has
noted a decrease in correct bar presses during extinction when compared to
correct bar presses during reinforced responding. Investigators have noted
an apparent "cue-search" exhibited by animals during extinction testing and
have proposed that the elimination of the food reinforcement cue is respon-
sible for searching behavior and subsequent low discrimination scores. A
growing body of evidence obtained from op%rant discrimination experiments,

sychopharmacolo research, and motivational investigations is reviewsad
o

here and methods feor elimination of animal searching behavicr ave

[
)
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Q
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Since extinction sessions, by definition, require the elimination c¢i the
reinforcement cue, methods for altering cue valence or cue impartance are
discussed.

A series of investigations was performed to determine the effect of
motivational states on performance of a two-lever operant discrimination
task. In all experiments, animals were trainéd to discriminate be:iween tactile
cues and then tested during extinction periods. Experiment I investigated
discrimination accuracy for groups trained under a food-motivated condition
and tested either in a motivated or non-motivated state. Experiment IT
followed the general pattern of the first invéstigation but with an additional

point on the motivation continuum. Experiment III investigated the effect

of amount of preliminary training when in a motivated state and subsequently

b

tested in a non-motivated condition. Results from these experiments indicared

§



that the non-motivated animals performed the discrimination task significantly
better than did animals in a motivated condition. In addition, results
suggested that a minimal amount of training was neces;ary to produce accurate
non-motivated discrimination during extinction. There was no discernible
relationship observed between number of responses occurring during extinction
periods and deprivation level. Results are discussed in terms of the rein-

forcement cue, cue valence, and state-dependent learniug theory.

’
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ABSTRACT

Little research is currently available concerning th:e most accurate
method for assessing discriminative control during a two-lever choice operant
task whén extirction sessions are utilized. Past and prescnt research has
noted a decrease in correct bar presses during extinction when compared to
correct bar presses during reinforced responding. Investigators have noted an
apparent “cue-search" exhibited by animals during extinction testing and
have proposed that the elimination of the food reinforcement cue is rvspon-
sible for searching behevior and subsequent low discrimination scores. A
gréwing body of evidence obtained from operant discrimination experiuents,
paychopharmacology research, and motivaticnal investigations o 1evic-nd
here and methods for elimination of animal searching belhavinsr zve prors.o
Since extinction sessions, by definition, require the elimination of the
reinforcement cue, methods for altering cue valence or cue importannes arve

discussed.



THE ROLE OF MOTIVATIONAL INVOLVEMENT AKD TIE
RETHFCRCING STIMULUS IN TWO-LEVER OPERAYNT

DISCRIMINATION DURIKG EXTIRCT1ION: A REVIEW

At present, little is known concerning motivational effects on two-
lever discrimination performance during extinction in an operant
conditioning paradigm. Reviews of existing rescarch and additional
knowledge concerning motivational and stimulus functions nay contribute
to a better understanding of motivational effects and may clerify
problems in motivational research, s»imulus investigations, discrimination
performance, aund even bLe¢hiavioral pharmacclogy.

-Although somevhat over-simplified, resear-h in 2ll of uvhese 4reas
seems to cither ignore motivational parametere or direct avteniion io
siﬁgle—bar tasks in an effort to simplify problems while risking the
loss of potentially useful data. Perhars a careful review and examination
of motivational, stimulus, task, and drug research would point to optim~l
conditions for investigation of discriminative control in &ail of thosc

areas.

Role of Reinforcement as a
Stimulus Cue in Discrimination
A number 6f investigators concerned yith accuracy of discrimination
performance during an operant task have advanced the hypothesis that poor
discrimination may result from the elimination of an essential cue
during extinction testing. The experiments to be discussed generally
ﬁropose that omission of food reinforcement recults in a stimulus

eneralization decremant adversely affectiry discrimination performance,
g P



Farmer and Schoenfeld (1964) trained two rats for thirty days on a
bar press responsc Qith a ¥FI-30 sec schedule with a DRL component added.
The resultant effect was that a minimal inter-response time (IRT) for the
reinforced responsc, in ad&ition ﬁo the FI variable, was necessary for
reinforcemznt. When post-rcinforcement break length (time between
responses) was compared with length between responses not resulting in
reinforcement, it was observed that a greater precision of timing behavior
(measured éy IRYTs) significantly increased if a responsc followed a previous
vesponce that was reinforced. These authors conclude that the reinforcement
event, rather than the orgenism's response, initiated IRTs more approp-iate

to the schedule in effect. In sddit the relntive frequency ni s

sequence of two reinforced responses appezred greater than that ol g

O~

sequence of a non-reinforced response followed by a roinfcreed cne. A

ea

second experiment utilizing only a DRL 24-sec schedule was conducted

L

confirmed the findings cbserved in the initial investivsstion, These
authors conclude that a "greater intensity of extercceeptive cueing’ is
the main function of the reinforcing stimulus. They proposc that

omission of such cue conditions eliminates a necessary oo

weilus event
essential for animal discrimination performance. Such 2 view is more
parsimonious than earlier explanations pro;osed by investigators

relying on internal factors to explain mediation of timinrg bchavior.
Farmer and Schoenfeld propose that when an animal encounters the
reinforcing stimulus, a relatively less ambiguous condition is prevalent
than if the animal doas not encounter a reinforcing stimnulus. An

opposing view is discusscd by Anger (1963) concerning.the development



of internal "clocks" or timing mechanisms. Anger proposed that
discriminative contfol evolves through both internal timing mechanisus
and individual organismic variability. Ue felt that the developnant of
high or low rcsponse probébi]ity has little to do with environmental
change. For Anger, discrimination implies the presence of discrimiazble
events. According to thié author, however, temporal discrimination must
be a function of organismic differences since he does nct accept the
omission of reinforcement as constituting a change in environmentsl
stimulus events.

Other investigators, however (Carter and Brvno, 1968a, 1968h;
Terraro, Schoenfeld, and Sunapper, 1955; holz and Azrin, 19435; Lo, o’
1964a, 1964b) secm to think that exteroceptive cue conditicrs als tuere
likely résPonsible for accurate temporal discriwminztions then ars o
Liypothetical internal mechanisms. Carter and Bruno (1968a) trained
three grecups of rats given 300, 900, or 15C0 water reinforcaments icr
responses on 2@ DRL-0 sac schedule of reinforcement. While resistauce
to extinction was subsequently low for all animals, rapid a@ud accuraie
reconditioning to the initial schedule was cbecrved when reinfoccement

bserved that a

was again programmed. In addition, these authcivs o
response met the DRL criterion more often if it followed a reinforced
rather than an unreinforced response. They suggest that the stimuli
preduced By criterion responses serve not only to reinforce those
responses but also to set the occasion for furthcer reinforced responding.

Such data support the hypothesis suggested by Farmer and Schoenfeld

concerning the role of reinforcement as a discriminative stimulus,



In a subsequent investigation, Carter and Bruno (1968b) cxaminoed
steady-state DRL bechavior by training seven naive rats on a DRL-15 scc
water-reinforced task. An examination of the conditional probabilitie:
following 20 hours of conditioning indicated thut an animal was more
likely to make a reinforced response if the previous response were
reinforced than if the previous response were unreinforced. Their data
clearly demonstrated that behavior following a reinforced response is
quite differcnt than behavior following an unreinforced response when
all behavior is graphically presented with the abceissa being relative
frequency of responses and the ordinate axis inter-responre time in

secoads. In all animals, resporses following reinforcad resnon=es mei ar

_ closely matched the IRT reguirermcut of the schedule. Reupooses
not reinforced ware not statistically likely bto be followesd Ty wuodr Mg
responses. In addition, re-acquisition following extinciion was rapidly
acquired following the first reinforced vesponse., Again, thz authore
irterpret these daﬁa to indicate a discrimivative control fuaction of
the reinforcer.

All the investigations cited suggest: that the omission of
reinforcement (particulariy where the ratio of number of regponses o
the number of reinforcements during training is high) serves as a
discriminative cue for accurate responding or for nct responding during
extinction. Thus, it appears that the émission of recinforcerent
eliminates the discriminative stimulus for further responding.

While these experiments are obviocusly germanc to discussions
concerning discrimination assesswent during extinction, other

investigators (Waters, Richards, aud Harris, 1972) have observed "cuz



search" behaviors emitted by animals during extinction of a two-bar
discviminaticn task. Such cue searching behavior carmot be explained in
any way othcr than external stimulus control. It scems unlikely that
organisms would scarch the external enviromment for gslient cue cenditions
if such counditions were internally present as suggested by Anger. Such
searching bechavior was first observed when pharracological agents werec
used as discriminative stimuli for a two-lever choice task. When such
internal cue conditions are uscd, disc:imination performance seems
related to the availability of reinforcing stimuli but not schedule
requirements (DRL timing) or previous variations in reinforcement
densities (Richards, 1974a). For this reason, a discussion corroraling
the evolution of behavioral meacores used in peychophanracnrlaooy oy ko

helpful in an understanding of discriminative control durice arfinctic:,

Evolution of Drug-Bchavior Lvaluations

Activity Measures

Tuvestigators interested in the pfe~clinical assessmont ol
behavioral changes ascociated with drug adninistration Lave searchizd
for accurate and rc¢liable evaluation devicas for almest a century. As
early as 1858, Stewart reported that a general decrease in the activity
level of laboratory rats resulted from chronic feeding of alcohcl
soiutions to these animals. While his measurement operations were
primitive by contemporary standards, his observations encouraged over
{fifty vears of work concerning drug effects on the general activity of

experimental animals. During these ycrrs, behavioral mcasures were

rarely cvaluated or refined. Instead, investigators chose to study a



variety of pharmacological compounds and their effects on "general”

activity or activity defined in terms c¢f ruuning speed or latencies.

Imoticnality Measures

‘Activity wzs only one area of pre-clinical drug evaluation researched
during the early years of behavioral pharmacology. As early as 1927,
reports from Pavlov's laboratory indicated a concern with drug influences
on experimentally produccd neuvrosis. Federov, Furman, and Zimkin
(Pavlov, 1927) produced experimcntal neurosis in dogs and observed thut

the animals vere '

‘cured" by the administration of bromides. Gantt ardd
Wolff (1935) confirmed the calmative action of bromides and similar
compounds on behavior elicited :irom animals subjected to exverinntalily
produced neurosis. Wikler and Macserman (1943) later demonsivaicd thn
morphine seened to "markedly diminish" behivieral disturbsnses in cut:
when these animals were first trained on a positively reinforced
instrumental respense and then puniched with an air blast snd whock lox
performance of the response. As in the history of research conceruing
emotionality, researchers coacernced with the efficts of phammacolaginsl
agents on cxperimental neurceis have almost always held the behavi0r01.
measurements constant across experiments while varying the diug
conditions (Masserman and Yum, 1946; Bailey and Miller, 1952; J.cobson
and Skaareys, 1955).

In general, work on activity measures continued to utilize grose
behavioral assay techniques until Brady and Hunt (1955) adopted the uss
of a free operant for the evaluation of drug-produced emotionality.

Previous lack of concern for spocification and definition of behavioral



variables had caused researchers (Brady, 1959a; 1959b) to comment on the
availability of more accurate assessment devices. Brady (19593) reviewed
the pharmacology literature up to-that time and noied that terms like
“"econflict," "stress,'" and Yneurosis' were, at best, ambiguous. He felt
that the use of operational definitions were essential for the analysis
of drug-behavior problemé.

Althovgh such operational methods were previously available, Skianer
(1953) and Ferster (1953) are usually giv n credit for their introduction
into psychophermacology. The application of operant conditioning was
;apidly accepted and incorporated into pharmacclogicasl rescarch shortly
efter (Brady, 1955; 195%a; 1959h; Sidmau, 125%; Boren, 1956},

For almosl fifteen years, operant conditioning szewed v Lo o

-

favored technique for researchers involved with the evaluation of Jvuin
action on behavior. During this period, conceptuvalizations of drug-
behavior internctions remained rigidly fixed and most experincents

vtilized designs in which pharmacolegical action was defined as a ¢l Znge
in response patterning or response rate feollowing adninistretion of &
drug. Brady (19550) proposed that a procedure produciug conditioned
suppression of a bar-press response provided a stable baseline for the
accurate evaluation of drugs reported to reduce or enhance "emotiorality."
In his procedure, a monkey was trained to bar-press for a liquid (orenge
juice) réward. Following stable baseline performance, the animal

received repeated pairings of a clicking noice followed by a short and
"paiuful' electric sheck to the feet. Using alternating five-minute
periods of "clicker" and '"no clicker," Brady reported that the animal

developed abmost complete disvuption of responding during presentntion



&

cf the clicking noise but generated a response pattern indicating no

' The author suggested

disruption during the periods of 'mo clicker.'
that tbe behavioral baselines produced in such experiments provide 2
usefulltool for evaluating specific drug cffccts upon "“affective"
response systems while concurrently cortrolling for more gencralized
motor disturbances or malaise.

An alternative approach was to supply an organism with a behavioral
repertoire: any component of which could be elicited at any timc., The
assumption was that any given drug could be tested over a spectrum of
behavior in the same animal at different times. Dews (1956) demonstraicd
sﬁch a technique using pigeons ord a multiple sgchedule desinn.  Tv his
experiment, food-deprived birds were reowerded with access to piawn Lo
pecking a lighted key. When the key was red, 50 pecks were (cduived . o
reinforcement, but when the key was blue, birds were rewarded for the
first peck occurring 15 wmin fellowing the previous reinforcowonrn.  Thuos
a fixed ratio schedule of 60 responses per reiﬁforcemont'(FR«ﬁﬁ} aug A
fixed interval sclheduvle of 15 min (FI-15 min) were broughr undsr ciwe
dizcriminative control of colorad cue lights. TFollowing Lascline
stabilization on both schedules, phenobarbitol sodium was adninistercd
irtraperitoneally to each bird, and the time course of drug action
obsgrved. Three hours following drug injection, there was élmost no
pecking behavior on the FI schedule., Although FR behavior was severely
disturbed, there was still substantial response output after three
hours, The author interprcted these data as demoustrating that drugs
do not exevcise generalized depressive effects upon all behavior but are

relatively specific to reinforcement contingencies and schedule effects.



\D

Herrnstein and Morse (1956) confirmed these findings and Boren (19656)
demonsirated similar results using the tranauilizer benactyzine.

Blough (1955) conducted an experiment dcsigncd'to show drug effects
upon an organism's "discriminative' capacity. 1. this study, pigcons
were presented with two response keys separated by a vertical bar. The
keys and the bar could be independently illuminated. TFood-deprived
birds were reguired to peck the correct key and then were reinforced on
a variable interval (VI) schedule. If the vertical: key was lighted,
the bird was reinforccd for pecking the darker of the two keys, and if
the bar was dark, pecks occurring on the brighier key were veinforced.
Peinforconent, then, was not only Contingént upon brisht znd darw
discrimination but was also conditional upon i1lumiration cf rhe ceniee
bar.

Blough's design.permitted two measures {or evaluating drug effect;
they were (1) rate of response or Lotal number of responnes cwivtad par
sessioa and (2) accuracy of choice cupresced in per cent covrant
responding,  Performance was vlotted 23 both rate and accuraey ccores
over time following either adwinistration of 18D-25 or equivalent
volumes of saline. It was observed that there was no drug effect on
rate of behavior but, shortly after administration, discrimination
scores increcased for birds receiving the drug; Birds receiving LSD-2%
continued to demongtrate increased accuracy as long as five hours
‘following administration. In a subsequent experiment, Blough (1955)
demonstrated that alcohol and pentobarbital have opposite effects. 1In
this case, drug‘administration resulted in an increase in ahksolute rale

of respending but a decrease in the accuracy of discriminative control.



10

While findings such as those mentiéned secemed interesting and
promising at the time, rescarch in other arcas of pharmmacology hinted
that operant technology was not a panacea for evaluation of drug effect.
During the 1950's researchers noticed that while drugs may medify ongoing
behavier (rate, for instance), they do not necessarily create behavior,
Dews (1955) was the first to demonstrate that the behavioral cffects of
drugs depend on the organism's reinforcement history. 1In his study
intramuscular injections of pentobarbital (ranging from 0.25 to 5.6 mg
per bird) were administered to four food-deprived pigeons maintained on
a conccmitant FR-50-FI-15 w'n schedule. The moast significa..t obsevrvatien
éf this study was that the behavioral ciffect of a perticular dove variol
~fiom a decrease in respending on a FR component to an incressc ia
response rate while on the FI corponent. Only the schedule component in
effect at the time of drug administration seemed rolevent to changes in
behavior. Subsequent investigators (Horse and ilcrrnstein, 18538)
dgemonstrated the séme effect vsing concurrent ééhedulen énd nantobherhitsl
adminictration with pigeons. Only the contingency of Ffood presentouion
relially covaried with altersiieons in response patifernicg; not drug dasvce.

Kellehgr and Morse (1964) designed an elaborate experiment to
demonstrate schelule~-controlled effects on response patterning follouwing
drqg administration. In their study, resvonse patterns betvecn monkeys
were compared when the aniwals were trained on a multiple FR ¥I schedule
of reinforcement maintained by diiferent reinforcement events. One
group was food—deprived»and trained to respond under a multiple FR FiI
schedule for food rcinforcement. A rectangular window located in fyonu

of each animal could be illuminatied to produce (1) a pattern of horizontal
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lines, (2) a red light or (3) a white light. When the horizontal line
pattern was prcsentéd, responding o any schedule never resulted in
reinforcement. In the presence of. the red light, a FR-20 schedule was

in effect and in the presence of the white light, a FI-10 min schedule
was in effect. A second group of monkeys was trained to & wmultiple

FR FI scheduvle in which reinforcrment was termination of stimuli
correlated with occasional electric shocks. As in the first group, the
horizontal line pattern had no consequences for behavior. When the

red cue was presented shocks were dclivered every 30 scconds. Shocks
could be avoided, however, if the arimal emitted 30 responses. The 30:hL
response terminated the red light and produced the horizoviai-lineg
patuern. In the presevce of the white lighu, shecks were deliveren o
l-secc intervals starting after 10 minutes., The fivst response after iv
minutes terminated the white light and produced the pattern of horizon:zal
lines. The authorg observed that while performances were waivtsinegd L
different events, the two multiyple schedules geoverated similur palic.o

r

of reusponding. Behavior under the FR compenent of each mvltiple
schedule was described as a sustained bhivh rate of approximately 2.3
responses per second., Performance under the FI components was charac-
terized by a typical pause followed by response patterning of about 0.6
responses per second. TFollowing response stabilization, intramuscular
injections of d-amphetamine (0.01; 0.03; 0.1 and 1.0 mg/kg) were given
these animals and response patterning recorded. A consistent finding
across all animals was that -- except at the highest dose (1 mg/kg) --

d-amphetomine administration increascd rates of responding under both

FI schedules but deereased rates under both FR schedules. The authors



point out that although decreases in responding after amphetamine
administration occurred under & variety of conditions, it seems tenucus
to assume that such a decrease in the rate of food-reinforced operant
may result from the drug's anorexic properties. Since the data demonstrate
similar changes in response patterning follewing drug adminiscration,
regardless of how the behavior is maintained, interpretations bascd on
anorexia are potentially specious (Morse and Kelleher, 1970). Such

:
results strongly suggest that drug effects on operant behavior ave rcoadily
modifiable by schedulc effects. Such findings, in turn, suggested ihai
a re-evaluation of the drug-behavior precblem was necessary for an vocurate
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couceptualization of dirug action in pre-clinical e
A conplete reassessment Lizg bzen called for by some rescun-ltiovs

concerned with the drug-evaluatiou problem (Kelleher and Mcrssa, 1033,

Thompson and Pickens, 1971; Schuster and Balster, 1974). For the mos:

part, these researchers have noted instaunces of envirommentally-concrelizcs

regulation of drug action and propose that the introduciion of a Giug

into an organism he considered a stimalus event. 1f drugs =ve viewad

as stimuli, then operational medels for drug-behavior-environment

interactions can be formed. Schuster and Balster (1974) suggest that

when drugs are conceptualized as stimuli, drug action can then be

described in the operational terms used to defire more traditional types

of stimuli. According to these authors, drugs can serve the following

stimulus functions:

1. Unconditional Stimuli

If a drug presentation relizbly elicits an unconditional reflex

from an organism, then drug presentation can be conceptualized as
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presentation of an unconditioned stimulus. As early as 1237, Girden and
Culler observed vhat appeared to be unconditional drug effects using
curarc and a classically conditionad leg flexion response in dogs.

Brady (1959) suggested that methodological proeblems result from
unconditioral drug reactions when paited with cnvironmental change and
that such contiguous relationships may permaneuntly affect behavior. At
that time, Brady did not propose that drugs could serve as a stimulus
function, "alttough procedural problems resulting from drug adininistratiocn
suggested th-t some form of re-evaluation was necessary. In discussing
methodological problems, Brady (19592) noted that there was an cbvious
interaction effect betwcer the biological effecis of a drug and thy
eavirvamental contingencies maintaining an orgarism's behevior an rha
time of administration. He observed animals producing a zrabie Cugpuf
of lever pressing on a variable interval schedulc (VI) awd noted a
decrease in rate following administration of a depressant drug. What
Brady was most concerned with wes the observation that lever nrassiry
rever regainad its original rate fov periods of time Icry alool Lie
drug effect had subsidad.

What Brady observed was an unconditional drug responsc subsequently
reinforced and maintained by envirommental contingencies. Interestingly
enough, it seéms that only one drug presentation is required in order
for a lasting conditioned response to be acquired. 1In experiments
utilizing pharmacoloegical agents as stimuli, the intensity and duration
of stimulus presentation may be a sufficient condition for overcoming

the multiple-pairing requirement. Unlike external cues which can be

ignored or missed by organisms, interoceptive drug-produced cues wmzy Lo



pervasive and inescapable. As a result, conditioning may proceed with

fever pairings.

2. Conditicned Stimuli

Drugs may serve as a conditioned stimulus (CS) if drug prescatztion
acquires the ability to relizbly elicit a conditioned response (CR)

o

following rcpeated peirings with some unconditional stimulus (US). To
date there are only two experiments that directly bear on drugze serving
as conditional stimuli. GCook, Davidson, Davis, aud Kellcher (1960)
demonstrated classical conditioning effects using 30 second intravenous
infusions ¢i central nervous syctem stimuleants (epinephrine, norepine-
phrine, and acetylcholine) as conditiorned stiwuli for 2 lepg Lionion
avonidance response in degs. These investigetors wepord rhe ¢
of.a strong CR following 60 to 140 shock pairings. Turniy, Bresaseysd,
and Braud (1974) offer more recent demonstrations of drug states serving
as conditional stimuli. These invescigations concern d-amplavsmiae
produced interoceptive cues gerving as (1) a C5 for shock-eliv)cod
aggression (Ulrich and Azxin, 1962), (2) a CS for T-maze aveidancs
1eérnihgt and (3) a C3 for svppression of an operant response., Ta the
first of three experiments, 10 male albino rats were assigned to 5 paivs
according to body weight. Three pairs each received shock in conjunction
vith a differeﬁt dosage of drug (0.5; 1.0; and 3.0 mg/kg). One contrcl
group received 3 mg/kg of drug with no shock presentations and the fifih
group received saline injections and shock. All animsls were given
injections 15 minutes previous to the start of shock trials. 1In addition,

all animals were given a3 three minute test session for spontaneous

aggressions previous to any shock presentatious. Shock prescntations
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concisted of 180 out of éOO trials per day'(Z ma scramblcd shock of
1 scec duration) with the other 20 trials used as "probes' for ohoervation
of non-shock elicited aggressions. All shock presentations were controlled
by equipment located outside the experimental room and aggressive bebavior
'

ves recorded by two observers stationed vithin the experimental room.
While all pairs given shock exposure increased in fighting behavior over
trials, only those animals in the drug-shock paired groups demonsirvated
frequent s;ontaneous (non-shock elicited aggression) during the 3 minute
test sessionc preceding the stort of shock presentations. The drug-non-
shock group never displayed aggression during the 3 min probe period. In
the drug-shock pairs there were no dose-response relationships. Follcowving
experimént I, one animal from each group was placed in a sigodsva 1-mare
following 2% hour water deprivation according to the following sequenae.

1. 10 random forced-choice trials per day (5 trials to each

side) to dishes containing 0.5 ml of sucrose-saturated water

for a period of six days. Right or left turn prefercnna was

recorded following 3 addiiional days of preference testing.

2. 2 forced-choice trials per day for a period of 5 days in

which the preferred side contained sucrose-amphetamine-water

(3 mg/kg). Each trial required a 15 min stay in the gealbox

following ingestion of the liquid. The drug choice wes

always run as the last of both trials.

3. 10 preference non-reinforced érials per day were run

for 3 days to determine if preference-reversal had occurred.

A1l animals with amphetamine-shock experience showed a marked prefercnce

reversal following drug ingestion in the previously prcferred goalbox.
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The saline-shock animal éhowed no prefercnce for the drug goalboux, vhile
the drug-non-sliock animal demonstrated an increaced preference for the
drugged goalbox,

Following ewperiment I, the other 5 animals not used in erperiment
II were placed on food-cycling and reéuced to 807 free-feced veight.
During training, all animals were given saline injections 15 min previous
to being placed in operant chambers. Animals were shaped and subsequently
maintaineé on a VI-1 min schedule of rcinforcement and given a 30 min
session each day until response rate varied no more than + 5%. During
three days of testing, all animals were given 1.5 mg/ky injections of
d-smphetamine 15 min previous o Lthoe experimental gession. ALl animaln
with prévious drug-shock euxperience demonstrated a uwarked decrezve wa
response rate and total number of respouses during the three drug vest
sessions. The saline-shock and amphctamine non-shock animals showed an
increase in rate during test cessions. These experiments sapgnest ot
least three worksble designs for ihe investigation of drug statas scrviay
as conditional stimuli in addition to demonstrating a classical coundi-

tioning effect,

3. Reinforrine Stimali

Drugs can be conceptualized as reinforcers if their effects (either
presentation or removal) are under the organism's control and they
subsequently increase the probability of occurrence for the response
which they follow. While the mechanics of drug self-adwinistration may
vary from experiment to experiment, the basic routes of administration
;nd reference experiments for such investigations are (1) oral (Harvis,

Claghorn, and Scheolar, 1967), (2) inhalation (Jarvik, 1967),
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(3) intraperitoneal (Caﬁpock and NWichols, '1955), (4) intracerclral

(0lds and Clds, 1958; Myers, 1963), and (5) intravencus (Thompson and
Schuster, 1964). Recent reviews of the literature relevant to drug
self-administration have heen provided by Thompson (1968) and Schuster
and Thompson (1969), and will not be covered here., |

An example of behavior reinforced by self-administered drug prescn-
tation is given by Thompson and Schuster (1964). Three adult male rhesus
nonkeys wers surgically implanted with a jugular catheter and infused 4
timee daily with 7 mg of morphine sulphate for a period of 30 days.
Following the period used to build physical dependence, all monkeys were

condgitioned to emil a specific belhavioral secuence in ovdeoy to ¢l fzan

infusions of morphine. The firal serics of belhaviers were =

Th~ interval component was signalled by a tone cvanset, and Lhe Ifigst

response occurring after 2 min of tone turned on a white light signalling

th

a change to the TR component. Twenty-five responses in the presence ¢
“the white light produced a subsequent infusion of 7 mg of worphine uvvel

a 60 scc period. Thus, in order to obtain the drug, animals woere
réqnircd to complete the 2 min fixed iaterval giving it the opportunity
to emit 25 additional respouses followed by morphine infusion. Tollowing
stabilization of the FI-FR sequence, the infusion and stimilus presenta-
tion apparatué was turned off for 24 hou;s. The following day, the

FT-FR schedule was reinstated and changes in behavior. were recorded.

The number of respomses in the fixed interval were dramatically increazsed
as compared to baseline conditions. In addition, latency to cownpletion
éf‘the 25 responses in the FR component was reduced. Dose-response

information obtained indicated a decrease in the tendency to work for



the drug as dose (amount of reinforcer) increased.

Experiments suéh as this suggest thot drug administration car scrve
as reinforcers for behavior in that organisms will (1) show zn increased
probability of responses followed'by drug administration, (2} generate
a stable baseline of bechavior if the behavior is drug reiuforced, (3)
chain behavicor and (4) increase or decrease respouse rate as a function
of increased or decreascd levels of deprivation or amount of reinforcement.
While drug’se1f~administration has been shown to demonstrate all of thz
above behavior, most investigators seem *tce agree that a drug can be
considered reinforcing if an incrcased rete of responding over operant
baseline rate resulis when the re-ponse is followed by a druz ivicetion.

4. Discriminative Stimmli

I1f ﬁehavior is reliably emitted and reinforced in the preocce oif o
drug state, then it may be possible to bring an operant under stimulus
control in such a way that behavior can be shown to predictably covary
with experimencal variations in the drug conditicn. When epprosched in
this manner, drug states do demoustrate properties similar to more
traditional external stimulus contucel conditions (Catania, 1971).

Overton (1968) has written a comprehensive review of the discrim-
inative control literature published before 1967. Thereforc, only a
couple of relevant experiments will be reviewed in this sectio:. Since
discriminative control of behavior by drug states research employes
experimental techniques relevant to this investigation, methodological
and procedural problems concerning reference experiments will be

discussed in some detail.
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larris and Balster (1971) demuustrated discriminative control by a
drug state using a one-bar operant task empleying a multiple FR-50 and
a differential reinforccment of a low response rate'schedulc with a 20
second inter-reinforcement contingency (DRL-20 scc). Saline (1.0 ml/kg)
and dl-amphetamine (1.0 mg/kg) were administered intraperitoneally and
served as the discriminative stimulus for the multiple schedule components.
During training, the amphetamine state was always paired with reinforcement
contingent‘upon DRL response patterning Vhile saline administrations
signaled that zn FR-50 pattern was appropriate. Following stabilization
of response patterning, animals were extiijuished for a 30 min period
under one or the other of the two stimulus conditions. Respoading
throushout the amphetamine extinetion session ghowed a patteri Lyvpical
of DRL performance while the cuﬁulativc recordings obtaineq daring
extinction under saline conditions showed only a few instances of spaced
responding., Similar experiments were conducted usging a multiple senedule
comprised of a fixed ratio schedule and an extinction componenk (FR-Z870),
When saline (1.0 ml/kg) served as the cue for extinction and pentcbarkital
(5.0 mg/kg) for FR responding, extinction under either cuc condition
reflected the animal's previous reinforcemwent history. The cumulative
recordings obtained under saline showed FR bursts during the first five
rinutes followed by a complete lack of responding.

While the presentation of cumulative recordings obtained during
operant conditioning experiments may represent an accurate account of
behavioral contrel, such records preclude statistical analysis and
interpretation of data. Although seme investigators (Sidman, 19560)

have argued that pictorial accounts of behavior arce sufficiernt evidencc
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for demonstrating the effect of some manipulated variable, recent trends
in operant conditioning suggest that both cumulative recordings and
statistical examination provide a more complete description.

Arn alternative desigo that permits statistical analysis employs a
two bar operant task in which a stirulus condition (§;) is consistently
paired with reinforcement on one bar and a different stimulus condition
(Sz) with reinforced responding on the other bar. Stimulus control can
then be evaluated during extinction sessions if only one stimulus condition
is presented. The degree to which a stiﬁulus controls behavior may be

quantified in terms of a Discrimination Ratio (DR) dcfined as the number

-+

1

of correct bar responses divided by the tétal number of regnonacs.
the DR is then multipli~d by 100, per cent correct scores are oofained

and may be used for illustration purposes. Waters, Richards, and Hargs
(1972) employed such a design for evaluation of discrimirative control

and generalization using dl-amphetamine as S1 and saline (:juivalent
volumes of a 2% NaCl solution) as S,. Threc groups of wats (x = 5 re-
group) were trained to perferin a multiple DRL-15" - DRL-15" schedula i»

a two lever operant chamber. Drug-stimulus conditions vizre introduced

by intraperitoneal injections of either amphetamine or saline 15 minutes
previous to each of 28 one-hour training sessions. Correct lever choice
conditions werc designated for each of the three groups as either:

(a) 0.3 mg/kg vs. 2.5 mg/kg; (b) saline vs. 2.5 mg/kg; or (c) saline vs.
0.3 mg/kg. Evaluation of strength of discriminative control was

obtained by presentation of a stimulus condition during a 12 min extinction
prbbc cvery fiffh day of training. Generalization testing was conducted by

administering intermediate doses of drug previous to extinction probes.
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These investigators expréssed their data in terms of DRs and per cent
correct responding. Results from these cxperiments show a strong
statistical effect (using chi squarc and comparing obtained Dhs to a
theoretical expecied DR of 0.50 or 507 correct random responding)
indicating & high degree of stimulus control in all tﬁree experimental
conditions. The use of such a design allows both graphic and statistical
representations «f behavior and permits more preccise evaluation of

p
¢iscriminative control.

Even this method, however, is not without problems. Waters, et al.
ohserved that responses shifted from one bar to ancther over time duving
the .12 min probes. Although thev acknowledge that such shifty Jecrenso
the final obtained DR and may result from the drug effect bLucoudig movc
salient later in the extinction test period, they suggest thai oilex
factors may play a prrt in response shifts. Such factors as the
removal of ihe food-stimulus during entinciion may contribute tc respouie
‘shifis. Following close examination of their data, they propescd that
animals go through a '"cue search' process with drug cueg becownluy lesg
imﬁortant relational to other stimuli suclh as reinforcement. Tater in
the test session, animals may increasingly depend on available cues
such as drug produced internal stimuli. They further suggest that
discrimination scores could be modified if either less of a cue change
was introduced or some procedure developed allowing organisms to atterd
to relevant cues early in testing. These authors fail to mention that
the frequent use of the first 5 min period of an experimcntal probe is

typical of other investigations using similar designs but different

pharmacological agents. Kubena and Barry (1669) recommend short
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measurement periods since longer probes also result in '‘cue scarch"
behaviors which correspondingly decrcase DRs. A procedure that eliminates
all "cue scarch" behavior would possibly increase IR scores £:d be a

more accurate assessment tool for.the evaluation ol discriminative control.
Possible reasons for cue searching and mcthods for elimination of such
behzvior are suggested in the literature concerning the stimulus funciion
of recinforcement and of drive level in discrimination performance. The
role of reinforcement as a cue for behavior has alrcady been discussed

and the complexity of the probhlem is obvious. DPerhaps the most convincing
argunent for not pursuing reinforcement as a cue is that discrimination

is alwost always measured by rate of acquisitica or exbtinciioi pecioiniic:.
By definition, the use of extinction performiunce elimiuvates veinlostovoenl
cues. Métivation, however, seems to be highly correlated with pericrudice
of discrimination tasks other than those using a two-lever choice proca-
dure. A solution to cue searching bchavior may be found in the motiva-

tional literaturc.

Motivational States and
Discrimination Learning
Although it may seum reasonzble to assume that as an animal becouvws

increasingly motivated, it will try barder to solve complex tasks, if
such a view was ever tepable, it had to‘be rejected following a :tudy by
Yerkes and Dodson (1908) which showed that performance in a maze learring
situation increased with increasced motivation up to a point -- after
which performance deteriorated. These investigators also showed that

the level of coptimum motivaticn was higher for easy tasks and lower for
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more difficult problewms. This relationship between performance and

motivational level has generally been termad the Yerkes-I'odson Law. In

a more gencral scﬁse, discriminative performance can be considerced a

complex task with task difficulty reletional to the complexity of the
.

discrimination.

In the arca of discrimination learning, motivational effects on
pericvmance have uot been fully studied. 1n fact, only partial sttention
has been given operant discriminaticn witih no atiention given a two-
lever chojce design. Previous research concerning metivation and
dizcrimination should be reviewed in order to iillustrate the deveoe to
which conclusions about drive effccts on discrimination poclcrverac oo,
at best, teaunus.

Spence, Goud ice and Ross (1Y59) observed that vhen av’s is ~ra2
given the opportunity ior an equal number of corroct or jvenrroct
respenses during acquisition of a discrindnation task, doive leool hoa
little or no eficct on subr+gquent discrivvinations. Orier Lavesbtigoicor:
(Bireh, 1955; Meyer. 19515 Tolmen and Gleitman, 1949) rarcrl cenfiicuing
data sugpesting either a facilitatory or inhibitory effect of dncicased
drive level on discrimination acquisition.

More relevant to thgbinvestigations presented here, Dinsmocr {1932)
traired rats on a one-bar operant light-dark discrimination task and
obacrved that discriminability remained invariant when changes in notral
body weight were manipulated following training. From these results,
he suggzsted that the slope of the gencralization gradient betveoen

stimuli is unaffected by drive level.
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Lachman (1961) trained rats in a three arm Y maze under high (4 br
wvater presentation.én alternating days) and low (10 min water presentation
4 hr prior to training) conditions. Using correct choice as a criterion
of discrimination learning, he foﬁnd that while thirst level produced no
influence upon measures of discrimination learning, it did significantly
influence locomotion rate.

In an operant conditioning paradigm, investigators utilizing a ona-
bar task h;ve uoted some interecsting patterns. Both Dinsmoor (1952) end
Choate (1964) usced a one-bar task and noted that as drive lavel incressed,
rate of rezponding increased. But since the rate of responding under the
two stimulus conditions (Sl and 52) 2luays increased in a ceonatart veric,
the apparent accuracy of discrimination (DRs) were not influzncad,

Additional space and detail could be devoted to this subject, bhut
since all the literature to date concerns itself with either maze
learning or oune-bar operant tasks, it is probably more parsimeunious te
point oui the major findings in this area of research:

1. Drive level seems to have its greatest effect upon

acquisition of a discrimination task; not upon post-
acquisition performance.

2. If variations in drive level have any effect at all,

it is to increase the animal's activity level (Laclman,
1961; Choate, 1964). Such data are consistent with

relationships observed between general activity measures
and increcased deprivation levels. Hall (1956), Skinner

(1933), and Miles (1962) have demonstrated that increcased
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levels of 1ight; confinement, or food deprivation
subsequently incrcase activity and manipulatory
behavior in experimental animals.

3. A final observation that is both interesting and
relevant to the problem of téo-lever choice designs
concerns the effects of motivational levels on
resistance to extinction. Following manipulation of
d}ive level, deprivation level during training had
no effect upon subsequent extinction if drive level wos
then held constant (Heathers and Arakelian, 1941;

- Strassburger, 1950; Broum, 1956). Extinction effecis
~ did occur, however, in an unprediciable wanner when

. motivational levels were altered during extinction
sessions. Both Kendler (1945) training rats on a
one-bar operant task under food deprivation and
Reynolds (1949) using a panel pushing procedure,
observed that resistance to extinction was much greater
for those animals that were low motivated than for
animals under a high drive condition. In both experi-
ments, the results were not predicted initially but
were highly reliable.

To summarize, it appears that low motivation during extinction
sessions may increase resistance to extinction while high drive conditions
may facilitate a suppression of responding. 1n addition, general activity
and manipulatory behavior secms to increase when the organism's motiva-

tional level is increased.
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The situation is even further complicated by relationships observed
between discrimination acquisition and motivational.statcs. Not only is
a decrease in an animal's ability to perform complex tasks noted throughout
the literature, but similar relationships seem to apply to human performance
as well. As early as 1959, Fasterbrook rcviewed the human performance
literature and proposed a general formulation stating, 'the number of
cues utilized in any situation tends to become smaller with increase in
emotion'" (p. 197). Subsequent experiments Willctf and Eysenck, 1962;
Eysenck and Willett, 1962) manipulating task difficulty and motivationel
states in hvmans demonstrated the reliability eund generality of Easter-

brook's previous formulations.

The Froblem and
Possible Solutions
All of the findings reviewed here suggest a possible solution te
the problem of increased accuracy during a two-lever choice operant task.
Since high levels of deprivaition scem to result in an increase of wani-
pulatory activity and a decrease in the effeciive use of availalle
stimuli, such high drive conditions could account for cue searching
behavior held responsible for decreases in DRs during extinction testing.
If a decrease in motivational conditions eliminates manipulatory
activity and generél behavioral arousal and also results in an increased
" resistance to extinction and effective use of relevant cue situations,
then a more accurate and reliable assessment of discriminative control
could result dufing extinction testing. The motivational literature
concerning both man and animal suggests that such a hypothesis is at

least worth testing and research in pharmacology using discrimination
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designs suggest that present methods of evaluation are in need of
refinement.

Previous sections have reviewed past and present techuiques for the
assessment of reinforcement as stimuli, drug research using opevant
conditioning techniques, and motivational parameters governing discrim-
ination performance and tﬁe unanswered questions or problems inherent in
each case., Even the most common of operant techniques produce unsatis-
factory diécrimination scores that have either been obéerved, discussed
and subsequently ignored (Waters, et al., 1972) or partially remedied
by eliminating data through limiting testing time (Kubena and Barry,
1969).

In using a two-bar lever cholice design at the Texas Regeareh
Institute of Mental Sciences (TRIMS), it has been observed that a uigh
degree of discriminative control (95% or greater) can be obtained during
reinforced practice sessions. When extinction_;esting is prolonged,
however, a discrimination score may drop to 60% correct lev:x choiccse,
Such scores are only 10% greater than would be expected had no discrim-
ination been learned and animals were randomly responding.

The motivational literature previously reviewed suggested that
drive level may play an important role in producing activity and manipu-
latory behaviors in addition to creating a lack of attention to relevant
cue situations., If an organism were first trained under a drive condition
and then tested when not in a drive state, two possible results might
occur., ‘

First, a non-motivated animal could cease responding completely or,

at best, respond for only a brief pcriod of time. Such a result seems
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unlikely since previous researchers have demonstrated that trained animals
seem to prefer the opportunity to perform a well-learned operant rather
than cease responding. .

Jensen (1963) gave 200 rats a choice between eating pellets from a
dish attached to the floor of an operant chamber or pressing a bar on a
continuous reinforcement schedule following 40, 80, 160, 320, 640, or
1280 rewarded responses. The mean percentage of all pellets earnecd
during cho&ce periods was an increasing function of the number of
rewarded presses made prior to a choice between bar pressing or free
food in the '"freeloading' dish. Jensen syggested that the opportunity
to perferm an operant for a well-trained animal has an "intripngic onpeal®
greater than the opportunity to eat free food.

Even more interestingly, Neuringér (1969) demonstrated that both
pigeons and rats wi;l (a) perform an operant when trained in a food-
motivated state but tested in a non—deprived condition and (b) profer

the opportunity to perform the operant when free food is availsblie in

[]

the experimental chamber. WNeuringer suggests that performance of the
operant itself is reinforcing and can maintain behavior for prolonged
periods of time.

It seems reasonable to assume then that animals trained while
deprived and then ;ested in a non-motivated condition should continue
to respond. These findings combined with the results concerning animal
motivation suggest that non-deprived animals may (a) continue to perfofm
a task if previpusly trained to the task, (b) show a greater resistance
to extinction and (c) attend to cues relevant to the appropriate bar

choice. 7If these assumptions were experimentally demonstrated, such
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findings might improve accuracy scores obtained from a two-bar discrim-
ination task and allow a more precise assessment of discriminative
control. The only other possibility negating such an approach can be
found “in the arca of state-dependent or dissociated learning.

When experimental subjects are tgained under one set of internal cue
conditions &nd then tested under a changed set of cue conditions, a
performance decrement-may be obscrved and is sometimes related by degrce
to the amo;nt of change imposed. This phenomenon has been termed state-
dependent or dissociated learning by some authors (Overton, 1968). When
applied to drug experimentation, animals trained under either a drug or
non-drug condition would be expcrted to show a decrement in periorronce
if testeﬁ under the alternative condition. Although some minimal
performance is usually observed during testing, extreme exampleg demon-
strating total retention failure have been reported (Bindra and
Reichert, 1967) and are usually referred to as dissociation,

Girden and Culler (1937) reported one of the first exporimentes
demonstrating a state-dependent effect. When dogs were trained to
reiiably give a classically conditioned leg flexion response under
curare, the same animals failed to demonstrate the response under a
non-drugged condition. The response could only be reinstated when the
drug was again administered. Similarly, animals trained without drugs
failed to show the conditioned response when curare was administered.

Grossman and Miller (1961) pointed out methodelogical problems
often confusing results and interpretations obtained from carlier state-

dependent research. These authors suggest that caution must be exercised

when initiating such rescarch so that changes in drug states betwcen
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training and testing can be distinguished from contributions made By
novel stimulus conditions. They suggested the use of a 2 x Z balanced
design in which half of all subjects are trained in a drug condition and
half in a non-drug condition. Half of each training group is then tested
in the training condition.and half in the opposite condition. TResulting
from the frequent use of such a design, state-dependent or dissociated
learning has been demonstrated for a variety of tasks (Overton, 1972)
. .

and for such drugs and pentobarbital (Kayser-Pandi, 1970), ethanol
(Crow, 1966), scopolamine (Gruber, Stone and Reed, 1967), and amphetamine
(Belleville, 1964).

Although concepts such as ziate-dependent learning have evolvad from
the drug research literature, similar properties could be spnliczeble o
other in£erna1 cue conditions such as those produced by wmanipulation of
fear‘o# motivational variables. If the gcnerai state-dependent conceptual-
izations apply to other internal conditions, then a change 1u parfosmence
should accompany a change in conditions. When drive states ave concidered
and the relevant literature reviewed, a change in drive conditions seens
only to effect performance variébles. Since the literature has already
been reviewed in detail, it seems only necessary to mention that
researchers concerned with motivational changes report no true state-
dependeqt.effects (Lachman, 1961; Brown, 1956; Reynolds, 1949; Kendler,
1945). Either internal cue conditions produced bty drive states are
considerably different in nature than are drug-produced conditions, or

the most appropriate experimental conditions for demonstrating state-

dependency in motivational research have not yet been developed. For
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the purpose. of this review, it is sufficient to point out that a state-
dependent conceptuaiization would predict a decrement in performance
when drive states were altered and little or no performance change if
drive ‘conditions are held-constanf. Previous research has not consis-

tently demonstrated such an effect.
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CHAPTER II

THE EFFECT OF DRIVE

LEVEL AND AMOUNT

OF TRAINING ON

DISCRIMINATION PERFORMANCE

OF A TWO LEVER

OPERANT IN RATS



ABSTRACT

A series of investigations were performed to determine the effcet of
motivational states on performance of a two-lever operant discrimination
task. ;n all experiments, animals were trained to discriminate between
tactile cues and tested during extinction periods. Experiment I investi-
gated discrimination accuracy for groups trained under a food-motivated
condition and tested either in a motivated or non-motivated state. Experi-
ment IT followed the general pattern of the first investigation but with an
additional point on the motivational continuum. Experiment III investigated
the effect of amount of preliminary training when in a motivated state and
subsequently tested in a non-motivated condition. Results frow fhese expari-
ments indicated that the non-motivated animals performed the diseriminstion
task significantly better than did animals in a motivated condition. 1In
addition, results suggested that a minimal amount of training was necessary
to produce accurate non-motivated discrimination during extincticn. There
was no discernible relationship observed between number of respornses
occurring during extinction periods and deprivation level. Results are

discussed in terms of the reinforcement cue, cue valence, and state-

dependent learning theory.



THE EFFECT OF DRIVE ILEVEL AND AMOUNT
OF TRAINING ON DISCRIHINATION PERFORMANCE
OF A TWO-LEVER OPERANT IN RATS

Operant conditioning research investigating the role of dicscrimi-
native stimuli has frequently employed designs using one-bar, multiple
schedules of reinforcement with one cue serving as the discriminative
stimulus for one schedule and another cue (or the absence of the first
cue) serving as the stimulus controlling Behavior‘under a different
schedule (Tlarris and Balster, 1971). 1In terms of quantifying da;a,
multiple schedules have some limitations éhen used in the ewaluckion of
discriminative control. Problens arise in such a design since data
are usually presented as a cumulative recording and are not awenabie
to statistical testing unless rates are divided by time pericds and
converted to ratio measures.

An alternative design uses a two-bar discrimination task wirh
behavior or either bar under the control of a single schedule of rein-
forcement, but with responding on either bar comsistently under stimulus
control by a given cue (Waters, Richards, and Harris, 1972). Such a
design typically uses a differential reinforcement of low response rate
schedule (DRL) since such a schedule (a) has a low reinforcement density,
() prodﬁces responaing between organisms of approximately equal rates,
‘and (c¢) ustually results in prolonged responding during extinction., In
addition, such a design generates date that are statistically testable
since the strength of stimulus control can be expressed as per cent

correct response scores by dividing the number of correct bar-press
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responses by the tqtal number of responses emitted on both bars during
the testing session. Such testing periods may be either complete
extinction sessions or shorter non-reinforcement periods (''probes")
precéding a period of reinforced practice., Almost all testing seusions,
however, are periods of non-reinforcement since it is assumed that
removal of the reinforcement cue allows more accurate assessment of
behavioral control by the discriminative stimulus.
4

In using such desings for research purposes at the Texas Research
Institute of Mental Sciences (TRIMS), pilot studies have shown that
-although discriminative control as high as 957 accuracy was not uncomnon
vhen reinforcenent was in effect, such discrimination scoies wiy drop to
approximately 60% accuracy during an extinction session, A poséible
reason for such a decrease is suggested by the concept of & stirulus
generélization decrement. The observed decrease could result from the
omission of the food-stimulus during extinction. Such a pezcibility
is consistent with explanations advancéd for poor temporal discriwminations
observed during extinction of a DRL task. Farmer and Schoernfeld (19544)
suggest tlat a greater intensity of exteroceptive cueing can account
for the more accurate timing behavior exhibited on a DRL schedule whea
the organism is under reinforcement conditions. These authors propose
that such "exteroceptive cueing" accompanies reinforcement in most
situations. The result of such cue conditions is a relatively unambig-
uvous contingency following reinforcement compared to the contingency
that exists after a non-reinforced response.

Other authors (Reynolds, 1964a; Carter and Bruno, 1968a) have

suggested that stimuli accompanying reinforcement serve not only to
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reinforce those responses which they follow but also to set the occasion
for further reinforced responding. These investigators theoretically
agrvec that reinforcement may become a discriminative stimulus for further
responding during performance of an operant task.

Results from investigations conc;rning extinction and reconditioning
of DRL responding further support a stimulus view of reinforcement in
that reinforcement appears to set the occasion for further responding

s
and facilitate rapid re-conditioning (Carter and Bruno, 1968b).

It is odd, however, that research concerning extinction of a DRL
task has shown no predictable relationship between reinforced practice
and resistence to extinction. Some experimenters have shovr Jesy than
seventy.responses emitted during extinction (Carter and Bwuino, 1%65hL.
Ferraro, Schoenfeld, and Snapper, 1965), while other investigators
report continued responding for many hours (Holz and Azrin, 1963;
Reynolds, 1964a, 1964b; Willson and Keller, 1953). The recasoas for such
discrepancies are not clear since amount of training and inter-ceintorce~
ment times varied greatly between these experimenté. Neither of thesa
two variables, however, seems systematically related to number of
responses emitted during extinction. In reviewing these studies, Kramer
and Rilling (1970) note that only the ratio of responses to reinforcerents
in pre-extinction sessions appears to be.-directly related to resistence
to extinction,

An alternative hypothesis which may account for the observed decrease

in discrimination scores during extinction is that poor discrimination

scores may be an artifact of the organism's motivational or drive state.
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Such a hypothesis suggests that low discrimination scores may result

from stimulus search behaviors emitted by an animal in an effort to

obtain food reinforcement while the animal is under a high drive condition.
If such search behaviors do occur when a well-trained animal is extinguished
unde£ high drive conditions, then elimination of the drive state should
result in either an absence of behavior or behavior that is less distracted
from cue conditions and is thus a more accurate index of discriminative
control. .Irevious résearch (Jensen, 1963; Neuringer, 1969) has demonstrated
that animals continue to perférm an operant even if food is readily
available und not made contingent upon behavior. These investigations
suggest that the opportunity to perform an operant serves as its own

rew;rd and that performance of an operant can alone maintain belinvicyr.,

Examination of the drive state hypothesis was undertakeu iz & sevics
of three experiments. The first experiment was designed to determine if
animals trained at 807 free~feed weight would perform a discrimirstio:
~task with greater accuracy if tested during extinction at J0UX free~
feed weight. Performance scores obtained from this group were compaved
to scores obtained from animals tested at 8§07 free-feed weight and to a
100% free-feed "Freeloading" group (Jensen, 1963).

The sccond experiment was designed to investigate whether performance
scores covaried predictably at low, intermediate, and high drive levels.
The final ekperiment was performed to determine what effect amount of
training at 807 free~feed weight had upon subsequent performancé when
animals were subsequently tested at 100% free~feed weight.

Drug research using two lever choice designs at TRIMS prompted

the investigations presented here. For the purposes of these investi- *
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gatioﬁs, however, drug states were not used since such conditions may
produce confounding and undesirable effects. As a result, these pre-
liminary experiments utilized tactile cues as discriminative stimuli

(S1 and 52) since such cues @b eliminate possible confounding effects
resulting from the unconditional activity or anorexic properties of some
drugs (Harris and Balstef, 1971) and (2) have demonstrated an ability to
acquire discriminative control over behavior as rapidly, and with as
much streagth, as drug states (Kilbey, Harris and Aigner, 1972), thercby

allowing comparisons with drug discrimination experiments.
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METHOD

Subjects

Subjects were adult (250 to- 350 gram) male Sim@ons (F-3-44) albino

N
rats, obtained from the Texas Research Institute of Mental Sciences
Colony., For a period of ten days, all animals were housed in individual
cages equipped with built-in "lick-valve" drinking fixtures from which
water was: available at all times throughout the experiment., During the
ten day period, all animals were allowed free access to foecd (Purina
Rat Chow), and weighed and handled daily. Previous to training, the
'mean weight over the ten day period was calculated and used az the
animals'® "free~-feed" weight. DBefore training, all animals werae put on
a food~cycling schedule in which animals were fed small raticns of fcod
daily (ébout the same time of day the experiment was to be conducted)
until their weight dropped to 80% of the calculated free~fecd weight.
During pre—trainiﬁg and training, all animalé were maintained at Q0% by
daily weighing and food adjustment., Between training and testing, weight
adjustments were accomplished by putting appropriate animals on an "ad
1ip" schedule until the original free-feed weight was achieved. These
animals had food available to them at all times during the pre-testing
and testing periods. Animals trained and tested at 807 of free-feed
weight were maintained at that weight éhroughout the experiment by daily
weighing and food adjustment procedures., All animals were weighed, fed,
trained, and tested at the same tiwe each day for the duration of the

experiment.
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AEQaratus ,

All training and testing was conducted in five plexiglass operant
chanbers (Scientific Prototype, Model A~100) enclosed in protective,
sound~attenuating chambers (Scientific Prototype, Model SPC-300). Each
enclosure was equipped with a fan used to circulate air and a two-inch
speaker used to provide masking noise from a Grason Stadler (Model 455C)
noise generator. Two response levers (Scientific Prototype, Model PLS--100)
were moun;ed on the front wall of each chamber one‘inch above the grid
flood.and three inches either side 6f midliine. On the same wall, a
small brass receptacle dish was mounted ¢entrally and connected to a
Foringer (Model PDC) pellet dispcnser located behindvthe front pencl,

A small 7-watt house light illuminated each enclosed-chambar, and goldide
state electronic programming equipmeﬂt (Grason Stadler, 1200 Seriecz),
locatgd i1, the same room controlled each chamber's contingencies. The
same equipment controlled cunulative recorders (Cerbrands, Model C3)

and resporse totals which served as the data for the experirents. .Rough
plexiglase squares (64 pyramids per square inch) cut to fit over the
chamber's grid floor served as éne discriminative stimulus (SI) for laver

choice and the grid floor itself served as the other stimulus (S,).

Preliminary Training

Previous to discrimination training, all animals were given several
days of preliminary training sessions. These training sessions lasted
for approximately 30 min periods. During perliminary training, contin-

gencies were individualized for each animal since some animals were
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easily shaped to bar-press while four animals required extended hand-
shaping procedures,

In general, the preliminary training procedure proceeded by use of
auto-shaping in which animals were shaped to magazine feed through foed
presentation automatically occuring an average of oncé every 100 secouds.
During magazine training, one of the levgrs was arbitrarily assigned to
be correct for CRF responding and the other incorrect. The correct lever
alternate& every day during initial training. Magazine training was
terminated for each animal after it demonstrated consistent performance
on CRF,.

. Following magazine trainirg and CRF sessions, animals waie shoped
to a DRL-15 sec schedule of reinforcement. During thesc and all suber-
quent sessions, presses which were separated by a specificd time intesval
(15 sec) were reinforced. Chaining of responses between two levers wuas
preveﬁted by a contingency programmed to reset the interval following
an incorrect lever choice. Shaping was accomplished by gradually raising
the inter~response time requirements after ench animal stabilized at
16wer interval levels, This procedure was in effect until a DRL-15 sec
interval was obtained., When all animals exhibited stable DRL-15 perfor-
mance, trezining was initiated.

At the start of training, animals vere divided into nine groups of
five animals each., Weight for all animals at the start of training was
approximately 807 free-feed weight. For half of the experimental animalsg,
the plexiglass floor (S;) served as a cue for lever pressing on one bar
.and the absence of the plexiglass floor (82) as the cue condition for
lever pressing on the other bar. For the other half of the animals, cﬁc

conditions relational to correct lever choice was reversed,
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EXPERIMENT I

Subjects

Fifteen of the initial forty-five animals described previously were

randomly chosen and used for this experiment.

Procedure

Training consisted of preliminary training described previously
followed by six "blocks" of training sessions. A block of training consisted
of six reinforced training days (with the presentation of S, and S, counter-—
balanced for cue-lever association and order of presentation for animals)
and an extinction probe (30 minute non-reinforced session) with a2ither S,
or §, present but responses on either bar not reinforced. During Qoth
training and extinction days, number of correct and incorrect lever choices
were recorded as were number of reinforcements. Following each session, all
animals were either given food or not allowed food in order to maintain an
807 free~feed weight;

Following six blocks of training, all animals were weighed ani
reassigned to three new groups based on an average of their previous
response rates. The results of this procedure were that each group was
matched according to high and low responders.

.Following assignment to groups, one group was designated as a free-
feed group; another as a free-load group; and the third as an 807 free-
feed group. The 807 group was maintained at that weight while the other
groups were allowed free access to food until their original free-feed
weight was obtained. During the remainder of the experiment, both the

free-feed and free-load groups were allowed food in the home cages at all

times.
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Following weight adjustment, all animels were given six additional
reinforced days of discrimination practice. Except for discrimination day 1,
the free-load group was allowed access while i the operant chamber to a
small *'freeloading" dish containing 100 45 mg food pellets (Jensen, 1963).

Following six days of reinforced discrimination practice, all groups
were given three days of 30 minute extinction tests. The measurements
taken during both training days and extinction sessions were (a) the total
number of ;einforcements per session, (b) the numbef of responses on each

bar per session, and (c) the number of food pellets eaten from the free-

loading dish during a session.

Results

Data from extinction and training days are presented as gronrad daorn
and were subjected to analysis of variance procedures. For the analysis of
variance, data were converted and expressed as a ratio (per cent correct
stimulus appropriate responses) for each animal during the last bleock of
training and testing. In order to facilitate analysis of the duts, the
six reinforced training days were paired and a mean score determined by
groups for days one and two; three and four; five and six. The three means
calculated by this procedure were then subjected to analysis of variance
for comparison with the three extinction-test days. The means obtained
for each group by blocks (training versus extinction) are presented in
‘Table 1. This procedure was repeated for number of responses occurring
within each session and means obtained from these data are presented in
Table 2.

Treatment sums of squares for both sets of dati were tested by means

of Hartley's test for homogeneity of variance (Weiner, 1962). The results
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Means of the Proportion of Cue-Appropriate Responses During Six

Days of Reinforced Practice and Three Days of Extinction Testing

Group

Free-Feed
Free-Load

807% Free-Feed

EXPERIMENT I

Reinforced
94.5
83.7

94.9

Days
Extinction

88.1
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TABLE 2

Means of Number of Responses Occurring per Session During Six Days

‘0f Reinforced Practice and Three Days of Extinction Testing

EXPERIMENT I

Group . Days

‘ Reinforced Extinction
Free-Feed 123,13 55.53
Free-Load 124,93 35.40

. 807 Free~Teed 126-33 48.,2G
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of these operations proved nonsignificant for response scores (Fhax

(6,4) =
5.36, p<05) and for discrimination ratio scores (FmaX (6,4) = 7.42, p<.05).
The results of the analysis of variance for response scores are shown in
Table 3 and for discrimination scores in Table 4. In both Table 3 and
Table 4, "Blocks'" refers to scores grouped by reinforced practice or
extinction, while "Test" refers to scores grouped by session.

Figure 1 shows the mean number of responses per group over six days

'

of reinforced practice and three days of extinction-testing. The significant
within subject effects from Table 3 can be accounted for by an expected
decrease in responding over three days of non-reinforced practice. Indivi-
dual comparisons of group response scores were obtained by caiculatinpg
group means for the extinction period only and testing means using the
Neuman-Keuls method. Significant differences between the means of all

three groups were obtained and are reported in Table 5. Inspection of

.

Figure 1 shows the Free-Load group demonstrating the lowest response rate
o&er the three day period followed by the Free-Feed animals. Animals
maiataingd at 807% free-feed weight demonstrated the ﬁighest resporse rate
throughout extinction days.

Discriminative control scores appeared to be subject to group treat-
ment (and more resistant to extinction effects). Figure 2 shows cue-
correct responding for each group during reinforced practice and extinction.
Table 4 suggests that not only were significant overall group effects
obtained, but that a significant effect was observed when shifting from

reinforced practice to extinction testing. A Neuman-Keuls test was used

on group DR means obtained during extinction testing and the results are
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TABLE 3

Analysis of Variance Tests for Number of Responsces Occurring During the

Last Six Days of Reinforced Practice and Three Days of Extinction Testing

=

EXPERIMENT I

Source ss daf ¥
Between Subjects 20,807.52 14
Groups 4,738.27 2 © 1,789
Error, 16,069.24 12
Within Subjects 160,266.99 _ 75
Blocks 138,375.63 1 457.10%
Tests 1,387.67 2 7;387*
Blocks x Tests 1,804.95 2 4.727%
Group x Blocks ' 7,271.61 2 12.010%*
Group x Tests 414,11 4 1.103
Group x Tests x Blocks 545,71 4 0.715
Errorl 3,632.70 12
Error, 2,253.39 24
Error3 4,581.91 24
ErrorW 10,467.91 60
Total 181,074.50 89

#p <. 01
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TABLE 4
Analysis of Variance Tests for Discriminative Control During the Last

Six Days of Reinforced Practice and Three Days of Extinction Testing

EXPERIMENT I

Source ' 8s daf E
Between Subjects 2,541.75 14
Groups 2,004.30 2 . 22,376%%
Errory 537.45 12
Within Subjects 11,667.77 75
Blocks 3,558.83 1 38.173%*
Tests 63.371 2 0.445
Blocks x Tests 750.67 2 8.,231%
Groups x Blocks 3,068. 58 2 16.89%%
Groups x Tests 163.59 4 0.579
Groups X Tésts x Blocks 181.98 - 4 0,996
Errorl 1,090.17 12
Error2 1,696.18 24
Error3 1,094.42 24
Errorw 3,880.77 60
Total 14,209.516 89
*p <01

*%p <, 001
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TABLE 5
" Neuman-Keuls Test of Between Group Comparison

Tests of Response Score Means During Extinction

EXPERIMENT I

I CII I1L
I (Free-Load) * *
II (Free-Feed) *

III (80% Free-Feed)

*p <. 05

60
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reported in Table 6. As can be seen from Table 6, there was no significant
difference bétween the Free-Feed and Free-Load animals relational to cue-
correct responding. The 807% Free-Teced animals, however, performed the
discrim;nation task significantly poorer during extinction than did either
of the other two groups. The poor discrimination scores obtained from the
807% group probably accounts for the within subject effects and group effect
reported in Table 4.

Figure +3 shows the mean number of pellets eaten by the Free~Loading
group during reinforced and extihction sessions. The mean number of pellets
eaten during any session never approached the amount availéble. While such
low free-loading scores may re—affirm previous observations concerning the
reinforcing nature of performing an operant, the scores did not appeax

altered when animals were changed from reinforced practice to extinctlion.
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TABLE 6
Neuman~Keuls Test of Between Group Comparison Tests of

Discriminative Control of Lever Choice During Extinction

EXPERIMENT I
I 1T IIT
I (807% Free-Feed) % %
II (Frce-Load)

IIT (Free-Feed)

*p <, 05
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EXPERIMENT II

The initial investigation cons%dered only two points on the drive
continugm, i.e., 80% and 100% of free~feed weight. While the first experi-
ment demonstrated that animals maintained at free-~feed weight performed the
discrimination task significantly better than those subjects maintained at
deprivation levels, it was not possible to determine if any relationship
existed between intermediate motivational levels and discrimination perfor-
mance. This experiment was conducted in order to determine what relation-
ships exist between levels of deprivations and discriminative performance

during non-reinforcement sessions,

Subjects

Fifteen of the initial forty-five animals previously deszribed were

randomly‘assigned to three groups.

Procedure

Training consisted of the preliminary training previously dezsciibed
followed by six blocks of reinforced training-testing sessions. Following
the six blocks of reinforced-extinction sossions, animals were re-assigaed
to one of three groups on the basis of average response rate per session.
This procedure allowed all groups to have both iow and high responding
animals for the remainder of the experimént.

Following re-assignment, one group (80%) was maintained at 807 free-
feed weight: another group (90%) was allowed access to food until weights
reached 90% of free-feed weight and the final group (100%) was allowed to

reach ad 1ib. weight and given access to food in the home cages for the
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tan

duration of the experiment., Weight adjustment was accomplished by the
procedures pfeviously described.

Following weight adjustment, all animals were given six additional
days of reinforced practiée followed by three days of extinction tecsting
' b
during which S or S, were the only cues present signalling correct bar
choice. Number of reinforcements, number of bar presses on each lever, and

total number of responses per session were the measurements taken during

reinforced and extinction testing sessions.

Resul_g.

The group means of the proportion of cue appropriate lever-choice
responses and responses per sessivn from the six reinforced troining
gessions and three extinction sessions are listed in Téble 7. Thess dzara
were organized accord;ng to a3 (groupsj x 2 (extinction and reinforced
practice) x 6 (3 means derived from reinforced practice and 3 extinction
tests) repeated measures design for analysis using analysis of variance
procedures. Preliminary tests for houwogeneity of variance were corduciesd
on response and discrimination scores using a Hartley's test (Weiner, 1962).

Both measures yielded nonsignificant results (F (6,4) = 5.27, p<.05;

nax
Foax (6,4) = 5.61, p<.05) thus supporting the assumptions of'homogeneity

of variance. The analysis was conducted and results for response scores
are presented in Table 8. Discrimination score analysis was also conducted
and is presented in Table 9. In both Table 8 and Table 9, "Blocks'" refers
to scores grouped by either reinforcement sessions or extinction sessions;

"Tests" refers to scores grouped by sessions. Graphical representation

of each of the groups means across days is shown in Figure 4 for response



TABLE 7
Group Means for Responses per Session and Discrimination “

Scores for Reinforced Practice Pays and Extinction Test Davs

EXPERIMENT II

Reinforced Days Extinction Test Days’
Grouwp 1 2 3 4 5 6 1 2 3
lever choice 87.3 87.7 88.8 87.3 88.3 89,2 67.0 64.6 64,6
807
response 119.8 129.6 124.6 119.8 120.8 113.6 70.8 58.4 58.4
lever choice 90.2 90.6 89.8 90.4 90.2 89.0 71.4 93.2 70.0
907% ’ : '
response 127.4 133.0 123.4 128.0 131.0 133.4 111.6 119.8 63.0
lever choice 20.7 90.0 92.8 93.0 92.4 92.6 89.0 91.4 83.6
100%
response 122.4 128.38 1i21.8 121.2 122.5 126.6 59.0 62.2 32.0

99
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TABLE 8
Analysis of Variance Tests for Number of Responses Occurring During the

Last Six Days of Reinforced Practice and Three Days of Extinction Testing

N EXPERIMENT I1

Source ss df F
Between Subjects 42,699.38 14
Groups 11,237.46 2 2.143
E;rorB 31,461.91 12
Within Subjects 124,885.31 75
Blocks 64,775.45 1 21.690%
Tests 4,672.88 2 6.999%
Blocks x Tests 4,555.84 2 7.209%
‘éroups x Blocks 6,202.01 2 1.517
Groups x Tests 1,388.14 4 1.04
Groups x Tests x Blocks 3,167.40 _ 4 2.505
Errorl 24,528,19 12
Error2 8,011.¢97 24
Error3 7,583.65 24
'ErrorW 40,123.81 60
Total 167,584.69 89

*p<,01



TABLE 9
Analysis of Variance Tests for Discriminative Control During the Last

Six Days of Reinforced Practice and Three Days of Extinction Testing

A

EXPERIMENT II

Source ' 88 df F
Between Subjects 4,608.43 14
Groups 2,519.82 2 7.239%%
ErrorB 2,088.61 12
Within Subjects 10,908.29 75
Blocks 3,720.34 1 26,751%%
Tests 451.459 2 4,079%
Blocks x Tests 406.65 2 3. 684
Groups x Blocks 1,264.46 2 4. 546%
Groups x Tests 499,55 4 2.727
Groups % Testé x Blocks 540.43 g 2,579
Errorl 1,668.86 12
Error2 1,099.19 24
Err9r3 1,257.16 24
ErrorW 4,025.21 60
Total 15,516.72 89
*p <. 05

*%p <, 001
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scores and Figure 5 for discrimination scores.

By referring to-Table 8 and Figure 4, it would seem that the within
subjects variance could be accounted for by the expected decrease in
responding during three sucéessive éxtinction periods. Comparisons of
group response scores obtained during extinction was accomplished by
calculating group means for the three test days and testing the means using
the Neuman—Keuls method. Results from this test are presented in Table 10,
Significant‘differences were obtained between all three'groups with the
Free-Teed group demonstrating the lowest mean number of responses; the mean
of the 80% group higher and the 90Z group highest.

Table 9 and Figure 5 seem to indicate that a strong betweo-group
difference in discriminative control resulted from variations in drive
state. This difference was further examined by computing means for each
group aéross extinction-test days and testing the obtained means using
the Neuman-Keuls method. Results from this test are presented in Table 31.
Significant differences were observed among all groups with the ¥ree-Feod
group demonstrating the best performance followed by the group maintained
at 907 free-feed weight. The 8OZ-group demonstrated the poorest lever-
choice control across all three days cof extinction testing. Although not
statistically tested, an examination of Figure 2 from the first experiment
and Figure 5 from the present experiment . .shows a trend toward better
discrimination performance for animals either at free-feed weight or at
90% during the second day of extinction testing. For these animals,
performance scores on the first or third days of extinction were higher
than 80% free-feed animals, but generally lower than scores cobtained on

the second test day. Such results were not anticipated.
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TABLE 10
Neuman—~Keuls Test of Between Group Comparison

Tests of Response Score Means During Extinction

EXPERIMENT II

I 11 11T
I (Free-Feed) % %

IT (80%) *

IIT (90%)

*p <, 05
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TABLE 11
Neuman~Keuls Test of Between Group Comparison Tests of

Discriminative Control of Lever Choice During Extinction

EXPERIMENT 1T

I I I11
I (80%) * *
I (90%) _ *

I13 (Free-Feed)

*p<,05
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EXPERIMENT ITII

The first experiment demonstrated that animals in a non-motivated
condition performed the discrimination task better than animals in a moti-~
vated state. The first experiment utilized six blocks éf training. It
would be of interest to determine how much.preliminary discrimination
training is necessary to produce accurate discrimination under non-drive
conditions. This experiment was conducted to determine the relationship
between amount of training and subsequent discriminative performance under

a non—~drive condition.

Subjects

Fifteen of the initial forty~five animals described previocusly were
randomly chosen and used for this experiment.
Procedure

Training consisted of the previously described preliminary trzining

followed by either two, four, or six blocks of training sessicns. TFellowin

9]

the‘assigned number of training sessions, animals were placed on ad lib.
food aﬁd allowed to reach base weight. After reaching base weight, animals
were given six additional days of reinforced practice followed by three
days of extinction testing. For this exper;ment, only the last six days

of reinforced training and subsequent three days of extinction testing
were compared between groups. The measurements taken for all groups were
(a) number of reinforcements per session, (b) number of bar presses on

eaé lever during both reinforced and extinction sessions, and (c) the

total number of responses occurring per session. During extinction testing,
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S1 and Sy were the only cues signalling correct bar choice. For the purpose
of discussions to follow, the three groups will be referred to as either

a two~blocks, four-blocks, or six~blocks group.

Results

Group means for the proportion of cue appropriate lever choices and
responses per session over the six days of reinforced discrimination training
and the three subsequent extinction sessions are given in Table 12, These

A

data were then organized according to a 3 (groups) x 2 (extinction versus
reinfo?ced practice) x 6 (3 means derived from 6 reinforced practice
sessions and 3 extinction sessions) repeated measures design for snalysis
using analysis of variance procedures. Preliminary tests for homogeneity
of variance were conducted on response and discriminafion gcores using
Hartley's test (Weiner, 1962). Both measures yielded nonsignificant results

(F (6,4) = 4.97, p<.05; Fmax (6,4) = 5.39, p<.05) thus supporting the

max
assumption of homogeﬁeity of variance. The analysis of variance wuae
conducted and the results for response scores are presented ip Tahle 23.
Graphical representation of respohse score means across devs is given in
Figure 6. Comparisons of group response scores recorded during extinction
were further examined by the Neuman-Keuls method for compa;ing means.
Results from this procedurc are presented in Table 14. The results shown
in Table 13 and Table 14 indicate that the strong within group effect can
.be attributed to reduced responding during the three extinction sessicns.

Only the 2-Block group, however, was significantly different in total

responses during extinction.



TABLE 12

Group Means for Responses per Session and Discrimination 7

Scores for Reinforced Practice Days and Extinction Test Days

Group

lever choice
2 Blocks
responses

lever choice
4 Blocks
responses

lever choice
6 Blocks
responses

|

87.3

119.8

93.¢C

121.2

90.2

127.4

EXPERIMENT III

Reinforced Days

2
88.8

124.6

92.6

128.6

90.4

128.0

3
90.8

120.6

92.8

121.8

3
83.3

120.8

90.0

128.8

90.6

128.0

1%

87.3

120.6

92.4

120.5

92.1

127.8

Extinction Test Days

6 1 2
87.3 71.4 54.8
120.8 30.6 21.4
92.6 88.4 98.6
130.0 35.2 41.4
90.4 85.4 95.2
133.4 £9.6 L4, 6

3
77.8

15.0

78.2

33,2

83.4

31.6

9¢
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TABLE 13
Analysis of Variance Tests for Number of Responses Occurring During the

Last Six Days of Reinforced Practice and Three Days of Extinction Testing

X

EXPERIMENT ITIL

Source ' ss af E
Between Subjects 7,855.06 14
Groups * 635.54 2 0.528
ErrorB 7,219.52 12
Within Subjects 199,659.48 75
 Blocks 170,215.19 1 191.250%%
Tests 1,998.84 2 4.814%
Blocks x Tests 2,553.75 2 7.975%
Groubs x Blocks 82.83 2 0.047
Groups x Tests 3,024,33 4 3.642%
Groups x Tests.x Blocks 2,279.04 4" 3.559*
Errorl 10,689.40 12
Error2 4,982,54 24
Err9r3 3,842.60 24
Error, 19,505.54 60
Total 207,514.50 89

*p <05

#%p <, 001



TABLE 14
Neuman—Keuls Test of Between Group Comparison Tests

of Response Score Means During Extinction Testing

EXPERIMENT ITI

I IT I1T

%

I (2" Blocks) %
II (4 Blocks) -

IIT (6 Blocks)

*p<.05

78
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Accuracy of disqrimination during extinction was tested using analysis
of variance procedures and results are presented in Table 15, Graphical
representation of group means for discriminative control across six days of
reinforced practice and three days of extinction-testing is given in Figure 7.
Following analysis of variance, comparisons of group discrimination scores
were further examined using the Neuman-Keuls method. Results from these
tests are presented in Table 16, As can be seen from Table 16, the 2-Block

’ .
group differed significantly from both the 4-Block and 6-Block animals. No
other group differences were observed using the Neuman-Keuls test. The
difference between groups probably accounts for the strong group effect
noted in Table 15. The divergent 2-Block discrimination scores zlso prohably
contributed to the strong within subjects effects. From thesz data iL
appears that there is a minimal amount of training required in ordcr ic
produce higher discrimination scores during extinction testing. In addition,

response strength also seems conditional upon amount of training previcus ito

19

weight adjustment. There does not secm to be any effect upon either respseas:
or discrimination scores when weight adjustment is preceeded by at least

4 blocks of training-extinction sessions.



TABLE 15
Analysis of Variance Tests for Discriminative Control During the Last

Six Days of Reinforced Practice and Three Days of Extinction Testing

hY

EXPERIMENT III

Between Subjects ] 3,972.94 14
Groups * 2,728.01 2 13,148%*
Errory 1,244,93 12
Within Subjects 15,214.30 75
Blocks 1,766.64 1 9.945%%
Tests 31.02 2 0.115
. Blocks x Tests 38.04 2 0.123
Groups x Blocks 1,482.99 2 4.174%
Groups x Tests 1,167.17 4 2,158
Groups x Tests X Bloéks 1,628.24 4 2.624
Errorl 2,131.62 12
Error2 3,244,88 24
Error3 3,723.77 24
Error, 9,100.27 60
Total | 19,187.24 89
*p <. 05

*%p <, 01
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TABLE 16
Neuman-Keuls Test of Between CGroup Means for

Discriminative Control of Lever Choice During Extinction

EXPERIMENT III

I II I11

*
*

I (2 Blocks)
! II (6 Blocks)

III (4 Blocks)

*p <05
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DISCUSSION

The objectives of these experiments were to determine: (1) if animals
would perform a two-lever operant discrimination under a non~motivated
condition; (2) if accuracy of discfimination during extinction sessions
would increase if subjects were non-motivated; (3) if accuracy was in any
way relational to level of motivation and (4) if amount of previous discrim~
ination training had any effect upon subsequent performance under a non-

' .
motivated condition. In order to demonstrate these effects, it was necessary
to undertake a series of experiments.

In Experiment I, animzls were first given six blocks of training-
extinction before being changed to a non-motivated conditicu. Felliowing
initial discrimination training, animals were re-assigned to vne of theen
groups: (i) Free-Feed; (2) Free-Load and (3) 807 ad 1ib. The Free-Lead proup
was used to control for the possibility that, even though animal weights
indicated a free-feed condition, the animals might still be hungry during
the experiment and thus in a motivated state. Although amimals in the
Free-Load group did consume some of the food pellets available, "free-
loading" scores never indicated that experimental animals were more than
slightly food-motivated. The data from Experiment I support previous
research (Jensen, 1963; Neuringer, 1969) indicating that animals prefer
the opportunity to perform an operant rather than eat easily accessible
food. These data extend such research findings by demonstrating that non-
motivated animals will continue to perform a previously learned operant.

Experiment I was also concerned with accuracy of discrimination and

rate of extinction. Althdugh animals in both the Free~Feed and Free-Load
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groups producéd fewer responses during extinction sessions than did animals
in the 80% group, all subjects continued to respond during three days of
30 min extinction periods. Since a DRL schedule was in effect, the lower
response rates during extinction for both non-motivated groups may be
considered an indication of superior teéporal discrimination (Farmer and
Schoenfeld, 1964; Carter and Bruno, 1968a, 1968b). Certainly cue-controlled
lever—choice discrimination was superior for non-motivated animals during

'
testing periods. The results of. Experiment I support previous observations
concerning motivational interactions with performance of difficult tasks
(Yerkes and Dodson, 1908; Spence, Goodrich and Ross, 1959). The data from
this eéxperiment suggest that animals trained under a motivated condiiion
may perfofm a two-lever operant discrimination task better if tesrt=d vhen
in a non-drive state. These findings may be important for researchers
concerned with problems requiring accurate discrimination performaunce ov
for investigatérs troubled with elimination of the food-reinforcemant cue
dﬁring extinction. Apparently, if the importance of a cue is eliminstel
(foo@ cues for satiated animals), organisms attend to other availakle cues
for information. It would then séem that cue elimination is not as
important for behavioral control as is cue valence. Other investigators
have suggested such a concept. Those researchers interested in drug-
produced cues have suggested that the ability of pharmacological agents to
produce rapid and long-term unconditioned, conditioned and discrimination
effects (compared to external stimuli) résults from the strong and

pervasive nature of drug cues (Brady, 1959; Overton, 1964, 1968; Harris

and Balster, 1971; Waters, Richards and Harris, 1972). These researchers
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also seem to place an importance on cue Qalence. The data presented in
Experiment I-seom to extend notions of cue saliency to include (a) motiva-
tional interactions with external stimuli and (b) removal of cue importance
by modification of motivational states.

Experiment II considered an additional motivational level and compared
it to levels previously examined. Although there appears to be a relation-
ship graphically between discriminative control and drive level, statistical
examination+did not support such a conclusion., Statistically, animals
tested at 90% ad lib. weight discriminated as well as animals in a non-
deprived condition. Both the 907% and Free-Feed animals, however, pexrformed
siénificantly better than animals tested at 80% body weight. If respcense
scores are considered, animals maintained at 90% weight during testing
responded significantly more times than did either of the ofner two grouus.
These daté were not anticipated and are difficult to explain. If fesponse
scores are used as a measure of resistance to extinction, then it muy bea
said that the 90% gfoup was more resistant to e%éinction effects than
either of the other groups. If the schedule is also considered, however,
then high response scores are often used as indications of poor temporal
discriminatiop for DRL schedule performance. Lever-choice discrimination,
however, seems to discourage a poor discrimination interpretation since
the 90% animals performed as accurately as the 100%Z group. A possible
resolution for the discrepancy between response and discrimination scores
may be in the generally unpredictable pattern of DRL extinction. Carter
and Bruno (1968a) and Kramer and Rilling (1970) have noted that resistance
to extinction for DRL schedules does not seem to be related to any consis~

tent parameters other than the ratio of reinforced to non-reinforced responding
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during acquisition. Unless this ratio measure is used, these authors
report a wide range of extinction performance on DRL schedules. In the
investigations reported here, the ratio of reinforced to non-reinforced
responding could not be easily calculated during training and so was not
used, Perhaps the response score differences reported in these experiments
would not be as diverse if groups had been matched on the basis of the
ratio suggested by some authors.

The fidal experiment concerned the amount of training necessary to
produce accurate non-drive discrimination.performance. Once again, response
scores seem to show a great degree of variability. Not only do the groups
of Experiment IIT showr no clear cut relati;nship between driva level and
number of responses, but groups from all experiments do not indicate o
relationship between drive level and responding during extinctior. It seems
reasonable to assume fhat some other factor like the ratio measure discussed
plays a critical role in DRL extinction rate. Discrimination scoves,
however, do indicate that a minimal amount of reinforced discriminatioan
practice is necessary for accurate discrimination performancce during
extinction.

In general, it appears that alleviation of the organism's motivationa
state results in improved performance during extinction. Improved perfor-
mance may result from phenomena as complex as a change in valence associated
with the reinforcing.stimulus or as simple as a decrease in animal activity
level (Lachman, 1961; Choate, 1964). Wide variations in responding during
extinction, however, make an activity hypothesis seem tenuous. At present,
a céncept of cue-valence seems to be a potential route for investigation of

discrimination performance during extinction.
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Finally, concepts of state-dependent or "dissociated" learning would
not seem to apply vhen considering discrimination performance under changes
in food-motivated "states." Such theories would have predicted a decrease
in peg}ormance when drive states were altered (Grossman and Miller, 1361;
Overton, 1964). The investigations reported here show a decrease in per-
formance when drive states remain unaltered from training conditions and
a stable pattern of transfer across drive levels. Notions concerning.
state—dependent effects relational to food-motivated learning, however,
cannot be rejected from these data because of the use of extensive training
sessions. State-~dependent effects may have been obscured by ovef-training
in these experiments. At any rate, if-concern is directed towards accuate
operant discrimination performance and not state-dependent learning,
extended training and manipulation of the organism's motivatioral level
seems to significantly contribute to accuracy during extinction testing.

Motivational research may provide solutions for cue-searchinz behavicr ox

a need to limit extinction test periods.
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