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ABSTRACT

The smart grid is an innovative energy network that will improve the conventional electrical grid network to be more
reliable, cooperative, responsive, and economical. Within the context of the new capabilities, advanced data sensing,
communication, and networking technology will play a significant role in shaping the future of the smart grid. The smart
grid will require a flexible and efficient framework to ensure the collection of timely and accurate information from various
locations in power grid to provide continuous and reliable operation. This article presents a tutorial on the sensor data
collection, communications, and networking issues for the smart grid. First, the applications of data sensing in the smart
grid are reviewed. Then, the requirements for data sensing and collection, the corresponding sensors and actuators, and the
communication and networking architecture are discussed. The communication technologies and the data communication
network architecture and protocols for the smart grid are described. Next, different emerging techniques for data sensing,
communications, and sensor data networking are reviewed. The issues related to security of data sensing and communica-
tions in the smart grid are then discussed. To this end, the standardization activities and use cases related to data sensing
and communications in the smart grid are summarized. Finally, several open issues and challenges are outlined. Copyright
© 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The existing electrical power grid is by far the most sophis-
ticated and significant engineering system of the 20th
century [1]. The electrical power grid forms a very large
network that is based on the centralized generation inter-
connected by numerous control systems and transmission
lines. In many ways, the present power grid has served
well in providing seamless unidirectional power supply
of electricity to the consumers. However, it faces new
challenges such as depletion of primary energy resources,
generation diversification, climate changes, and reliability,
which must be addressed in near future. Also, the con-
ventional power grid lacks intelligence. Intelligence here
refers to the capability of monitoring and controlling the
various industrial appliances or functional components to
provide optimal energy generation and usage. One example
is the supervisory control and data acquisition (SCADA)
technology, which provides communications infrastructure
for the conventional electrical power grids. This system

collects data from various sensors and then sends this
data to a central computer for processing and storage. The
SCADA system has limited control over their upstream
function (from consumer premises towards the generation
site) and lacks real-time control capability for the power
distribution network. The existing electrical power grid is
therefore evolving into a more intelligent, more responsive,
more efficient, and more environmentally friendly system,
known as the smart grid [2,3]. This evolution is driven by
the increase in power demand, unreliable power flow, dis-
tributed system setting, and emergent renewal energy gen-
eration. To address these challenges, the smart grid requires
a dynamic architecture, intelligent algorithms, and efficient
mechanisms [2,4–8].

Figure 1 shows the landscape of the future smart grid
with its promising characteristics. The components of the
smart grid are connected by bidirectional electrical and
data networks with the help of advanced metering infras-
tructure (AMI). One important requirement of AMI is to
provide near real-time metering data including fault and
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Figure 1. Smart grid landscape and its characteristics [2,8].

outage information to the utility control center. A node
in the smart grid can behave as both information sink
and source. The AMI provides a two-way communication
architecture between the smart meter and a utility com-
pany. The smart meter is an advanced meter that provides
more detailed and accurate power consumption informa-
tion than that of a conventional meter that can be used for
monitoring and billing purposes. Further, the AMI com-
prises of local data aggregator units (DAUs) to collect and
relay the information from the meter side to meter data
management systems (MDMS) and also an active user
interface to provide information access to the consumers.
The MDMS provides storage, management, and process-
ing of collected data for proper usage by other power
system applications and services. AMI will be comprised
of many systems and subsystems, which can be grouped
under a hierarchical structure on the basis of home area
networks (HANs), neighborhood area networks (NANs),
and wide area networks (WANs). Furthermore, the smart
grid will incorporate some basic structures called intelli-
gent microgrids. A microgrid can include interconnected
distributed energy systems (loads and resources) with local
storage devices and controllable load. The microgrids are
not only generally connected to the electrical power grid,
but they can also function independently (i.e., in islanded
mode) and be resynchronized with the main grid in case
of fault. Many communication aspects of the smart grid

mostly related to the meter management and power con-
sumption will be handled by the AMI to provide a user-
centric approach for managing the electric power in the
smart grid. By far, there is no standard document defining
the AMI, and it is still open to new development and
implementation.

A wide range of enabling technologies such as integrated
communications, sensing and measurement, advanced
component, advanced control, improved interface, and
decision support will be adopted for the AMI in the smart
grid [1]. Of these key technology areas, the implemen-
tation of integrated communications together with sen-
sor data collection and networking will be the driving
factor that will create a dynamic and interactive power
grid infrastructure to integrate all upstream (toward gen-
erator) and downstream (toward consumers) components
to work seamlessly [9]. The data communication network
in the smart grid will provide the necessary functionality
for connecting different sensors and actuators for sens-
ing (e.g., meter reading, gathering real-time measurements
from various locations of the power grid for fault detec-
tion, and security alarming) and controlling them to enable
an optimal, reliable, and resilient operation of the grid.
The sensors and actuators combined with advanced data
communications techniques will help to meet the growing
demand from consumers by integrating renewable energy
resources, optimizing energy flow, isolating and restoring
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power outage, providing power quality of electricity, and
empowering the consumer with tools for optimizing their
energy consumption. Sensor data collection and network-
ing will be used in the smart grid to acquire and transform
data into information for maintaining stability and integrity
of the grid. For example, a smart meter can be used as a
sensor node to measure, predict, and report power usage
and demand to the public utility and to the consumers for
providing demand–response information. Also, failure of
a transformer can result in explosion that may hamper the
grid stability and people safety. Sensors can be installed to
detect the existence of internal discharge activity so that
necessary maintenance action can be taken [10].

The smart grid will rely on several existing and future
wired and wireless communication networking technolo-
gies such as power line communications (PLC), cellular
and broadband wireless technologies (e.g., 3G, WiMAX,
and 3GPP LTE), cooperative and cognitive communica-
tions networks, short-range wireless communications tech-
nologies (e.g., ZigBee) and Internet protocol (IP)-based
networks. However, data sensing and networking in the
smart grid still require to overcome a number of tech-
nical and procedural challenges. On the technical side,
for instance, selection of communication and networking
techniques is not straightforward because of different data
requirements of the smart grid. A critical parameter would
be to minimize the data packet loss, which can deterio-
rate the estimation accuracy for time-critical faults in the
grid. The existing and future data communication proto-
cols should be modified/designed taking into consideration
the characteristics of the power systems. Another signif-
icant challenge is to ensure secure communication which
is resilient to cyber and physical attacks. On the procedu-
ral side, regulating data sensing in the smart grid requires
establishing a common and standard data output format
because of numerous sensors deployed across the grid.

This article presents a tutorial on the data sensing and
communication techniques in the smart grid. First, appli-
cations of data sensing in power generation, transmission,
distribution, and consumption are reviewed (Section 2).
The importance of effective data sensing and communi-
cations in the smart grid is also highlighted. Then, the
requirements for data collection and communications and
those related to the sensors and actuators to be used in
the smart grid are discussed (Section 3). To support these
requirements, a hierarchical network architecture is pre-
sented for the smart grid (Section 4). The related com-
munication technologies are also discussed. Next, several
emerging techniques for data sensing and communica-
tions are described (Section 5). Security-related issues for
data sensing and communication in the smart grid and
the approaches for providing security are then described
(Section 6). Related standardization activities are reviewed
(Section 7), and the use cases of sensor data collection and
communication in the smart grid are discussed (Section 8).
To this end, several open issues and challenges are out-
lined (Section 9). Note that because the focus here is on the
sensing, communication, and networking technologies for

the smart grid, a detailed exposition on the issues such as
distributed energy resource (DER) management, demand-
side management (DSM), architecture and protocol for
power management in the smart grid are out of the scope
of this article.

2. APPLICATIONS OF DATA
SENSING IN THE SMART GRID

The applications of data sensing in the smart grid can be
grouped into four general areas: (i) generation, (ii) storage,
(iii) transmission and distribution, and (iv) consumption.

2.1. Power generation

Data-sensing techniques can be used to monitor the gen-
eration of electricity, power quality throughout the grid,
equipment health and capacity, fault locations, meter tam-
pering, vegetation intrusion, and also load balance between
the grid and DER or renewal energy resources in the energy
cycle [11]. Data sensing will be necessary as large wind
and solar farms are being deployed to supply energy into
transmission grid to balance the growing energy demand.

Distributed energy resource is gaining momentum in
energy generation because of its potential to provide
green energy that can significantly decrease the negative
effect caused to the environment because of the usage of
traditional fossil fuels. The U.S. Department of Energy
envisions that wind power could supply 20% of all U.S.
electricity by 2030 [12]. Because of its tremendous poten-
tial, it is necessary to provide conditional and struc-
tural monitoring of DER to prevent any future downtime
because of component failures. Further, these DERs can
be located in remote areas, thus creating challenges for
efficient monitoring of various components such as sta-
tus of battery cells in storage banks, load monitoring, and
information about weather conditions [13]. Wireless sensor
network (WSN) is an enabling technology for such moni-
toring applications because of its low cost and also ease
of installation [14,15]. However, wireless communications
are inherently limited by available transmission rates and
bandwidth. Therefore, it is necessary to provide distributed
processing in these wireless sensors, where the sensed data
can be processed locally within the sensors. Consequently,
only relatively small amount of processed data will need to
be transmitted.

A WSN comprised of Stanford wireless sensors called
WiMMS units [16] is deployed in the wind turbine struc-
ture to provide information about the dynamic behavior of
wind turbine and response to loading [14]. This wireless
sensor consists of a computational core for data process-
ing and storage, a sensing interface for providing analog-
to-digital conversion, and a communication interface for
providing connection to the core network. The computa-
tional core consists of Atmel ATMegal128 microcontroller
with an 8-bit integrated circuit architecture and 128 kB
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of flash memory for providing any computational applica-
tion. The sensing interface consists of Texas Instruments
ADS8341, which is a four-channel, 16-bit analog-to-
digital converter and interfaces with MEMS accelerometer
sensor (i.e., Crossbow CXL01) and metal foil strain guage
(i.e., Texas Measurements YFLA-5-5L). The communica-
tion interface consists of a MaxStream 24XStream wireless
modem that operates at the 2.4 GHz (i.e., ISM) band. The
WiMMS unit provides data rate up to 192 kbps with 5 km
line-of-sight communication range. The sensed data are
processed by the sensors and then transmitted to a laptop
located at the base of the tower for further processing or
forwarding to the control and monitoring stations.

2.2. Power storage

Energy storage will also be a critical part of the smart grid
to store energy from renewable energy sources, whose out-
put varies with weather conditions (e.g., solar panels gener-
ate energy only when the sun shines). For energy storage,
lead-acid battery can be used, for which its temperature,
voltage, and current need to be monitored [17]. Especially,
the state-of-charge (SOC) is the most important parameter
that needs to be measured and reported [18]. The SOC is
measured from the acid level and acid density, where these
parameters will change during charging and discharging
processes. Small ion exchange material is used to build a
sensor for measuring the concentration in a battery. Also,
the temperature sensor is required in the liquid electrolyte,
which monitors not only the operating point of concen-
tration sensor but also the reliability of the battery. Also,
the power storage can be used in the vehicle (e.g., plug-in
hybrid vehicle). The SOC of the battery in a vehicle has to
be monitored and reported for the optimization [19].

2.3. Power transmission and distribution

In the transmission and distribution part of the smart
grid, data sensing can be used to monitor substations,
transformers, underground lines, and overhead lines [10].
By using sensors to monitor real-time voltage, cur-
rent, phase, and frequency information, the transmission
capacity can be increased up to 10–15% compared with
the capacity planning models that use static weather, wind,
and temperature scenarios [17]. Moreover, sensors can be
used to minimize the transmission loss by providing auto-
matic operation of distribution capacitor on the basis of the
needs of the transformer [13].

Sensors such as smart current/voltage sensors with com-
munication capability can report real-time current/voltage
data back to the feeder line so that it can distribute
the current at a lower voltage, thus allowing more effi-
cient use of the available electricity. For example, sensors
by ZIV (one of the companies that provides protection,
control, metering, and communication products for power
systems) such as DRMT-1 and ACA-1/R sensors are
resistive voltage sensors. They are constructed with high

precision and are intended for fault detection applications
for distribution power line, protective relaying, and distri-
bution grid monitoring [20]. A new type of sensing system
called three-dimensional heterogeneous sensor system on a
chip for distributed power grid monitoring, fault detection,
and control is also proposed in [21]. The heterogeneous
sensor system on a chip uses noncontact sensors, analog
and digital processing, and RF communications. The non-
contact inductive sensor is used to detect the transmission
line current, which will detect the changes in the power line
amperage and notify of any fault in the distribution system.

The temperature of high-voltage (HV) power line also
requires monitoring to track temperature changes because
of the load variation in these lines. Any increase in electric
current can increase temperature causing local oxidation to
occur, which in turn increases the temperature even more.
Surface acoustic wave (SAW) temperature sensors can be
used to sense the variation in temperature [22]. The SAW
sensor is based on piezoelectricity that uses an electri-
cally induced acoustic wave on a piezoelectric substrate
surface to measure the temperature. The acoustic wave is
influenced by ambient temperature and can be used for
temperature sensing. The temperature variation causes the
surface wave velocity and the reflecting distance to change,
which can be used to measure the temperature. The SAW
sensor is a passive wireless sensor working at 433 MHz,
which measures the temperature at adjustable interval from
10 seconds to 10 minutes. The effective sensing distance
is 2.5 m, and the data transmission rate is 50 kbps [22].
The SAW system collects temperature data from sensors,
packetizes, and transmits them to a processing unit where
the data is digitized for further processing.

Because of the sensitivity of electronic equipments
(e.g., computers and automated manufacturing devices) to
the voltage fluctuations, maintaining power quality is of
paramount importance. However, the power quality of the
electricity varies considerably depending on factors such
as lightning, inadequate or incorrect wiring, and grounding
or short circuits caused by animals, branches, vehicu-
lar impact, and human accidents involving electric lines
[23]. The fluctuation of voltage between 10% and 90%
of nominal root mean square voltage lasting between 0.5
and 60 cycles is termed as voltage sag and causes a reli-
ability problem in the grid. To maintain the power qual-
ity of electricity, in [23], a low-cost web-based sensor
and alarm system termed as PQ watch is proposed. This
PQ watch continuously monitors the energy consumption
information and the data on power quality events including
outages, blackouts, interruptions, and short-duration dis-
turbances such as voltage sags. The PQ watch sensor is
comprised of ADE7756 [24], the PIC 16F873 microcon-
troller, an EEPROM, and an RS-232 converter integrated
circuit. The ADE7756 provides highly accurate electrical
power measurement and a serial interface to the system.
The microcontroller does the root mean square voltage
calculation for control of the meter and communications.
The EEPROM is used to store various calibration param-
eters of the meter and store the meter’s data during a
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power down. The entire system can be accessed using
the Internet.

To monitor overhead transmission lines, various sensor
networks (e.g., WSN and fiber-optic sensor networks)
can be used [15,25]. Schneider Electric [26] introduces a
wireless HV sensor that uses synchrophasor measurement
solution (e.g., phasor measurement unit [PMU]) to provide
highly accurate sensing of voltage for overhead transmis-
sion lines [27]. This HV sensor provides cost-effective,
easy, clamp-on installation, and wireless integration for
previously unmonitored points on the transmission grid.
The HV sensor consists of a global positioning system
(GPS) unit to provide accurate time synchronization which
can transmit data via satellite, cellular, or licensed RF
radio back to a control center. Also, this HV sensor can
accurately verify and reclassify an existing instrument-
class current transformer installed and operating in a field
[27]. Alternatively, fiber-optic sensor technology such as
fiber bragg grating (FBG) can also be used to form quasi-
distributed sensor networks for providing overhead trans-
mission line monitoring [28]. FBG can be used to detect
various physical parameters such as strain, temperature,
pressure, acceleration, and large magnetic field and tension
[29]. The FBG sensors are deployed in series forming a
network along the HV transmission lines, and wavelength-
division multiplexing is used for data communication. The
FBG sensors are clamped on the transmission lines for
measurement, and it can be wrapped to contact the con-
ductor for temperature measurement. An optical spectrum
analyzer is used to detect the wavelength shifting, which
can detect the change in strain and temperature. The
FBG sensor has a transmission range of 100 km, which
makes it more versatile for monitoring long transmission
lines. The sensed data can be used to predict phenom-
ena such as overheating, vibrations, galloping, ice accer-
tion, and sag. Also, smart capacitor control sensors can
be used to monitor or control capacitor banks, which
helps to stabilize the voltage and power factors. The
smart continuity grid sensors, on the other hand, help
to identify the outage in transmission and distribution
lines and automatically reroute power to maximize the
electricity availability.

2.4. Power consumption

In the customer premises, data sensing presents a wide
range of opportunities to both consumers and public utility
for maintaining a good demand–response in the power
grid even during peak hours. Data sensing in the con-
sumer premises can be performed through smart meters,
which provide information about real-time power usage
and possibly control the power consumption automati-
cally or on the basis of a predefined control mechanism.
The smart meter acts as a sensor node and records the
electricity consumption (kilo watt hour [kWh]) and time
of use (TOU) [30]. TOU refers to consumer activity at a
particular time that is generally measured on an hourly,

daily, or weekly basis depending on the need. For each
TOU, the public utility defines a TOU rate (i.e., price) on
the basis of the local load pattern and generation cost. The
energy management system (EMS) combines the energy
consumption information with real-time electric prices
to provide effective demand–response. For this, various
home automation solutions can provide proper monitor-
ing, prediction, and control over the fundamental function
of heating, ventilation, and air conditioning. Whereas con-
sumers will be able to reduce their cost through TOU rate
information, a public utility will be able to use the real-
time usage and outage information to improve efficiency
of power generation and transmission [13], for example,
by load prediction [31]. The real-time usage information
will enable the public utility to understand the real-time
demand and patterns, which can be used to increase the
generation efficiency by allowing better load balancing or
diverting the flow from nearby DERs.

As an example, the A3 ALPHA meter [32] from Elster
Group [33] can be used in residential metering. The A3
ALPHA meter supports two-way communication to offer
high accuracy, repeatability, and low ownership costs to
the consumers. It also supports the American National
Standards Institute (ANSI) C12 protocols for the AMI.
The A3 ALPHA meter together with the EnergyAxis
system [34] (i.e., IP-based two-way communication net-
work designed for a harsh real-world utility environment)
provides a unified solution for the smart grid. The A3
ALPHA meter is already in use in the Salt River Project
[35], an agency of the state of Arizona in the U.S.A. that
serves as an electrical utility for the Phoenix metropolitan
area. Figure 2 shows the functionality of an A3 ALPHA
meter. The A3 ALPHA meter can display both energy and
demand values (5 digits). The code identifier will display
the ID code on the left side, and the description of the
code is shown in the right side of the display as shown in
Figure 2. The meter also offers a power quality monitoring
option. This feature helps isolate the cause of transients,
harmonics, and sags.

Similarly, various temperature sensors, motion sensors,
and light sensors can be used to monitor the environment
inside a house to control different electrical appliances
such as air conditioner, heating unit, and alarm systems
for an effective home EMS (HEMS). The HEMS can be
linked to the smart meter to control the usage of electri-
cal appliance depending on the real-time pricing plans. For
example, INSTEON Energy Display [36] can be used to
track the energy consumption of an appliance connected
to INSTEON power meter [37] (called iMeter Solo). The
iMeter Solo is an adapter that uses PLC technology to
measure, track, and monitor the energy usage of appliances
(up to 15 Amps). The data can be analyzed, and a necessary
control action can be initiated using INSTEON network
called HouseLinc. The INSTEON Energy Display can link
up to three iMeter Solo Power Meters, which can be used
to view the amount of current energy consumption by the
connected appliances, average amount of energy used per
month, and power cost given a billing rate.
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Code Description of reading

88888 Display test

0
Time of day (Military 
time)

1 Day of Week

2 Date

3 Total kWh

4 On-Peak kWh (Rate A)

5 Off-Peak kWh (Rate C)

10 Maximum kWh

Figure 2. A3 ALPHA smart meter configuration [32,35].

3. REQUIREMENTS FOR DATA
SENSING AND COMMUNICATION
IN SMART GRID

The requirements for data sensing and communications
for managing, controlling, and optimizing different devices
and systems in the smart grid can be summarized as
follows.

3.1. Requirements for sensors
and actuators

Data sensing in the smart grid requires sensing of param-
eters such as voltage, current, temperature, moisture,
continuity, and phase to calibrate and control various
equipments on the basis of the fluctuations of these param-
eters. The sensors and actuators are the physical compo-
nents that sense and initiate appropriate actions through
the control algorithms to provide necessary corrective
actions if any failure occurs [38]. Such a sensor gener-
ally includes sensor device, analog signal conditioning,
analog-to-digital conversion, digital signal processing, and
communication functionality in a single package [39]. The
actuators, on the other hand, initiate actions such as setting
the value of different parameters by converting the infor-
mation collected by the sensors into physical phenomenon
(e.g., displaying the sensor measurements or status of
circuit breaker) [40]. The requirements for sensors and
actuators are as follows:

� Reliability and energy efficiency: the sensors and
actuators should be reliable to effectively support the
smart grid applications. Also, they should not have
any electromagnetic compatibility problem. In addi-
tion, the sensor and actuator devices should be energy
efficient so that they can operate with low-power
supply in case of emergency situations. Research
and development activities are being carried out to
develop sensors, which do not require external power
supply, for example, by using technologies simi-
lar to passive frequency identification chips without
battery or possibly by exploiting energy-harvesting
techniques [40].

� Cost-effective and secured operation: the sensors and
actuators should be low cost to make them econom-
ically attractive for the business and users [41]. The
advancement of CMOS technologies has made the
pervasive deployment of these smart sensors and actu-
ators possible. Also, the sensors should be small in
size and should be installed in a secured location so
that the possibility of damage is minimized.

� Longer life span: this is important for sensors
and actuators because a power grid has to be
operated cost effectively over a long time horizon
(e.g., 10–20 years).

3.2. Data collection requirements

The smart grid will consist of numerous systems and
subsystems of diverse types that have their own data
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collection requirements. For example, the data collection
requirements for power generation and transmission can
be different from those for a smart meter in a consumer
premise. Moreover, a large amount of data need to be gath-
ered, verified, stored, and transformed in near real time for
intelligent response and decision support in the smart grid.
Data sensing in the smart grid has to scale accordingly to
handle the required levels of data volume and complex-
ity. For example, a PMU needs to send up to 30 reports
every second to measure the quality of power delivery.
Because the sensing nodes deployed in various locations
of the power grid pose scalability challenges, there is a
need for decentralized aggregation techniques for sensor
measurement and distributed computation techniques for
actuator parameters. The scalability of the network can
be improved, for example, by organizing the sets of sen-
sors and actuators into a hierarchical topology by forming
groups or domains. These domains are controlled by a
domain controller that is responsible for aggregating the
sensed data and setting the actuator parameters within the
domain. This domain controller also communicates with
higher domains in the hierarchy. The overall operation of
these sensors and actuators is optimized by the top level
controller in the hierarchy.

Data collection mechanism from sensors should be
able to support different applications (i.e., data should
be reusable) [38]. As an example, to maintain effec-
tive demand–response in the generation side, information
regarding the energy demand by consumers during peak
hours (called coincident peak demand) is necessary. The
same coincident peak demand information can be also used
in the distribution network for load balancing. For this pur-
pose, the same data should be tagged with location infor-
mation such as substation name, bus and feeder number,
and its voltage phase [38]. The location information helps
to determine from which sector the peak demand is arising
so that necessary flow of electricity supply can be main-
tained without tripping/overloading the transmission line.
That means, even though the data collection requirements
of smart grid applications vary in magnitude and time
duration of monitoring, adding some network attributes to
existing data output can change the use of the sensed data.

The sensed data should be encoded in a machine read-
able format so that it can be processed by the control cen-
ters automatically. Also, the sensed data should contain the
temporal information including the timestamp (i.e., time
that the data is collected from sensor) and duration with
which the sensed data is valid. In addition, the identifica-
tion of locations where the sensors are installed is impor-
tant to determine the locations of the events (e.g., location
of failure).

3.3. Requirements for communication
networks

To transport the sensed data/control signal from/to the
sensor and actuator, a communication infrastructure

is required. The communication network will provide
bidirectional flow of the sensed data (e.g., energy con-
sumption, voltage sag, and current) from various devices
(e.g., smart meter, voltage/current sensors, and transform-
ers) to respective monitoring and controlling systems to
provide continuous and reliable operation of the smart grid.
Some of the requirements for the communication infras-
tructure for data sensing are summarized below [42].

� Distributed operation: because a large amount of
data will be generated and processed in the smart
grid, a traditional centralized communication archi-
tecture can create a bottleneck in the system. For
instance, a PMU (i.e., a smart sensor that measures
the electrical waves on an electricity grid) can gen-
erate up to 50/60 phasor measurements per second
that can easily generate large amount of data within
few minutes [43]. Transmitting all these phasor data
in a centralized network can create a congestion
easily, and a congestion control mechanism would
be required [44]. Also, sensing nodes deployed in
various locations of the power grid pose scalabil-
ity challenges and present a need for decentral-
ized aggregation techniques for sensor measurement
and distributed computation techniques for actuator
parameters [3,45,46]. Therefore, the communication
network should be distributed with multiple process-
ing and controlling units to avoid a single point
of failure.

� High bandwidth: as new components are added into
the network with the evolution of the smart grid, band-
width requirement also becomes an important factor.
Even for a power distribution system of moderate
size, the bandwidth requirement is found to be very
high (100 Mbps and above) [47]. This can be com-
pensated by using optical fibers [47] or using Ethernet
passive optical network [48] for data communica-
tion along the electrical transmission and distribution
lines. However, using optical network is always costly
in terms of initial installation.

� Interoperability: the communication network should
be flexible such that it can communicate with
different types of sensors and actuators seamlessly.
Also, there should be a synergy between different
communication technologies such as PLC, fiber-optic
communications, and wireless communications.

� Scalability: the communication network should be
scalable because of a large number of sensors and
actuators in the network. It should have the plug-and-
play capability to add or remove devices without the
need for manual reconfiguration.

� Security: the communication network has to prevent
the hackers’ attacks such as false-data injection,
network operation disruption, and denial-of-service
attack. For example, in a meter-reading scenario,
privacy and integrity of each load report should
be protected, and it should not be eavesdropped or
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revised by a third party. We will discuss the details
of the security issues later in this article.

4. COMMUNICATION
TECHNOLOGY, NETWORK
ARCHITECTURE, PROTOCOLS, AND
MIDDLEWARE FOR SMART GRID

In this section, we first describe the different technolo-
gies for sensor data communications in the smart grid.
Then, we present a hierarchical network architecture and
the networking protocols for the AMI. Last, we discuss the
network middleware technologies for the smart grid.

4.1. Communication technologies

As has been mentioned before, for data communica-
tion, the smart grid will rely on different technolo-
gies such as PLC, fiber-optic communication, cellular
wireless, IP-based communication, ZigBee, Wi-Fi, and
WiMAX technologies. The choice among these technolo-
gies will depend on many factors such as cost, reliability,
security, interoperability, geographic location, and avail-
ability. Because achieving all these requirements under
a single communication technology is very unlikely, the
smart grid will feature hybrid communication and access
technologies.

Because of the ubiquitous presence of power distri-
bution lines and associated advantage of low installation
cost, PLC is likely to be widely adopted in the smart grid
[49]. PLC is not only used in power distribution network
but also used for short-haul communications of home
automation, power network management, and last-mile
communication in the smart grid [50]. The most common
PLC technology uses single-carrier frequency-shift key-
ing and binary phase-shift keying modulation techniques.
Although this single-carrier technology is cheap and sim-
ple, it lacks the flexibility in selecting the carrier frequency
and, hence, results in low throughput and poor reliability.
Also, studies have shown that the characteristic of single-
carrier PLC varies drastically with different geographical
locations or number of network nodes. Also, its perfor-
mance depends largely on system parameters (e.g., data
packet size and response time [49,51]). Nevertheless, PLC
can be improved using different approaches (e.g., single-
frequency networking with flooding of message [49]
and orthogonal frequency-division multiplexing [OFDM]
modulation [51]).

In [49], the infrastructure requirements (e.g., network
coverage and data flow, and quality-of-service [QoS]
requirement) and transmission concepts (e.g., single-
frequency network concept and flooding) are described for
use in the smart grid. It is argued that to support large-
scale control and automation of different switches, sensors,
and meters in smart grid, PLC should fulfill the needs
of adequate network coverage, ad hoc networking fea-
tures, and QoS guarantee. New transmission mechanisms

such as single-frequency network mechanism (i.e., using
altruistic repeaters to transmit the same message simulta-
neously using the same frequency), flooding mechanism
(i.e., using message flooding similar to the signal broad-
casting in wireless communication), and hybrid medium
access control (MAC) protocol are introduced. The hybrid
MAC protocol is composed of random medium access
(e.g., slotted ALOHA or carrier-sense multiple access
[CSMA]) and deterministic medium access protocols
(e.g., master–slave protocols and token ring protocol). By
using a real field trial, it is shown that the combination of
single-frequency networking with flooding embedded into
a hybrid MAC protocol can improve the performance of
PLC significantly [49].

Many other existing communication techniques such
as code-division multiple access or OFDM-based access
can be adopted in PLC to improve its performance. How-
ever, code-division multiple access is less robust to the
frequency-selectivity problem. On the other hand, OFDM
can provide better resistance to signal distortion and relia-
bility to PLC [49,51,52]. In [51], it is shown that OFDM-
based access can increase the reliability and throughput of
the PLC.

Dispersed-tone PLC [53] is a type of PLC protocol
that uses OFDM technology to transmit baseband data
by selecting frequencies to avoid narrow band noise.
Dispersed-tone PLC uses dispersed or plural tones to trans-
mit data using differential binary phase-shift keying or
differential quadrature phase-shift Keying modulation.

Further, recent research shows that combining different
access technologies with broadband over power line (BPL)
can improve the data transmission rate and QoS support
for the smart grid communications. These access technolo-
gies could be either wireless (e.g., Wi-Fi or WiMAX) or
wired (e.g., fiber or coaxial cable). This is referred to as
the hybrid access technology. For example, a study shows
that the integration of ubiquitous power distribution with
Wi-Fi technology can enhance the reliability and reduce
the cost of a broadband access network to be used for
a power distribution network in the smart grid [52,54].
Specifically, BPL uses the medium voltage (MV) power
line for signal transmission. BPL units are installed in var-
ious locations of the MV line to provide the functionality
of a data aggregation point. Moreover, a BPL unit can act
as the wireless interface gateway for converting the MV
line signals to the Institute of Electrical and Electronics
Engineers (IEEE) 802.11a/b/g compatible signals. In this
way, the BPL network can be transformed into a hybrid
wireless-BPL network [52]. The field trial of this hybrid
wireless-BPL network performed in [52] shows a consid-
erable performance improvement on the 70-km MV power
grid. Even though the PLC technology is still under devel-
opment, the cost-effectiveness and ubiquitous presence of
the power line infrastructure will make it one of the viable
choices for providing distributed communications in the
smart grid.

ZigBee is a low-cost, low-power, short-range wire-
less communications technology based on the IEEE
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802.15.4-2003 standard for wireless personal area net-
works (WPANs). Because of its low cost, ZigBee is
a viable technology to be widely deployed in wireless
sensing, control, and monitoring applications for the smart
grid. A ZigBee-based smart power meter is introduced
in [55]. The proposed smart meter uses microcontroller
(dsPIC30F series microchip) to perform necessary com-
putations. The low-cost and low-power ZigBee system is
integrated into the proposed smart meter that is used to
transmit the power consumption information and outage
statistics to a control center.

Long-range wireless communications technologies such
as 3G cellular wireless, WiMAX, and 3GPP LTE tech-
nologies are also expected to be used for wide area
networking and wireless backhauling for many smart grid
applications. In addition, the evolving IEEE 802.22-based
wireless regional area networking technology, which uses
the cognitive radio (CR) concept, holds potential for long-
range smart grid communications.

4.2. Communication network architecture

The data communication network infrastructures in the
smart grid include AMI, wide area measurement systems
(WAMSs), sensor and actuator networks (SANETs),
HANs, NANs, and WANs.

� Advanced metering infrastructure (AMI): AMI pro-
vides an automated communication system between a
smart meter and a utility company (i.e., control center).

All of the communications aspects of the smart
grid will be handled by the AMI to provide a
user-centric approach for managing the electricity
usage in the smart grid. Various functions of smart
grid can be implemented on AMI, for example,
customer voltage measurement, consumer outage
detection, hourly remote meter reading, remote meter
programming, load control, and price signaling
(e.g., TOU). The AMI will include a hierarchical
network or a multitier architecture with star and
mesh topologies and a variety of communication tech-
nologies such as PLC (e.g., BPL), cellular network
(e.g., 3G, and 3GPP LTE), other wireless technologies
(e.g., Wi-Fi, ZigBee, and WiMAX), and IP-based net-
working technologies. The AMI comprises of DAUs
to collect and relay the information from the meter
side to MDMS. The MDMS provides storage, man-
agement, and processing of meter data for proper
usage by other power system applications and ser-
vices [3]. A DAU connects a customer premise to a
higher network entity in the smart grid such as the
MDMS. The AMI will be comprised of many systems
and subsystems such as WAMSs, SANETs that can
be grouped under a hierarchical structure on the basis
of HANs, NANs, and WANs as shown in Figure 3.
The data control entity such as DAU and MDMS will
act as a data sink to collect sensed data and also as a
gateway to relay the data from one network hierarchy
to another.
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Figure 3. Smart grid communication network architecture for data sensing and collection.
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� Wide area measurement systems (WAMSs): the key
aspect of WAMS is to provide real-time (in order
of milliseconds) monitoring and control of the elec-
trical power grid to prevent any future contingency.
The WAMS will be used to connect PMUs with
wide area and dynamic coverage. The major advan-
tage of WAMS over conventional SCADA and EMS
that provide only local monitoring and control is the
larger coverage. The WAMS can transfer sampled
phasor data. This data is used to support various
functions of the smart grid including state esti-
mation, instability prediction, real-time monitoring,
dynamic disturbance recording and data logging,
analysis of power system dynamics, and analysis
of damping/oscillation. In a typical WAMS archi-
tecture, multiple PMUs (i.e., sensors) are connected
with a phasor data concentrator (PDC) through a
regional network. This is referred to as the PMUs-
PDC working group. A control center collects and
aggregates phasor data from multiple PMUs-PDC
working groups through a WAN (e.g., synchronous
optical network/synchronous digital hierarchy) [56].
Because PMU performs continuous data sampling in
real time (e.g., 16-bit resolution with 720 samples
per second), congestion and delay are two critical
issues in the WAMS [57]. Unlike SCADA, WAMS
can monitor the power system state continuously and
synchronously. WAMS support high sampling data
rate, making WAMS suitable for the dynamic event
management and failure recovery.

� Sensor and actuator networks (SANETs): the various
sensors and actuators installed in the grid can form
SANETs [45] as shown in Figure 3. Through the
SANET, the operational characteristic and behavior
of the smart grid devices distributed along the grid can
be monitored so that any outage or disturbance can be
prevented and at the same time, effective DSM can be
provided. The SANET can be formed using a hierar-
chical topology (e.g., cluster tree topology [58] or a
linear topology [25]) or as a cooperative sensor net-
work [59]. For example, an IEEE 802.15.4-compliant
[60] sensor network can be used to implement wire-
less automatic meter reading, remote system monitor-
ing, and equipment fault diagnosis [15]. The design
and implementation of a cross-platform sensor net-
work for transmission line monitoring are introduced
in [61]. [62] introduces the sensor networks to mon-
itor the conductor temperature and current of the
overhead transmission line. The monitored parame-
ters can be used to optimize the power transmission
to maximize the ampere capacity (i.e., ampacity) of
the overhead line meeting the reliability requirement
under uncertain weather condition. In [63], the link
scheduling algorithm is proposed for the WSN with
tree topology, which is applicable for the transmis-
sion line monitoring. In particular, the multichannel
assignment algorithm for the multimode hierarchical
network is proposed. First, the network is formed in

the hierarchical structure. Then, the channel assign-
ment is performed for which the data forwarding is
executed on the basis of the allocated channel. The
objective is to improve the network throughput.

Of particular importance in SANETs is the ability
to set the actuator parameters depending on the
values observed by the sensors so as to achieve a
system-wide objective [45]. SANETs will also facil-
itate direct interaction between the public utility
and the consumer [11]. Technologies such as the
Internet, PLC, BPL, 3G/4G cellular, and WiMAX
wireless communication technologies can accom-
plish this interaction. Note that the SANETs have
to be optimized considering the unique communica-
tion characteristics (e.g., harsh environment of smart
grid due to electromagnetic interference) and per-
formance requirements (e.g., time-sensitive latency
requirements, limited resources of memory, pro-
cessing speed, and power supply, and the need of
variable QoS).

� Home area networks (HANs): a HAN is the smallest
subsystem in the demand–response chain of the smart
grid that provides dedicated DSM with the use of
smart meters [5,64]. A typical HAN will consist
of smart sensors and actuators to measure various
parameters (e.g., light intensity and temperature),
smart meter to sense and record electricity usage,
in-home display for user interface, and a HEMS to
optimize the energy usage based on real-time pricing
information (Figure 4). Smart meter will also act as
a gateway for public utility to access and retrieve
electricity usage information for demand–response.
Various wired technologies such as PLC, building
automation and control network (BACnet), KNX
protocol, and wireless technologies such as Wi-Fi,
ZigBee, and Z-Wave can be used in HANs. The
SANETs in the customer premises will constitute
important solutions for HANs.

� Neighborhood area networks (NANs): a NAN is a
collection of multiple HANs to collect sensed data for
aggregation. As shown in Figure 5, all the data from
different HANs are collected at the data control entity
(i.e., DAU in this case). The associated control center
will monitor the amount of electricity distributed to a
particular neighborhood to provide effective demand–
response. The data control entity communicates with
the smart meter by using network technologies such
as PLC, fiber-optics, satellite, or WiMAX.

� Wide area networks (WANs): a WAN connects
multiple distribution systems together. A WAN will
consist of variety of sensors (e.g., voltage sag sensors,
PMU, and line temperature sensor) that will cover
almost all the aspects of transmission and distribution
lines to provide monitoring and control in the case of
fault or outage. These distribution systems will also
consist of data control entities (e.g., MDMS) that are
used as hubs to collect all the sensory data. The col-
lected data is then analyzed by respective distributed
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control center for developing control algorithms. The
WAN provides the backhaul communication infras-
tructure to connect all the entities within the smart
grid. Various communication networking technolo-
gies such as PLC, fiber-optic, cellular wireless, the
IEEE 802.22-based CR networks, and TCP/IP tech-
nologies can be used to connect all the functional
subsystems in the smart grid WAN.

4.3. Networking protocols

The communication network for the smart grid should be
self-healing, secured, efficient, interoperable, and scalable
to handle a variety of applications. Also, it should support
open standard with plug-and-play capability. An effective
solution is to utilize IP-based network as the backbone
communications infrastructure of the smart grid [65]. IP
has many advantages over many other existing protocols as
it is widely used in data networks, and also, many network
technologies have a convergence layer for IP [66]. As dis-
cussed in [65], an IP-based network can ensure multicast
traffic and reliable security within the smart grid. Almost
every network technology can be integrated into an IP-
based network. In this context, IPv6 protocol is identified
to be a better choice than its predecessor IPv4 because of
the new features (e.g., larger address space, mobility, and
security services [66]). However, not all the existing net-
work technologies have convergence with IPv6. A more
flexible approach would be to use a mixed network of IPv4
and IPv6 as mentioned in [66]. However, this will require
proper translation of network boundaries that could act as
the initial transition for the shift to single IPv6 network
(e.g., as implemented in Spanish GAD project [67]).

The traditional IP-based network is versatile but
supports only best-effort packet delivery. That is, it does
not ensure the QoS for data networking. However, the
smart grid applications will require certain QoS guarantee
in terms of latency, delay variation (jitter), bandwidth, and
packet loss for efficient and reliable operation. Apart from
the QoS, data networking in the smart grid should have
proper security protection [42].

Different QoS-based services can be integrated into the
IP networks to ensure the quality of data in smart grid.
The Internet Engineering Task Force (IETF) has intro-
duced many service models such as differentiated service
(DiffServ), multiprotocol label switching (MPLS), and
integrated services (InterServ) to meet IP QoS [68].
Among these, DiffServ and MPLS are used for providing
IP QoS. DiffServ is a computer networking architecture
that can be used to provide low-latency, QoS guaran-
tee for critical network traffic, whereas providing simple
best-effort service to noncritical applications such as web
traffic or file transfer applications. DiffServ can be imple-
mented in IPv4 as well as IPv6 to provide better QoS
support. MPLS is also a standard technology for speeding
up network traffic flow that integrates Layer 2 informa-
tion about network links (bandwidth and latency) into

Layer 3 (IP) within a particular autonomous system to sim-
plify and improve QoS of IP packet exchange. Both these
technologies are promising and can be used to provide
necessary QoS support for smart grid. For instance, [68]
introduces a way to provide QoS guarantee in International
Electrotechnical Commission (IEC) 61850 substation
automation protocol by using IPv6 DiffServ model. Also,
the integration of MPLS and DiffServ can be used to meet
the QoS requirements of data to be transmitted in the smart
grid [69].

Over IP, the transmission control protocol (TCP) can
be used as the transport layer protocol for wide area
networking in the smart grid. However, TCP incurs consid-
erable delay in data transmission and high network over-
head [70] and also, because TCP lacks a mechanism to
support real-time traffic, it might not be particularly suit-
able for services in the smart grid [70]. Moreover, it lacks
of the multicast ability (to send a single packet to multiple
destinations), which might be crucial for sending multiple
control signals to many systems and devices in the smart
grid in case of emergencies. For such applications, proto-
cols such as real-time transport protocol running over the
user datagram protocol (UDP) are usually recommended.
UDP is a simple transmission protocol that is generally
used for time-sensitive applications because it works with-
out implicit acknowledgment and retransmission of mes-
sages. UDP has a smaller overhead in a message frame
and also supports multicast but lacks a mechanism to sup-
port reliable packet delivery. Therefore, a combination of
TCP and UDP can be used to provide reliable and ordered
packet service in smart grid [70].

In a sensor networking environment (e.g., in a HAN),
reliable data delivery is still an open research, and there has
not been any standard transport layer protocol. An end-to-
end transport protocol such as TCP may not be suitable for
wireless SANETs in the smart grid because of its conges-
tion control mechanism that was originally designed for
wired networks and because of the very low data rate of
the smart grid sensors, high header overhead, and energy
efficiency reasons. For SANETs and HANs in the smart
grid, transport protocols must be light-weight to support
low-end sensors and actuators. The pump slowly fetch
quickly (PSFQ) protocol [71] is designed for WSNs to pro-
vide reliable transmission under poor radio condition while
using a light-weight signaling and a hop-by-hop error
recovery mechanism. In PSFQ, a node requests retrans-
mission from neighboring nodes once the packet loss is
detected. Reliable multisegment transport [72] is another
transport protocol for WSNs that uses both hop-by-hop and
end-to-end error recovery for reliable data transmission.
Unlike PSFQ and reliable multisegment transport, event-
to-sink reliable transport [73] aims to achieve reliable
event detection from each sensor nodes (not packets) and
congestion control while minimizing energy consumption.

The performance of a transport layer protocol in the
SANETs in the smart grid will depend on the underlying
network and MAC layer protocols. There have been
a plethora of data-centric routing protocols (instead of
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address-centric routing protocols such as IP) proposed for
the WSNs in the literature that can be used to disseminate
data from the sensor nodes to the sink node in energy-
efficient manner, hence maximizing the lifetime of the net-
work. The sensor routing protocols can be classified into
the following major categories: flat routing (e.g., sensor
Protocols for Information via negotiation (SPIN) [74]),
hierarchical routing (e.g., Low-Energy Adaptive Clustering
Hierarchy (LEACH) [75]), and location-based routing
(e.g., geographic adaptive fidelity (GAF) [76]) protocols.
Again, depending on the protocol operation, the protocols
can be classified as follows: proactive, reactive, and hybrid
protocols. On the basis of the channel access and collision
resolution mechanisms, the MAC protocols for traditional
WSNs can be classified into the following categories:
contention-based (e.g., S-MAC [77]), contention-free
(e.g., TRAMA [78]), and hybrid (e.g., Z-MAC [79]). Some
of these routing and MAC protocols can be adopted for
data sensing and communication in the smart grid environ-
ment. However, in general, besides the traditional design
considerations (e.g., resource and energy constraints),
issues such as harsh environmental conditions, stringent
QoS requirements, scalability, and adaptability need to
be taken into account for designing reliable and efficient
routing and MAC protocols for the smart grid applications.

4.4. Networking middleware and
application layer protocols

Networking middleware provides a higher level application
interface that improves the interoperability, portability, and
flexibility of data communication. It provides an interface
between high level application QoS requirements and low
level resource management such as bandwidth requirement
and real-time data monitoring. Therefore, networking mid-
dlewares can be used to support interoperability of network
protocols to meet the requirements of the smart grid.

GridStat [42] is a simple publish–subscribe middleware
that can be used for acquiring the status variables and sta-
tus alerts in the power grid. The status variables are the
periodic measurements of status or control settings in the
power grid. The middleware manages these measurements
and ensures that it is up-to-date. The status alerts are used
to inform applications of any failures or alarm condition
with high priority. The QoS brokers are used to manage
the resource allocation and to provide necessary path to
deliver messages with proper QoS requirements. GridStat
is being implemented by Avista Utilities in Washington on
the basis of the SCADA system to acquire the necessary
data directly from the sensors [42].

The Universal Plug and Play (UPnP) protocolTM [80]
is a device discovery protocol that supports zero config-
uration, transparent networking, and automatic discovery,
and control of various kind of home network devices. The
UPnP protocol provides data communication between any
two or more devices under the command of UPnP control
device or point in the network. The idea here is to shut-
down the devices (or put to sleep state) when they are not

in use for certain time and wake them up whenever neces-
sary. Each device using the UPnP protocol advertises its
power state, wake up status, and other general informa-
tion periodically or as a response to UPnP control point
search messages. The UPnP control point sends a multicast
M-search message whenever it needs to access the partic-
ular device. The active devices are accessed directly and
those in the sleep mode are waken up using the power
management proxy. Using a test network, it is shown that
by using the UPnP protocols, the average power con-
sumption can be reduced drastically without compromising
the usability.

5. EMERGING APPROACHES FOR
DATA SENSING AND
COMMUNICATIONS IN
SMART GRID

In this section, we provide a survey on recent develop-
ments in data sensing and communications in smart grid.
For sensing, we discuss three recent developments, namely,
PMU, compressive sensing, and decentralized and coop-
erative sensing. Then, we discuss three main techniques
used for data communications in the smart grid, namely,
machine-to-machine (M2M) communications, relay-based
cooperative communications, and cognitive radio (CR).
To this end, we discuss the emerging MAC layer, net-
work layer, and transport layer techniques for sensor data
communications.

5.1. Techniques for sensing

5.1.1. Phasor measurement units.

Phasor measurement units (also referred as synchro-
phasors) measure the electrical waves, using a common
time source for synchronization. A phasor is a complex
number that represents both the magnitude and phase angle
of the sine waves. Phasor measurements that occur at
the same time are called synchrophasors, and the PMU
devices can support these measurements. In typical appli-
cations, PMUs are sampled from widely dispersed loca-
tions in the power system network and synchronized
using the common time source of a GPS radio clock.
Synchrophasor technology provides a tool for system oper-
ators and planners to measure the state of the electrical
system and manage power quality. Synchrophasors mea-
sure voltages and currents at diverse locations on a power
grid and can output accurately timestamped voltage and
current phasors. Because these phasors are truly synchro-
nized, synchronized comparison of two quantities is possi-
ble in real time. These comparisons can be used to assess
the system conditions.

A PMU can be a dedicated device, or the PMU func-
tionality can be incorporated into a protective relay or
other device. The IEEE Standard C37.118-2005 deals with
issues concerning the use of PMUs in electric power
systems. The specification describes standards for mea-
surement, the method of quantifying the measurements,
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testing and certification requirements for verifying accu-
racy, and data transmission format and protocol for real-
time data communication. Many applications of PMUs
in power systems are given in the literature. A historical
overview of synchronized phasor measurements is pre-
sented in [81]. The use of time synchronizing techniques,
coupled with the computer-based measurement technique
to measure phasors and phase angle differences in real-
time, is reviewed in [82]. An important function of PMU
is to observe voltage angle directly and independently of
state estimation module. The analysis of power system
observability using PMUs is conducted in [83–85].

5.1.2. Compressive sensing.

For the smart grid communication networks, the require-
ment of sampling and transmitting information from a huge
number of sensors simultaneously would cast a significant
challenge on the current state-of-the-art sensor networks.
To overcome this challenge, a promising approach, named
compressive sensing (CS), has been recently proposed
[86–89], which combines the concepts of data acquisi-
tion, compression, dimensionality reduction, and optimiza-
tion together. The fundamental principle of CS is that a
K-sparse signal x of dimension N can be recovered from
just a few incomplete measurements yD Ax of dimension
M via a L1-minimization optimization for certain types of
random projection matrix A. Surprisingly, the number of
measurements M required when A is a Gaussian random
matrix or Bernoulli matrix is just M D O.K log.N=K//.
It takes fewer measurements than traditional sensing and
requires no additional compression. The cost is that the
decoding process that reconstructs the original information
from the incomplete measurements becomes a computa-
tional procedure. In other words, CS senses less and com-
putes more. CS has attracted significant research attention
and provides an effective approach to managing the high
data bandwidth and information content. For many appli-
cations in the smart grid, such a shift of resource demands
from pretransmission to posttransmission can be of great
benefit [90].

5.1.3. Decentralized and cooperative sensing.

Electricity industry deregulation has led to the creation
of many regional transmission organizations within a large
interconnected power system [91]. Moreover, because a
substantially large number of smart elements will be
appearing in the grid, significantly more computational,
processing, and communication resources will be needed.
Consequently, increasingly more distributed information
processing and control will be needed for power system
operations [92]. For example, distributed state estimation
methods have been considered for decades with the goal
of reducing the computational burden at the central control
center by distributing the tasks across the system. A simple
but effective approach is decomposition-and-merge, which
is essentially a two-level hierarchical method [93,94]. At
the lower level, each local area independently runs its own

estimator on the basis of its local measurements, whereas
at the higher level, the central coordinator receives the state
estimation results, with boundary measurements if neces-
sary, from the individual areas and then combines them to
obtain a system-wide solution. The star-like hierarchical
methods have been also discussed in the recent literature
[95,96]. More recently, a hybrid distributed state estima-
tion method using the PMU measurements as well as the
conventional measurements has been proposed [97–99].

5.2. Techniques for sensor communications

5.2.1. Machine-to-machine communications.

The concept of machine-to-machine communication
has emerged to support pervasive communications among
autonomous devices. M2M communication will be used
to collect and transfer real-time data from various devices
without human intervention. It can be used in the smart grid
to achieve a hierarchical, robust, and efficient networking
solution for different devices with presumably low pro-
cessing capabilities. Wired, wireless, and hybrid commu-
nications technology can be used for M2M communica-
tion. IEEE 802.15.4 (ZigBee) and .15.4e/g/k, IEEE 802.11
(Wi-Fi), IETF 6LoWPAN (IPv6 over low-power WPANs),
IETF ROLL, and IETF CoRE-based protocols will be
typical for medium/short-range M2M communication net-
works. On the other hand, cellular wireless technology
(e.g., 3G and 4G cellular and WiMAX) may be used for
wide area M2M communications.

[100] provides a survey of different technologies to
be adopted for M2M communications in the smart grid.
These technologies are IEEE 802.15.3a-based ultra wide-
band, IEEE 802.11-based Wi-Fi, IEEE 802.15.1-based
Bluetooth, and IEEE 802.15.4-based ZigBee technologies.
Although ultra wideband and Wi-Fi consume more power
for transmission and reception, they provide much higher
transmission rates than Bluetooth and ZigBee.

In [101], the application of M2M communications in
the HEMS is described. First, a network architecture is
presented to collect the smart meter data. Meter data
are transferred from houses to the concentrator and then
relayed to the WAN base station. The base station transfers
the collected meter data to the control center. The authors
consider the problem of optimal traffic concentration. An
optimal cluster formation algorithm is used to find the
optimal location of traffic concentrator in a network.

A secure data aggregation protocol for a smart meter
based on the M2M communications is proposed in [102].
The smart meter data is collected by the aggregator and
then forwarded to the gateway. The end-to-end security
in terms of confidentiality, integrity, and authentication is
achieved by encryption carried out by smart meter using
the same key as that of the gateway. The timestamp is
embedded in a packet to provide the freshness information.
Then, to improve the efficiency of meter data transmission,
lossless aggregation based on a concatenation protocol is
used to create a packet with optimal size while reducing
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unnecessary overhead. The performance of the protocol is
evaluated based on the IEEE 802.15.4 ZigBee standard.

5.2.2. Cooperative communications.

Cooperative communications refer to the techniques in
which multiple nodes help each other (e.g., in wireless
mesh, ad hoc, and sensor networks) to relay or forward
data packets to their destinations. In [103], a coopera-
tive WSN is used to provide data transmission in urban-
scale smart grid environment. The network is based on
the IEEE 802.15.4 ZigBee standard. In this cooperative
WSN, a number of ZigBee nodes work cooperatively to
monitor electrical substations in an urban scenario. The
network has one coordinator to control the data transmis-
sion of all nodes to the concentrator. In [104], a secure and
reliable collaborative communication scheme for AMI is
introduced. A multihop wireless network is used to connect
smart meters with AMI to transfer meter data to a local
collector. The trust services, data privacy, and integrity
based on mutual authentication are developed with three
processes, that is, initialization, meter-reading collection,
and management message distribution. The initialization
process is performed when a new smart meter requests
to join the AMI. Once the smart meters join the AMI, a
meter-reading collection process is performed. With the
meter data, a management message distribution process
is used for adjusting the electricity power generation,
transmission, and distribution accordingly.

5.2.3. Cognitive radio (CR).

Cognitive radio techniques can increase the utiliza-
tion and efficiency of radio frequency spectrum in wire-
less networks. With CR, the spectrum allocated to the
licensed users (i.e., primary users) can be opportunisti-
cally and dynamically accessed by the unlicensed users
(i.e., secondary users). To do so, intelligent algorithms will
be implemented by the secondary users to avoid interfer-
ence to the primary users, improve the transmission per-
formance, and maximize the radio resource utilization. CR
can be used for reliable smart grid communications in a
cost-effective manner.

In [105], the application of the IEEE 802.22-based CR
technology for the smart grid is explored. The IEEE 802.22
standard is designed to provide wireless access in the rural
areas with a large coverage radius (up to 100 km). This can
be achieved because of the use of the TV band that has
favorable radio propagation characteristics. A dual-radio
architecture for CR in smart grid applications is proposed
for real-time data transmission. In this architecture, one
radio interface is used for data transmission and reception,
and the other radio interface is used for spectrum sensing.
With a dedicated radio interface for sensing, the delay due
to searching for available spectrum can be reduced. The
performance enhancements in terms of flexibility due to
soft capacity and system implementation, wide coverage
area, fault tolerance, and self-healing due to the use of CR
technique are highlighted.

For data sensing in the smart grid, a CR-based WSN
using the 802.15.4 ZigBee standard is proposed in [106].
In this network, a coordinator is used to provide synchro-
nization and control of data transmission, whereas a spec-
trum sensor is used to support frequency agility so that
the transmission can be adapted on the basis of the wire-
less channel condition. In addition, the routing protocol for
low-power and lossy network (LLN) [107] is modified to
achieve highly reliable and low-latency data transmission.
The protocol considers the asymmetric transmission capa-
bilities and the limited battery power of the nodes. LLN is
composed of many embedded devices with limited power,
memory, and processing resources (e.g., sensors). These
devices use wireless communications (e.g., IEEE 802.15.4,
Bluetooth, low-power Wi-Fi, wired, or low-power pow-
erline communication [PLC]) to transfer the application
specific data.

A testbed and experimental system for using CR in the
smart grid is developed in [105]. The testbed is developed
on the basis of field-programmable gate array (FPGA), for
example, Virtex-6 and Virtex-5 FX FPGA, to implement
the physical and MAC layer functions. These functions
include sensing a channel, transmitting and receiving data,
and communicating with an external network via Ethernet.
Independent component analysis (ICA) and robust prin-
cipal component analysis (PCA) techniques are applied
for data recovery in presence of interference. The pro-
posed testbed is tested in a microgrid environment that
requires near real-time data transmission to monitor the
status of DERs and to collect smart meter data from houses
and buildings.

5.3. Medium access control, routing, and
transport protocols for sensor data
communications

To support various smart grid applications with different
traffic and QoS requirements, the MAC layer, network
layer, and transport layer protocols in the smart grid net-
work need to be optimized. For the MAC layer, the IEEE
802.14.5-based and 802.14.1-based protocols will be used
widely in the smart grid sensor networks and HANs. In
[108], these protocols are extended with QoS support
(i.e., QoS-MAC) where the packet transmission is priori-
tized with different probability of channel access. In [109],
the performance of the IEEE 802.15.4 MAC protocol for
near real-time asset monitoring (i.e., condition monitoring
in wind farms) in the smart grid is evaluated. A method
to reduce the end-to-end delay and achieve service differ-
entiation for the sensor nodes is introduced. This method
is based on the assignment of different backoff parameters
for different types of traffic and smart grid applications.
However, because the IEEE 802.15.4 MAC is based on the
CSMA with collision avoidance (CSMA/CA) mechanism,
it could suffer from delay, loss, and high energy consump-
tion because of packet collision. Alternatively, a tree-based
time-division multiple access (TDMA) MAC protocol can
be used for HANs in the smart grid [110].
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For the network layer, the IP protocol (and in particular
IPv6) will be adopted in the smart grid because of its open-
ness, interoperability, scalability, and cost-effectiveness
[111,112]. In [113], the technical requirements and con-
sumer application standards for IP-based AMI network are
reviewed. Then, different standards that could be integrated
with IP-based AMI, including ANSI C12.22 (i.e., applica-
tion layer messaging services) and session initiation proto-
col (SIP) (i.e., for maintaining data transfer sessions over
multiple media stream), are listed. Because of the large
address space of IPv6, every device in the smart grid can be
assigned with a unique identification number, making the
system deployment easier. In [111], an IPv6-based smart
grid application is demonstrated. A particular smart home
application is considered in which a smart meter can report
meter reading to public utility over the IPv6 network. If
there is an unexpected power shortage or surplus, the power
price is adjusted, and the smart meter is notified so that the
proper action can be taken at the consumer side. In [112], a
QoS framework based on DiffServ model in IPv6 is devel-
oped for IEC 61850 (i.e., a set of united interfaces for
substation automation system [SAS] in the smart grid). The
IPv6 network is used to aggregate and transfer real-time
data in SAS over TCP/UDP/IP protocol given the defined
QoS service.

One major problem of using IPv6 over IEEE 802.15.4
MAC arises because of the small payload size in the
MAC layer frame when compared with the minimum size
of an IPv6 packet. This has led to the development of
6LoWPAN (IPv6 over low-power WPAN) protocol that
basically provides a set of convergence (or adaptation)
functionalities (e.g., fragmentation and IPv6 header com-
pression) between IPv6 and the 802.15.4 MAC. 6LoWPAN
will be adopted in data sensing and communications for the
smart grid [107]. For example, 6LoWPAN is used along
with PLC to provide a robust and reliable communica-
tion stack for smart metering, home control, or home area
networking applications [114].

In [115], the implementation of a routing protocol,
namely, the low-power and lossy network (LLN) proto-
col, for a large-scale AMI in the smart grid is presented.
The LLN protocol is based on the directed acyclic graphs
(DAG), which presents an abstraction of the network topol-
ogy. [115] proposes to use the expected transmission time
(ETX) as a routing metric, and a low-cost ETX mea-
surement scheme is also introduced to accurately estimate
the ETX metric. Then, an ETX-based rank computation
method is used to construct DAG to support high reliabil-
ity for unicast traffic in the AMI. In [116], a WSN based
on LLN is implemented. In [117], the performance of LLN
is evaluated in an outdoor smart grid substation network
through simulations. With a local repair mechanism, LLN
can recover from local link outage and achieve near opti-
mal shortest path for data delivery. In [118], a mesh net-
work architecture based on the LLN protocol is presented.
The network is used to connect a smart meter with a radio
so that the concentrator nodes in the vicinity can be discov-
ered automatically for meter data transfer. This discovery is

based on the connectivity detection and channel scanning
procedures executed by a smart meter.

Note that there are some other routing protocols for the
smart grid that are not directly based on LLN. For example,
in [119], the distributed autonomous depth-first routing
(DADR) protocol is proposed. This protocol is based on
the distributed distance–vector routing that is able to adapt
quickly to the link condition with minimum control over-
head. In [120], a routing protocol for multichannel wireless
mesh networks is introduced for multigate smart grid net-
works to improve the reliability, self-healing capability,
and throughput performance. Such a routing protocol can
be used in the home mesh network. The location informa-
tion (i.e., from GPS) can be used to improve the routing
performance [121].

[122] points out that a standard TCP protocol could suf-
fer from excessive signaling messages and packet retrans-
missions. This is due to the fact that in the smart grid,
each device may have one connection to the control cen-
ter to transfer sensor and measurement data. Although the
data rate of a device is low, a number of connections could
result in a degraded network performance. To solve this
problem, [122] introduces a traffic aggregation mechanism
in the transport layer protocol. A TCP aggregator node is
added into the network to split the connection between the
device and control center. Then, the TCP aggregator col-
lects and aggregates data from multiple devices and then
forwards the data to the destination by using a fewer num-
ber of connections. It is shown that with this approach, the
congestion and flow control can be performed effectively,
improving the overall network performance. For the smart
grid NANs, simplified application-cum-transport protocols
based on the UDP, such as the constrained application pro-
tocol (CoAP) [123], can be also adopted. The advantages
of CoAP are as follows: it includes light-weight web ser-
vice functionalities and is interoperable with the HTTP
protocol used in the Internet.

6. SECURITY FOR DATA SENSING
AND COMMUNICATION IN
SMART GRID

Security is a crucial issue to ensure the reliability and avail-
ability of smart grid applications [124]. Different attacks
have been reported, which demonstrate the vulnerabil-
ity of the smart grid. For example, [125] reports that
the computer worm, called Stuxnet, has been spread into
the SCADA system from Siemens, and as a result, the
SCADA system performs suboptimally. This section sum-
marizes the security vulnerabilities in sensor data commu-
nications and the impact of the vulnerability, and reviews
the protection mechanisms.

6.1. Overview of vulnerability

The vulnerability of data sensing and communications
arises at the different parts in the smart grid including
the sensor nodes, the network devices, and the network
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protocols. The typical threats can be broadly categorized
as follows.

� Disclosure: disclosure threat refers to an unautho-
rized access to the private and confidential data. For
example, information about a smart meter (e.g., loca-
tion and owner) can be stolen by an adversary
(i.e., sensor vulnerability).

� Deception: deception threat refers to the injection of
false data into the system. For example, false metering
data can be transmitted by an adversary through a data
aggregator to the public utility making wrong demand
estimation and erroneous billing (i.e., network device
vulnerability).

� Disruption: disruption threat refers to the interrupt-
ing the system from operating properly. For example,
wireless transmission among appliance, smart meter,
and HAN gateway can be interrupted by an adversary
through jamming (i.e., protocol vulnerability).

� Usurpation: usurpation threat refers to the unautho-
rized control of the system. For example, a password
of a smart meter can be extracted and the adver-
sary can use this password to perform unauthorized
access and modification to the smart meter firmware
(i.e., sensor vulnerability).

Different threats will affect the confidentiality, integrity,
authenticity, and availability of data sensing and commu-
nications in the smart grid. Disclosure threat will degrade
the confidentiality of the system. Deception and usurpa-
tion threats lead to poorer system integrity and authenticity.
Disruption threat degrades the availability of the system.
[126] summarizes the importance of security require-
ments for different parts of the smart grid including data
sensing and communication. For example, data acquisi-
tion (e.g., from PMU data for WAMS) has medium confi-
dentiality requirement but high integrity, authenticity, and
availability requirements.

The smart grid will rely on different data communica-
tion protocols for providing necessary bidirectional flow of
information needed for reliable control and management of
the entire grid. The security of these protocols against any
cyber attack is a significant issue. The adversity of these
cyber attacks can range from sending misleading data to
the field device to sending tampered control and command
messages to the device, which may result in overloading
the grid. In particular, the use of standard communica-
tion networks such as TCP/IP networks poses security risk
because they are prone to cyber threats. Security services
such as IP Security (IPSec) can be used to minimize the
vulnerability in these TCP/IP networks to some extent.
IPSec helps to authenticate and encrypt each IP packet of a
communication session.

6.2. Attacks to medium access control and
wide area measurement system

Three major types of attacks to AMI can be summarized
as follows.

� Interrupting the measurement: the aim of this type of
attack is to make the smart meter inaccurately mea-
sure the demand. An adversary can stop the meter
from measurement (i.e., disconnect meter). Alterna-
tively, the meter can be forced to reserve the measure-
ment (i.e., pretend that the consumer supplies power
back to the grid).

� Tampering stored data in smart meter: a smart meter
maintains a variety of data and information, for
example, TOU pricing, log files, recorded power
consumption, and estimated demand. Therefore, the
storage is a target of attacks by adversaries. One of the
approaches is to steal the password. As a result, adver-
saries can gain an access into the smart meter and
change the data (e.g., recorded power consumption).

� Modifying the network configuration and setting: data
transfer over a network is vulnerable to attacks. First,
an adversary can reverse engineer the network pro-
tocol and intercept the communication. Then, on the
basis of the knowledge of the protocol and network
structure, the adversary can inject the modified traf-
fic into the network between smart meter and public
utility (e.g., modified power consumption data).

In [127], a test is performed on the aforementioned
attacks (e.g., measurement interruption, password attrac-
tion, and communication interception), and it is demon-
strated that the energy theft can be a serious threat to
the AMI. In addition to energy theft, [128] analyzes the
general attacks to the AMI and the consequences. For
example, without proper authentication and authorization,
an adversary can render the illegitimate network operation.

In [129], an assessment of the WAMS is presented from
the security perspective. The risk and vulnerability of the
WAMS can be summarized as follows.

� Time source for synchronization: because PMUs use
GPS to provide time reference for each measure-
ment, jamming can be used to alter the time reference,
which could result in loss of data and unreliability.

� Lack of authentication: not all PMUs can support
authentication for configuration. Therefore, the adver-
sary can secretly install PMUs to inject false measure-
ments into the WAMS.

� Lack of security monitoring and defense: both PMU
and PDC do not have the ability to detect, prevent,
and recover from cyber attack. An adversary can per-
form an attack to interrupt the measurement of PMU
or data transfer of PDC.

� Implicit trust: the WAMS is assumed to be deployed
and operated in a trusted environment. Therefore,
there is no explicit authentication, authorization, and
access control for data transmission (e.g., C37.118
or IEEE 1334 standards). The state estimation can
be manipulated, which leads to the disruption of the
power system.

� Integration of different technologies: because the
WAMS will be an integration of different data

Wirel. Commun. Mob. Comput. 2014; 14:1055–1087 © 2012 John Wiley & Sons, Ltd. 1071
DOI: 10.1002/wcm



Smart grid sensor data collection, communication, and networking N. Kayastha et al.

communication technologies (e.g., synchronous opti-
cal network, satellite, and wireless network), the
integration point can be vulnerable to an attack. A
unified protection across the entire WAMS would be
required in this case.

[129] suggests some solutions to enhance the security
of the WAMS. For example, the use of a virtual private
network (VPN) is recommended, which can provide the
authentication and encryption capabilities for WAMS
devices and data (e.g., by using IP Security [IPSec]). An
experimental study on the WAMS security particularly
due to the attack on the PDC is performed in [130]. The
vulnerability of PDC is due to the lack of encryption in
the protocol and the verification of data from the PMU.
The PDC used in the study is the OpenPDC platform
developed by the TVA (Tennessee Valley Authority) [131].
OpenPDC is an open source PDC application and is able to
manage timestamped streaming of phasor data. The study
reveals that an SQL-based database injection attack can
lead to false measurement and unstability of the power
system.

6.3. Protection approaches

For secured data sensing and communication, a systematic
mechanism for threat detection and prevention would be
required. A number of works in the recent literature intro-
duce different protection schemes, especially for the AMI
and the WAMS.

For AMI security, an intrusion detection system (IDS)
is proposed in [128]. A specification-based IDS is recom-
mended because of high accuracy of detection and lack
of historical attack data. In addition, specification-based
IDS requires only small number of protocols and applica-
tions to monitor the AMI and hence results in lower cost
of deployment, implementation, and maintenance. Then,
a monitoring architecture is introduced for the AMI with
the use of sensors reporting to the centralized manage-
ment server. For scalability, a distributed architecture is
also mentioned in which the sensors have the capability to
perform some data processing. Accordingly, various types
of sensors for different types of monitoring, including
stateful specification-based, stateless specification-based,
and anomaly-based monitoring, are introduced. However,
the performance of the proposed AMI monitoring archi-
tecture is not evaluated.

In [104], an in-network collaborative scheme is pro-
posed to improve the security and reliability of AMI. Data
privacy and integrity through mutual authentication of a
smart meter are the key features in this scheme. In addi-
tion, message authentication is used to meet data integrity
and confidentiality requirements of AMI. The in-network
collaborative scheme has three processes, that is, initial-
ization, meter-reading collection, and message distribution
processes. For meter-reading collection and message distri-
bution processes, encryption and digital signature are used
to achieve confidentiality and integrity.

In [132], the tradeoff between meter data confidentiality
and integrity (achieved through redundant transmission) is
investigated. Then, a scheme is introduced to encode the
redundant meter data (i.e., measurement) at the bit rate
lower than its entropy to avoid decoding from the encoded
bit alone (i.e., using Slepian–Wolf codes). In this case, the
reported measurement has to be used together with redun-
dant measurement such that the compression rate is higher
than the conditional entropy of the redundant measurement
given the reported measurement. As a result, the confiden-
tiality can be ensured. The advantage of this approach over
the encryption is that the confidentiality can be guaranteed
regardless of the capability of the eavesdropping adversary.
In [133], an efficient message authentication scheme is pro-
posed, which can provide the nonrepudiation (i.e., proof of
the integrity and origin of data) services. The objective is
to minimize the number of digital signature operations to
reduce the power consumption of a device. In the scheme,
a smart meter generates two secret keys for authentica-
tion with an AMI server. One of them is kept with a smart
meter and it is referred to as the nonrepudiation key, which
ensures that the server cannot refuse to send or receive
meter data. Another key is sent to the AMI server. Simi-
larly, an AMI server generates two keys and performs the
key exchange. With this process, the adversary is unable to
recognize the keys from both the smart meter and the AMI
server, and therefore, cannot generate false data.

[134] presents an experimental study on energy
consumption of different WAMS security algorithms
(i.e., cryptography algorithms). The study is performed
on the widely used CrossBow and Ember sensor nodes.
The algorithms considered in the study are SHA-1, RC5,
DES, and AES. Also, combinations of these algorithms
under different key sizes are evaluated. The performance
in terms of energy consumption (i.e., from CPU and RF
module) is measured and compared. Then, a code opti-
mization method is introduced to increase the energy effi-
ciency. Specifically, the AES algorithm is optimized on
the basis of the lookup table and loop unfolding opera-
tions. By analyzing the results, the guidelines for security
algorithm selection and configuration are introduced on the
basis of the balance of energy, security, and time. One of
the proposed guidelines is that RC5 algorithm should be
used because of low energy consumption.

[135] presents a design for the WAMS in a multi-
machine power system (i.e., four machines in two areas
are considered) with an objective to improving reliability,
integrity, and security. Reliability is achieved through sen-
sor fault tolerance. Intrusion detection system and integrity
check module are also employed at the communication
nodes. The integrity check module compares inputs from
different sensors. If there is a difference in their values,
an intelligent algorithm will estimate and make a decision
about the system state. If the discrepancy is significant,
the error will be reported for further maintenance. [136]
presents a game theoretic model to denial-of-service (DoS)
attack in a remote state monitoring system of the smart
grid. The jammer can jam the wireless data transmissions
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from the sensors. To avoid jamming, a sensor node can
switch among multiple channels. A zero-sum stochastic
game is used to model such a situation and the Nash equi-
librium is obtained. The existence of Nash equilibrium and
its computation are also discussed.

A summary of the different security schemes for the
AMI and the WAMS can be found in [128] and [134],
respectively.

7. STANDARDIZATION ACTIVITIES

To address the smart grid sensor data collection and com-
munication needs, an important aspect is to decompose
the existing electrical grid and its underlying standards
and technologies into logical parts such that the specific
technology could be applied to fulfill the exact require-
ments of the sensing systems [137]. Many standard devel-
opment organizations (SDOs) such as ANSI, IEC, IEEE,
the International Organization for Standardization (ISO),
and the International Telecommunication Union (ITU) are
working toward developing the smart grid standards. Also,
independent organizations (IOs) (e.g., National Institute of
Standards and Technology [NIST] [138], Electric Power
Research Institute [EPRI] [139], and U.S. Department of
Energy [140]) and alliances (e.g., ZigBee Alliance [141],
HomePlug Power Alliance [142], and Z-Wave Alliance
[143]) are working with SDOs to promote the standard
technologies for the smart grid. This standardization pro-
cess will achieve interoperability, enabling information
exchange and understanding between different compo-
nents of the smart grid.

Among these SDOs, IOs, and alliances, NIST is compre-
hensively working on developing an interoperable frame-
work among all the consumers, manufacturers, energy

providers, and regulators with special attention to standards
in the field of communication protocols and data models.
NIST has already issued its first version of interoperabil-
ity framework [5], which contains recommendation and
guideline for 25 core standards and additional 50 stan-
dards (some are under review) that can be used for the
smart grid development. The NIST framework of stan-
dards has been adopted by many other national and inter-
national smart grid initiatives as the foundation to build
their own smart grid. In this section, we highlight some
of the standards for smart grid data sensing and sensor
networking, core communication network and customer
premise network based on the NIST framework. However,
these standards are neither exhaustive nor exclusionary and
should not be treated as the final recommendation for the
smart grid development. Instead, the NIST standard list
provides a guideline to adopt the smart grid technologies.

7.1. Sensor network standards

Table I lists some of the standards that can be used for the
smart grid sensor networks. For instance, the IEEE 1451
[144], a family of smart transducer interface standards for
sensors and actuators, describes a set of open, common,
network-independent communication interfaces for con-
necting transducers (sensors or actuators) to microproces-
sors, instrumentation systems, and control networks. The
key feature of these standards is the definition of transducer
electronic data sheets. Transducer electronic data sheet is
a memory device that stores information about transducer
such as transducer identification, calibration, correction
data, measurement range, and manufacture-related infor-
mation. The IEEE 1451 provides a common interface to
access a variety of data from transducers connected to

Table I. Smart grid sensor network standards.

Standards Description

IEEE 1451 A family of smart transducer interface standards for sensors and actuators; describes
a set of open, common, network-independent communication interfaces for
connecting transducers (sensors or actuators) to microprocessors, instrumentation
systems, and control networks

IEEE 1588 Standard for time management and clock synchronization across the smart grid for
equipment needing consistent time management

IEEE C37.118 Open and widely implemented standard that defines phasor measurement unit
(PMU) performance specifications and communication requirements

IEEE 1547 Suite This standard defines physical and electrical interconnections between utility and
distributed generation (DG) and storage.

IEEE C37.2-2008 Standard for power system device function to protect circuit device modeling
numbering scheme for various switchgear

IEEE C37.111-1999, Common
Format for Transient Data
Exchange (COMTRADE)

Open standard to facilitate monitoring of instabilities in the power grid using
transient data from power system monitoring, including power system relays,
power quality monitoring field, and workstation equipment

IEEE 1159.3 Recommended practice and applications for the transfer of power quality data in the
electrical grid

IEEE 1379-2000 Substation automation for intelligent electronic devices (IEDs) and remote terminal
units (RTUs) in electric utility substations
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systems or networks via a wired or wireless means. More-
over, for data sensing and communication, the time require-
ments and synchronization for measuring and controlling
the system parameters are becoming increasingly stringent
and can range from 1 �s at critical sites to 1 ms at most
loads. For this, NIST has recommended the IEEE 1588
standard [145], which defines a protocol enabling precise
clock synchronization in measurement and control systems
implemented with technologies such as network communi-
cation, local computing, and distributed objects. The IEEE
1588 protocol will help to enable system-wide synchro-
nization among the heterogeneous systems by providing
clock of various precision, resolution, and stability.

7.2. Standards for core communication
networks

Table II provides a list of standards that can be used to
provide all the necessary backbone and core networking
functionalities for effective two-way communications in
the smart grid. Among these, the IP suite has the most
potential to be used in the core communication network
of the smart grid becauase of its convergence layer for
many wired and wireless networking technologies [5,66].
Many applications of IP-based networking are emerging
such as those using digital routers with IP addressing for
sending the packets over transmission line [146], using
cloud computing concept that provides specific Internet-
scale characteristics (e.g., interoperability, ease-of-use and
extensibility, and distributed and parallel data management
techniques) [147], using IPv6 framework for industrial
monitoring and home automation system [148], and using

Internet-based virtual private networks as the core network
[149,150]. The European research project REMPLI [150]
is an example, where the IP-based private network in con-
junction with PLC has already been in use for providing
core network functionalities for smart grid.

Similarly, the IEC 61850 standard can be used in
automation system for transmission and distribution net-
works. The IEC 61850 standard is an open standard that
is now being extended for communications between sub-
stations including DERs. Because of its flexible object
modeling feature, IEC 61850 can provide high-speed, mul-
ticast, and peer-to-peer messaging functionalities required
for communication backbones. Also, it is widely adopted
and recommended by the IntelliGrid architecture [151].

Similarly, standards such as the common information
model IEC 61970 [152] and its extension IEC 61968 [153]
can be used for mapping and integration of smart grid
systems. Both the IEC 61970 and the 61968 standards
define guidelines and specifications of application pro-
gram interface for EMS and for information exchange
between electrical distribution systems. The IEC 61970
standard includes information associated with control
center applications (e.g., EMS and SCADA), whereas
the IEC 61968 standard extends common information
model to include distributed management system func-
tions such as asset management and outage management.
The semantic model helps to understand the context of the
data, which is beneficial for better system design and data
processing [154]. This in turn helps to design a special-
ized protocol for a particular data type that is indepen-
dent of underlying communication technologies and may
eventually permit true plug-and-play capability of utility
software applications.

Table II. Smart grid core communication standards.

Standards Description

Internet Protocol Suite, (IPv4
and IPv6)

The foundation protocol for delivery of packets in the Internet network; IPv6 is a new
version of the Internet protocol that provides enhancements to IPv4 and allows a
larger address space.

IEC 61850 Suite Widely adopted and recommended by IntelliGrid architecture, which defines
communication structure within transmission and distribution substations for
automation and protection

IEC 61968/61970 Suites,
Common Information Model /
Generic Interface Definition

These families of standards define information exchange among control center
systems by using common information models. They define application-level
energy management system interfaces and messaging for distribution grid
management.

Distributed Network Protocol
(DNP3)

Utility automation nonproprietary protocol that provides communication between
consumer portals and distribution substations or operations centers using serial
communications

IEC 60870-5-104 Telecontrol over
TCP/IP

Provide SCADA type service for distribution automation by using telecontrol over IP
for communication between consumer portals and distribution substations

IEC 60870-6 / TASE.2, Inter-
Control Center Protocol (ICCP)

Provide data exchange over wide area networks (WANs) between utility control
centers

IEEE P2030 Guide for smart grid interoperability of energy technology and information
technology operation with electric power system (EPS) and end-use applications
and loads
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7.3. Standards for customer
premises networks

Customer premises networks can be used to connect
various sensors and actuators inside the customer premises
(e.g., home, building, and industry) to provide effective
DSM and energy management. Table III provides a list
of standards that can be used inside a HAN for connect-
ing various home appliances for providing effective energy
management services. Technologies such as BACnet [155]
and KNX [156] provide efficient and cost-effective home
automation solutions that are based on PLC. Both BACnet
and KNX standards combine a multitude of proprietary
protocols that have been developed for home automa-
tion [6]. BACnet is published by ANSI and the American
Society of Heating, Refrigerating and Air-Conditioning
Engineers. KNX is the European standard equivalent to
BACnet, which is administrated by Konnex Association
[156]. Similarly, HomePlug [142] is specifically designed
as a standard for supporting high-speed (i.e., ranging
from 10 Mbps to 600 Mbps) home networking for broad-
band applications such as in-home distribution of TV,
gaming, and connection to the Internet. HomePlug, with
recent integration to IEEE 1901 standard [157] (i.e., stan-
dard for BPL networks defining medium access con-
trol and physical layer specifications). ZigBee/HomePlug
Smart Energy initiative provides a common application

layer enabling interoperability between HomePlug and
ZigBee technologies.

Similarly, new and emerging protocols such as ZigBee
[141] and Z-Wave [143] can provide alternative wire-
less communication solution for connecting various smart
appliances within the HAN for EMS. ZigBee is a stan-
dard, whereas Z-Wave is a a proprietary wireless standard
developed by Zensys A/S [158]. Both of these protocols
can be used for connecting various sensors, monitors, and
control devices with low power, low latency, and low cost.
ZigBee (250 kbps) provides slightly higher data speed in
contrast to Z-Wave protocol (9600 bits/second). However,
Z-Wave uses sub-GHz band (900 MHz) instead of the over-
crowded 2.4 GHz Wi-Fi band, thus making it immune to
Wi-Fi interference with even higher propagation range up
to 2.5 times of the 2.4 GHz signal. An important feature
of ZigBee is that it offers a wide range of routing algo-
rithms with explicit functions for automatic plug-and-play
capability, whereas Z-Wave is based on source routing
that does not support automatic entering and leaving
a network.

Besides these communication protocol standards, there
are guidelines, which define specific requirements for
adopting any proposed standard. For example, the
OpenHAN [159] task force has defined an OpenHAN
system requirement specification containing the minimum
system requirements that are necessary to facilitate a

Table III. Smart grid standards for home area networks.

Standards Description

ANSI/ASHRAE 135-2008/ISO
16484-5 BACnet

Defines information model and messages for building system communications at
a customer’s site; BACnet incorporates a range of networking technologies for
providing common language for different proprietary protocols.

ISO/IEC 14543-3 KNX KNX is the European standard equivalent to BACnet, which ensures that all
components within home area network (HAN) communicate via one common
language for providing home monitoring and control.

HomePlug AV Entertainment networking content distribution for consumer electronic equipment
HomePlug C&C Control and management of residential equipment for whole-house control

products: energy management, lighting, appliances, climate control, security, and
other devices

IEEE 802.15.4 ZigBee Short-range, low-power wireless network that is designed specifically for industrial
and home automation for connecting sensors, monitors, and control devices

ZigBee/ HomePlug Smart
Energy Profile

Strategic alliance of ZigBee and HomePlug to provide communication and
information model in HAN

Z-Wave A proprietary wireless standard designed for home control automation, specifically
to remote control applications in residential homes

OpenHAN A specification for HAN to connect to the utility-advanced metering system including
device communication, measurement, and control.

OpenADR The specification defines messages exchanged between utilities and commercial/
industrial customers for price-responsive and direct load control.

ISO/IEC 18012 Specifies requirements for product interoperability in the home and building
automation systems

IEEE P1901 Broadband communications over powerline medium access control (MAC) and
physical layer (PHY) p protocols for HAN and also access application

ITU-T G.hn/G.9960 Home
Networking Standard

Defines in-home networking over power lines, phone lines, and coaxial cables
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viable, robust, and competitive HAN market. Similarly,
ISO/IEC 18012 also defines the guidelines and require-
ments for product interoperability used in HANs. On the
commercial application side, a set of standards known
as Open Automated Demand Response Communica-
tion Standard is published by the Lawrence Berkeley
National Laboratory for specifying a low-cost communica-
tion infrastructure to improve the reliability, repeatability,
robustness, and cost-effectiveness of demand–response in
commercial buildings.

Despite these standardization initiatives, the interoper-
ability issue among different standards still exists. As a
result, the public utility is either being forced to commit
to a particular technology or to provide a service only to
those customers who already have a proper infrastructure
to support these technologies. Therefore, it is necessary to
include interoperability tests or guidelines while design-
ing any standard for the smart grid. In this regard, besides
SDOs, IOs, and alliances, the dedicated user groups
are required, which identify interoperability challenges
(requirements), write the tests to validate products, and cer-
tify those results. Also, there should be involvement from
governments and governmental agencies to define certain
rules, regulation, and incentives for adopting these new
technologies.

EPRI’s IntelliGrid initiative creates the IntelliGrid
architecture, an open standard, requirement-based approach
for integrating data networks and equipment that enables
interoperability between products and systems. The main
objective of this program is to provide the methodology,
tools, and recommendations for standards and technolo-
gies when implementing systems such as advanced meter-
ing, distribution automation, demand–response, and wide
area measurement. A brief summary of viable technologies
for use in the smart grid is listed by IntelliGrid Consor-
tium as IntelliGrid Consumer Portal Project [160], using
the methodology developed in the original IntelliGrid
architecture project. It evaluates the existing commu-
nication technologies on the basis of IntelliGrid eval-
uation criteria (e.g., level of standardization, openness,
adoption, security, scalability, and manageability). These
criteria are organized according to the core network,
security, network management, data structuring and
presentation, WAN, and local area network (LAN) tech-
nologies, power system operations, and consumer appli-
cations. However, this technological assessment is not
a final recommendation and should be considered as a
viable solution while designing the data communication
infrastructure for the smart grid. Similarly, the GridWise
Architecture Council (GWAC) [161], a team of industry
leaders, operates to promote and enable interoperabil-
ity among the many entities that interact with the elec-
tric power infrastructure. As a step in the direction of
enabling interoperability, the GWAC proposes a context-
setting framework to organize concepts and terminolo-
gies so that interoperability issue can be identified and
debated and actions can be coordinated across the electric
power community.

8. USE CASES OF SMART GRID
SENSOR DATA COLLECTION
AND COMMUNICATION

Efforts related to the implementation of data sensing and
communications are summarized as the use cases. Here we
describe two such use cases.

8.1. GridWise interoperability
context-setting framework for residential
demand–response

This use case is presented by the GWAC [161] to illus-
trate the use of GridWise interoperability context-setting
framework [162] for possible future deployment of resi-
dential demand–response programs and AMI in California,
U.S.A. This use case considers a fictional scenario where a
customer wants to register in residential demand–response
program to reduce the power bill [162]. For this, the
California public utility office installs an EMS and also
dispatches a package with instruction on how to set the
energy manager controller so that the customer can register
in a demand–response program to reduce the energy con-
sumption. The package contains a kind of barcode that can
enroll the customer in a demand–response program. This
program not only helps the customer to manage the elec-
tricity usage more intelligently but also at the same time
notifies the users of any occurrence of critical peak price
or any emergency situation so that they can adjust their
electric usage on the basis of the available options.

However, to provide all these functionalities, the public
utility office requires stable communication infrastructure
to transfer information to/from customer premises. The
smart meter is equipped with ZigBee transceivers for pro-
viding wireless networks to communicate with the public
utility office through a home communication gateway. The
barcode on an installation package actually contains a radio
frequency identification transmitter that contains all the
detailed information of that particular customer. The con-
troller transmits this information over to the smart meter
using the ZigBee link. The simple object access protocol is
used to provide syntactic interoperability among the format
and structure for encoding information exchange between
controller and throughout the AMI network. The AMI net-
work is implemented using an IP-based network so that
the same utility could use the same back-office systems to
communicate over other networks.

8.2. The Electric Power Research Institute
smart grid demonstration: integration of
distributed energy resources

The EPRI Smart Grid Demonstration initiative is a
7-year international collaborative initiative demonstrating
the integration of DER in almost 21 operational utility
industries (e.g., American Electric Power, FirstEnergy,
Salt River Project, and Southern California Edison) [163].
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Figure 6. Use of communication protocols and standards in Electric Power Research Institute’s smart grid demonstration projects.

The initiative began in 2008 and focuses on integrat-
ing distributed and renewable energy generation, demand
response, energy storage, and customer-side technologies
into a virtual power plant for efficient and cost-effective
deployment of the power transmission and distribution sys-
tems. The main objective of this initiative is to help the
utility industries to understand the different procedural and
technical requirements. These include standard develop-
ment that will facilitate widespread deployment and inte-
gration of distributed resources [163]. EPRI’s IntelliGrid
methodology is used to define requirements for the tech-
nologies, communication, information, and control infras-
tructure that supports integration of DER. Currently, most
of the projects are in the deployment phases, and the ini-
tial planning, deployment, data collection, and analysis
are being used to understand the full range of standards
and interoperability requirements needed to support the
industry.

For specifying the requirements for communication and
control of DERs, EPRI IntelliGrid architecture is used
to develop the use cases. For each demonstration project
implemented, interoperability assessments are conducted
on the basis of the data collected through the deployment.
Moreover, these demonstration projects include the design
and demonstration of a unified communication infrastruc-
ture to link regional power transmission and distribution
operations and customer premises to utility control centers.
Figures 6 and 7 summarize† the communication protocols
and standards considered to be used in EPRI’s smart grid
demonstration projects [163]. The grey shaded regions in
these figures illustrate the communication standard used in
that particular project. For instance, Con Edison project

†Note that AMR stands for automated meter reading.

targets the development of interoperable protocols and
software to leverage multiple types of customer-owned
DER along with integration of renewal generation and
commercial building demand response [163]. Thus, it is
important to connect the public utility and the demand–
response resources. For this, Con Edison deploys and
tests a number of communication standards, protocols, and
specification such as GridAgent framework, IEC 61850,
IEEE P1547.3, IEEE 1451, and ZigBee. These standards
are considered on the basis of the requirement and prelim-
inary analysis of the use cases developed in conjunction
with EPRI’s IntelliGrid methodology. Similarly, the objec-
tive of Duke Energy Smart Grid Demonstration project is
to optimize DERs to achieve efficient customer program
for reliable grid operation [163]. To achieve this objec-
tive, Duke Energy plans to install 40 000 smart meters for
customers and 8000 communication nodes at transformer,
and distributed automation including line sensors. For con-
necting the smart meters, communication nodes, and sen-
sors, the project plans to use commercial cellular networks.
Also, the project will use Smart Energy Profile in wire-
less and PLC application for communication and also for
HEMS. The choice of communication standards and pro-
tocols used in these demonstration projects will depend on
the main objective of the project being implemented.

9. OPEN ISSUES AND
CHALLENGES

In this section, we outline several open issues and
challenges related to smart grid sensor data collection
and networking.
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Figure 7. Use of communication protocols and standards in Electric Power Research Institute’s smart grid demonstration
projects (continuation).

� Secure data sensing and communications: data
sensing and communications in the smart grid may
become the point of intrusions, malicious attacks, and
other cyber threats. Using public networks (e.g., cel-
lular network and Internet) could result in vulnera-
bility to many threats. Therefore, an alternative to
secure the smart grid is to use private networks for
communications [164]. Nevertheless, this approach
may not always be economical and efficient. A hybrid
approach may be considered in which some noncrit-
ical applications in the smart grid (e.g., meter data
collection) are based on public networks, whereas
critical and security sensitive applications (e.g., fault
detection) are based on a private network.

� Bad-data detection: in power system state estima-
tion, bad data resulting from large measurement bias,
drifts, or wrong connections need to be detected and
identified. Because of the importance of state esti-
mation, it is also possible that bad measurement data
are injected by the attackers, which can endanger the
smart grid. Some strategies from the attackers’ and
defenders’ perspectives have been studied in recent
literature [165–168].

� Cross-layer optimization of smart grid communication
protocols: to satisfy the reliability, availability,
and scalability requirements of data transmission
in a lossy and complex smart grid environment,
robust communication protocols need to be designed
(e.g., for SANETs and M2M communications) on the
basis of cross-layer (e.g., MAC, routing, transport,
and application layer) optimization.

� Improved device technologies: advanced technologies
and mechanisms (e.g., for low-power consumption

and power harvesting) for sensor and actuator devices
will be required to improve the energy efficiency and
hence the lifetime of these devices. The effect of these
mechanisms on the communication and networking
performance will then need to be analyzed.

� Cost optimization of network design: prior to deploy-
ing network infrastructure for data sensing and
communications, a cost–benefit analysis should be
performed to quantify the usefulness and risk of
available technologies. Cost is due to not only the
equipment installation and maintenance but also the
performance such as latency, loss, and bandwidth.
Therefore, for an optimal design of the data commu-
nication network, the performance metrics should be
analyzed thoroughly to develop a cost-aware network
infrastructure and data protocols. For example, using
CR technique may save the cost for wireless band-
width. However, it may incur packet loss because of
interference and also result in delay. Therefore, the
tradeoff of using CR and dedicated wireless channel
must be investigated to minimize the total cost.

� Quality-of-service (QoS) framework: different smart
grid data to be sensed and transferred can be sensi-
tive to delay, error, and loss. For example, electric
power supply may be suboptimal if the smart meter
data is lost, or the power substation may fail if the
notification of cooling system fault is not reported on
time. Therefore, the QoS framework or QoS broker
[42] for data sensing and communications for the
smart grid has to be developed. The QoS metrics
have to be defined for different smart grid applica-
tions. The service level agreement will need to be
defined accordingly. Therefore, the QoS framework
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or QoSservice level agreement in the sensing and
communications infrastructure need to be developed.
These mechanisms include multiple access, packet
scheduling, congestion control, error detection, and
recovery. Also, the analysis and optimization of the
developed mechanisms need to be performed [169].

� Reliability analysis: reliability of the data sensing
and communication infrastructure needs to be system-
atically analyzed. The dependability of components
used in data sensing and communications has to be
investigated. For this, fault tree analysis and depend-
ability diagram can be applied [56]. In the reliability
analysis, the impacts of different attacks performed
by the adversaries have to be taken into account. To
improve the reliability of the data sensing and com-
munication infrastructure, fault-tolerant design and
intrusion prevention methods need to be adopted.
The tradeoff between reliability and cost needs to be
analyzed to obtain the optimal decision on network
design.

� Networking middleware: as stated in Section 7, inter-
operability is a significant issue for data communica-
tions in a heterogeneous smart grid communication
environment. To deal with the interoperability
problem, networking middleware can be developed to
provide convergence among heterogeneous technolo-
gies [170]. With networking middleware, there will
be an interface between applications and communi-
cations protocols, improving the flexibility of system
and network integration.

� Service-oriented networking: data sensing and com-
munications in the smart grid can be designed and
implemented on the basis of a service-oriented archi-
tecture [171,172]. In this way, the resources (e.g., sen-
sors, actuators, and protocols) will be treated as a
unified service with a standard form of interface. This
will help not only to reduce the complexity of the
system integration but also to encapsulate the unnec-
essary detail to the external entities (e.g., a control
center does not need to know the physical character-
istics of a sensor). In this case, a service broker has
to be developed as a point for the service supplier and
the consumer to exchange their services.

10. CONCLUSION

The smart grid has been envisioned to be the future
electrical power grid with enhanced flexibility, adaptabil-
ity, and efficiency. By infusing digital intelligence, the
smart grid will revolutionize the way electricity is pro-
duced, delivered, and consumed. Data sensing and commu-
nications will play one of the most important roles for the
operation of the smart power grid. Data sensing has to be
performed in different parts (i.e., power generation, stor-
age, transmission, distribution, and consumption) of the
smart grid, and the sensed data has to be transmitted to
the control unit for the timely operation and maintenance

of the smart grid. In this article, we have first summarized
the different applications of data sensing in the smart grid.
Then, the requirements for data sensing and communica-
tion methods for the smart grid have been discussed. A
general network architecture has been discussed for the
smart grid communications. Next, the emerging techniques
for data sensing and communications have been reviewed.
An overview of the security issues for data sensing and
communication has been given. The standardization activ-
ities have been summarized together with the use cases of
the smart grid sensor data collection and communication.
Finally, some major open research issues and challenges
have been outlined.

The scope and awareness of the smart grid are
increasing, and as a result, many standard bodies (such
as NIST, EPRI, IEEE, and European Commission) are
working toward developing framework, communication
standards, and security policies for the smart grid.
With advancement in communications and information
technology and active contributions from different research
communities, it is a matter of time that smart grid will soon
be a reality.
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