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ABSTRACT

Turbulent atmospheric diffusion from single or multiple 

point sources was simulated using the K-theory and solved by 

a new numerical technique, orthogonal collocation. The physical 

and chemical behavior of pollutant species in the atmosphere 

was described by the 3-dimensional, unsteady-state diffusion 

equation including chemical reactions. Orthogonal collocation 

was used to reduce the partial differential equation govern­

ing the mean concentration of contaminants to first-order 

ordinary differential equations. This system of equations was 

then solved in a digital computer.

Mean wind velocities and turbulent diffusivities were 

represented by empirical equations. Several meteorological 

parameters were included in these equations so that a variety 

of atmospheric conditions can be simulated. These parameters 

and other information required to solve an air pollution 

problem must be specified as input data by the user.

The present method was evaluated by comparing the- results 

to existing experimental atmospheric concentration profiles. 

Good agreement was found in all cases. In addition, the sen­

sitivity of the present model to variations in atmospheric con­

ditions was analyzed by means of a parametric study. Proper 

responses were observed in all cases.
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CHAPTER I

INTRODUCTION

There has been increasing interest in bringing the air 

pollution problem under control. This problem can be repre­

sented as a system consisting of three basic components: 

emission sources, the atmosphere, and receptors. Once the 

pollutants are emitted from sources, they are transported, 

dispersed, and transformed according to the laws of physics 

and chemistry throughout the entire atmosphere. Finally, 

these air pollutants are detected by receptors, such as human 

beings, animals, plants, and materials, producing in some 

cases undesirable effects.

In order to understand the cause-effect relationship of 

pollutant emission and dispersion on the air quality, a study 

of the three components previously discussed should be car­

ried out." Understanding of the physical and chemical be­

havior of pollutant species in the atmosphere plays then an 

important role in the relation of source emissions to air 

quality standards.
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The objective of an air pollution model is to describe 

mathematically the spatial and temporal history of contami­

nants released into the atmosphere.

Several air pollution models have been developed so far, 

but they have had only limited success. An improved disper­

sion model based on the K-theory and solved using a new numeri­

cal technique is presented in this thesis. The atmospheric 

processes involving air pollutants are described by the 

3-dimensional, unsteady-state diffusion equation including 

chemical reactions. Orthogonal collocation, a weighted residual 

method, reduces the partial differential equations governing 

the mean concentration of pollutant species to first-order 

ordinary differential equations. This system of equations 

is solved then in a digital computer.

The present work is validated with existing experimental 

data. In addition, its sensitivity to variations in atmospheric 

conditions is analyzed by means of a parametric study.
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Chapter II 

THEORETICAL BACKGROUND

There are two fundamental ways of describing the 

physical and chemical behavior of pollutant species in the 

turbulent atmosphere. The first is the so-called Eulerian 

approach, where the behavior of species is described rela­

tive to fixed coordinates. The second is the statistical 

approach, where concentration changes are described from a 

statistical point of view by considering the paths of 

individual elements of fluid, and is thus Lagrangian in 

nature.

The objective of any air pollution model is to predict 

pollutant concentrations at given points. These concen­

trations are caused by emissions from sources, and there­

fore a source-oriented point of view is the natural one in 

this case.

Eulerian Approach

Consider s species in a fluid. The concentration of 

each must, at each instant, satisfy a material balance 

taken over a volume element. Therefore, the concentration 

of each species must satisfy the continuity equation usually 

known as the instantaneous diffusion equation.
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dG. . . 9C.dt1 + ujci = d<7 +Ri(cl.... cs> f2-1)
3 J 3 3

i = 1, 2 f .. . , s

where the subscript j represents the three coordinate

directions: x(axial), y(lateral), and z(vertical); and

C. = the instantaneous concentration of species i

u.3 = the jth component of the fluid velocity

= the molecular diffusivity of species i in the carrier

fluid, and

= the rate of generation of species i.

Since atmospheric flows are turbulent, it is conven­

tional to divide the instantaneous quantities into mean

and fluctuating facts.

C. = <C.> + 0!
ill

. = u. + u!3
(2.2)

It should be noted that the mean fluid velocities are

usually determined by temporal averaging and the mean 

concentrations always represent ensemble averages. This is 

the reason why a different notation has been used for the 

mean values of the velocities and the concentrations-.

Substitution of equation (2.2) into equation (2.1)

gives
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+ C!) + {(G. + uj) KC^ + C!)} =

<Di 3^7 + ci” +
3 3

Ri(<C1> + <CS> + C^) (2.3)

Taking an average of equation (2.3) over a large 

ensemble of realizations of the turbulence, one obtains 

the following equation governing <C^>

3<C.> a 3<C.>
+ 357 = ET (Di -^7- - <ujC!>} +

+ <Ri(<C1> + C£, ..., <Cg> + C^)> (2.4)

The most common means of representing the turbulent 

fluxes <Uj C^> is by the so-called K-theory, in which a 

turbulent diffusivity is defined by

3<C. >
-<u'. C!> = K. . (2.5)31 33 9xj

Ignoring the molecular diffusion when compared with 

the turbulent diffusion, and assuming the atmosphere to be 

incompressible, the final expression for the diffusion 

equation becomes

3<C.> 3<C-> 3<C.>
1 ** JL dr-- 1 i--- ^77------ + U . --- - ---------  = T------  { K . . --- X---------  } +3t 1 3x. 3x. jj 3x.3 3 3

+ <Ri(<C1>, ..., <CS>)> (2.6)

It should be pointed out that the effect of concentra­

tion fluctuations on the rate of reaction, i.e., terms such as 

<C!C*.> that arise from cases where R. is a nonlinear function of 
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the C^, were neglected in the development of equation (2.6).

The conditions for this approximation to be valid will be 

discussed in Chapter IV.

Lagrangian Approach

The Lagrangian approach to turbulent diffusion is 

concerned with the behavior of representative fluid 

particles. The development of a general equation for the 

mean concentration <C(x,t)> follows that of Seinfeld [22].

00 CO 00

<C(x,t)> = Q(x,t/x0,to)<C(xo,to)>dxo +
—oo—co—oo

+
J J J 

— 00 — 00 — 00

t
Q(X,t/x*,t')S(X',t')dt'dx' 

to 
(2.7)

where Q(x,t/x*,t*) is the transition probability density 

for the particle, that is, the probability density that if 

the particle is at a position x* at time t* will undergo a 

displacement to x at t, and S(x,t) is the spatial-temporal 

distribution of particle sources.

Therefore, the first term on the right-hand side of 

equation (2.7) represents those particles present at to, 

and the second term on the right-hand side accounts for 

particles added from sources between t* and t.

As can be observed from equation (2.7), the applica­

bility of the Lagrangian approach rests on the ability to 
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evaluate the transition probability Q. This is a difficult 

task because complete - knowledge of the turbulence properties 

required to determine Q is generally not available. This 

problem has been usually overcome by assuming that Q obeys 

a multidimensional Gaussian distribution, but it is known 

that this assumption is valid only if the turbulence is 

stationary and homogeneous. By using that assumption then, 

one is limited to apply the Lagrangian approach only to 

some atmospheric cases.

Moreover, the development of equation (2.7) was done 

for cases where the particles were not undergoing chemical 

reactions. First-order reactions can be included rather 

easily in the development of a similar equation, but there 

is no convenient way of incorporating nonlinear chemical 

reactions in the Lagrangian approach to turbulent diffusion.

The Eulerian method is very useful in air pollution 

modeling because the Eulerian statistics are easy to 

measure and as it will be seen later, possible to repre­

sent in an analytical form suitable for computer programs. 

In addition, the mathematical expressions can be directly 

applied to situations where chemical reactions take place.

Unfortunately, the Eulerian approach can be solved 

only by approximate solutions, e.g., the K-theory, and this 

leads to the problem of accurately predict the eddy 

diffusivities.
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The main objective of the present work is to obtain a 

model which can be applied to any atmospheric dispersion 

problem with chemical reactions. Because of the previous 

analysis of the two approaches that can be used to describe 

atmospheric diffusion, it was decided to use the Eulerian 

method as the basis of the present model. As will be seen 

later, this is the most common approach used although it 

leads to limited success. The reason being the numerical 

techniques with which the equations have been solved. 

Another objective of the present work is to investigate 

the possibility of a better numerical method for solving 

the general diffusion equation.
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Chapter III

REVIEW OF PREVIOUS WORK

Eulerian Models

The basic mathematical statement for description of 

the temporal and spatial distribution of chemical species 

by this approach is the mass balance or continuity equa­

tion. This expression, equation (2.6) in this study, plus 

the appropriate initial and boundary conditions complete 

the general description.

Exact solutions to this set of equations have not 

been published. However, it is possible to obtain appro­

ximate solutions using numerical techniques.

During the past years, several models have been pre­

sented in the literature, ranging from very simple ones 

like the box model to general cases solved by finite- 

difference techniques.

Box Model

The simplest air pollution model, though not the first 

is the box model, which has been discussed by Sklarew [25]. 

This model consists of an imaginary box which bounds the 

atmosphere over a city with the top of the box being at a 

constant mixing height, the height at which there is no 

further vertical diffusion. The concentration in the box 
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is calculated from a simple material balance on the air flow 

and pollutant emissions, thus, it is not sufficient for 

anything more than gross estimates, by offering a quick 

result for long-term concentrations.

Grid Model

Sklarew [25] proposed a different approach on urban 

air pollution modeling, the grid model. In this model, 

the region of interest is divided into a three dimensional 

grid of cells where the diffusion equation of the Eulerian 

approach is solved. The time-dependent solution is obtained 

numerically from difference equations.

Lagrangian particles representing a definite amount 

of pollutant are advected and diffused through the 

Eulerian grid. In order to do this, a pseudo-velocity 

v* is defined as

v* = u - D'VC/C (3.1)

where D' is a diffusivity tensor and u is the wind velocity 

averaged throughout the cell surrounding each grid point. 

The defined v* then is just the sum of the wind velocity 

and the velocity corresponding to the diffusion flux. 

Therefore, the diffusion equation is reduced to 

dCL
—— = - V(v*C.) + R. + sources (3.2)dt ~ ~ 1 1
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This equation is solved in time-steps in the following 

sequence: the pollutant concentration in each cell of the 

grid is given by the particles in the cell. The cell 

average concentration is updated by advancing the chemical 

reactions for a time-step and by adding (and/or substracting) 

pollutant from sources (and/or sinks) within the cell. 

Finally, the Lagrangian particles are advected and diffused 

using the pseudo-velocity, and thus transported at the 

boundary of each cell for a specific period of time.

As it can be observed, this model is a mixture of the 

Eulerian and Lagrangian approaches. In spite of being a 

more general model as compared to the previous one, it 

has the disadvantage that the grid size necessary for a 

desired accuracy can result in prohibitive computing time.

Two Dimensional Unsteady State Models

Much of the recent work on air pollution modeling 

centers on solving a simplified diffusion equation, a two 

dimensional unsteady state case, which includes only the 

x-component of the wind velocity and the vertical turbulent 

diffusion coefficient. In almost all these models, the 

solutions are obtained by using a finite-difference tech­

nique.

For these cases, equation (2.6) for a single species 

becomes
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d<C> , - d<C> _ d r„ 3<C>, ox+ u ^3T dz tKz dz } (J*J)

Runca and Sardei [21] solved equation (3.3) using a 

mixed Lagrangian-Eulerian finite difference scheme. In 

this model, the emission rate of the source is taken as a 

boundary condition. The wind velocity and diffusion coef­

ficient are considered to be only functions of z.

Equation (3.3) is solved with the method of fractional 

steps: the concentration field at time t+At is obtained 

from that at time t by separating the contributions due 

to the advection and diffusion terms of equation (3.3).

In the first step, the following advection equation 

is solved by a Lagrangian technique over the time interval 

At with the concentration field at time t as initial 

condition:

3t + u(z) dx 0 (3.4)

The diffusion equation,

It " It {K7(z)lf } = 0 (3'5)O L 0 Z* c* 0 z*

the second step, is solved with a conventional Eulerian 

finite-difference scheme over the same time interval. The 

initial condition is provided by the concentration field 

obtained from the first step, and the solution of the 

second step is an approximation of the concentration field 

at time t+At.
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A different model was presented by Egan and Mahoney 

[6], where equation (3.3) was also solved, but the source 

emission rate Q, was included in the same governing equa­

tion:

dC
3t u dC _ 3_ j-„3x ” 3z^ z

3C
3z (3.6)

To simulate transport through an urban area, the region was 

divided into a number of grid elements, and the partial 

derivatives in equation (3.6) were approximated by finite 

differences corresponding to the dimensions of the urban 

grid elements. Equation (3.6) was solved by an unconven­

tional scheme using moments of concentration distribution.

A slightly more difficult diffusion equation was 

solved by Eschenroeder and Martinez [7]. A simplified 

chemical kinetic scheme was included in the governing 

equation,

3C. 3C. 3 3C.
ar- + “ (Kz + Ri (3.7)

i = 1, 2 , . . . , s 

where is the production rate for the ith species and 

s is the number of species.

The numerical solution of equation (3.7) followed a

Crank-Nicholson type implicit finite difference scheme.

Since fields for u and Kz were prescribed by meteorology 

inputs, the nonlinearity was confined only to some members 

of the R^ terms. In a later paper, Eschenroeder and 
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Martinez [8] reported that a number of difficulties were 

encountered in using the Crank-Nicholson method and the 

approach was abandoned.

General Solutions

Some recent work has been done to solve the general 

expression of the diffusion equation. One of these models 

was developed by Roth et al [20]. The governing equation 

solved was the following:

d<C.>  9<C.>  3<C.>  9<C.> „ d<C.>
-k. + u —+ v -k—+ vz -- = 4- {K +dt 9x 9y 9z 9z * L z 9z J

+ R.(<C >,..,<C >) + Q. (x,y,z,t) (3.8)il s i
i = 1, 2 , .. ., s

where Kz is the vertical eddy diffusivity, is the rate 

of formation of species i by chemical reaction, and is 

the rate of emission of species i from sources.

Equation (3.8), plus initial and boundary conditions, 

was applied for the prediction of pollutant concentrations 

over a fifty mile square area. This region was divided 

into a grid of 625, 2x2 mile squares, where 198 grid squares 

were source-free. The grid actually used in the solution of 

equation (3.8) was a three-dimensional array of ten layers 

of cells occupying the space between the ground and the 

inversion base. Therefore, each cell had a two mile square 

base and a height of (H-h)/10, being H and h the elevations
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of the inversion base and ground above sea level, respec­

tively.

To represent the surface winds, Roth et al. constructed 

maps of wind speed and wind direction for hourly time 

intervals, using data gathered at the network of ground- 

based monitoring stations. In the absence of wind field 

aloft data, the surface values were used as the basis to 

calculate wind velocities to all levels between the ground 

and the inversion base.

A model for the vertical turbulent diffusivity was 

developed based on the work done by Eschenroeder and 

Martinez [7].

Finally, the model was completed by a simplified 

kinetic mechanism involving 12 species and 14 reaction 

steps. The mathematical representation included four 

coupled nonlinear differential equations (five other 

species were expressed by steady-state relations, and the 

remaining three species were products that could have also 

been represented by differential equations, but it was not 

done) that were solved by a modified Gear's method.

A fractional step finite-difference method was selected 

to be the numerical technique for the model. In this type 

of solution, a multidimensional problem is replaced by a 

succession of simpler lower dimensional problems. Therefore 

the four-dimensional partial differential equation (3.8) in 
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(x,y,z,t) was split into three two-dimensional equations 

in (x,t), (y,t), and (z,t), with the inclusion of the 

reaction and elevated source terms in the (z,t) fragment. 

The solution in (z,t) is implicit, while the solution in 

(x,t) and (y,t) is explicit. Each of these two-dimensional 

equations was then integrated in succession over one time 

step, and the terms in each of the three partial differen­

tial equations was approximated by finite-difference 

expressions.

It should be pointed out that this model cannot 

handle point or line sources, the emissions therefore 

averaged over relatively large distances.

Another recent model in which a solution to the 

general expression of the diffusion equation was obtained, 

was developed by Shir and Shieh [24] . This model was used 

to study SO2 distributions in the St. Louis metropolitan 

area during 25 consecutive days. The region of interest 

was divided into a three-dimensional grid system of 

30x40x14 = 16,800 grid points. The horizontal grid sizes 

Ax and Ay were of 1524m and the vertical size 20m, 25m, or 

(H-200)/4 m, values depending on the heights of the vertical 

grids (H represents the mixing height). The horizontal 

grid sizes were chosen according to the grid size of the 

emission source inventory.
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The equation solved in this model was the diffusion 

equation for a single species,

+ V VC = Khv2C + 2^^ |j}+ Q + R (3.9)

where C is the mean concentration of SC^, V = (u,v,w) is 

the mean wind vector, Q is the source strength rate, R is 

the chemical reaction rate, K„ is the horizontal eddy 

diffusivity, and is the vertical eddy diffusivity.

The hourly averaged surface wind field for the total 

region was obtained by using a weighted interpolation 

scheme. Data collected at some stations were interpolated 

to a square grid, which had a size of five area source 

dimensions. From this wind field, a linear interpolation 

was used to obtain a wind vector at each grid point.

Since upper layer wind data were not available, the 

vertical wind profiles at each grid location was assumed 

to be of power law from

V = Vc (|-)P (3.10)
s zs

where V and Vs are the upper and surface wind at the height 

z and zg, respectively. The power constant p was deter­

mined by using equation (3.10) and data gathered at heights 

of 140m and 39m. The vertical component of the wind vector 

was calculated from the horizontal winds through the 

continuity equation. Finally, a constant wind direction 

with height was assumed in the model.
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A turbulence transport model developed by Shir [23] 

was used to calculate the eddy diffusivities. Under neu­

tral conditions, the vertical component of the eddy 

diffusivity vector is expressed as

K = u*£ , exP(- (3.11)
V On

where u*, kQ and H are the friction velocity, the von 

Karman constant, and the height of the boundary layer, 

respectively.

Under non-neutral conditions, an eddy diffusivity, 

Ks, at the surface layer (z=10m) is calculated using 

another model, and then extrapolated to higher altitudes 

by the assumption that
p

Kv = Ks (3-12)
s

In this model, the horizontal eddy diffusivity was 

assumed to be constant.

Finally, the time-dependent source emission rate was 

averaged over a 2-hour period for each source, and the 

chemical reaction rate of SC^ expressed by

R = -kC (3.13)

where k is the reaction rate constant with a given value 

of 10 sec

A second-order, central finite-difference scheme was 

used to integrate the advection and horizontal terms, and 
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the Crank-Nicholson method was used for the vertical 

diffusion term.

In this model, 2-hour and 24-hour averaged variations 

of SO2 concentrations for the 25-day period were obtained, 

and compared with experimental measurements for the same 

term average concentrations, at 10 monitoring stations. 

In their analysis of the results. Shir and Shieh concluded 

that the 2-hour data were consistently larger than the 

24-hour data.

Statistical Models

As it was previously discussed, one of the problems 

in the Lagrangian approach is the evaluation of the tran­

sition probability density function. The most common way 

that has been used to overcome this problem has been to 

assume that the transition probability density function, 

Q(x,t/x*,t*) obeys a Gaussian distribution. This assumption has 

given rise to several models, which will be discussed■next.

Gaussian Plume Models

The best known of the practical models based on 

statistical theory is the Gaussian Plume model. This 

model was the first recognized continuous point source air 

pollution model. Most of the existing urban air pollution 

models are Gaussian Plume models. The concentration of
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gas or aerosols at a point (x,y,z) due to a continuous 

source with an effective emission height L, is given by

exp 1(^)2 2 O
Z

+ exp 1,z+L<2
2 °z .

(3.14)

The following assumptions are made:

1) .The dispersion process is at steady state conditions.

2) The plume spread has a Gaussian distribution in both 

the horizontal and vertical planes, with standard 

deviations of plume concentration distribution and 

az, respectively, which are function of only the 

atmospheric stability and distance x from the source.

3) The mean wind speed affecting the plume, u, is oriented 

in the x-axis and is a constant value for any height.

4) A constant emission rate of pollutants, Q.

5) A total reflection at the earth’s surface.

6) No wind shear; and

7) The pollutants are chemically non-interacting.

Typically then, in these models the rate of disper­

sion is a function of the atmospheric stability class and 

the travel time or distance from the source. The lateral 

and vertical distributions are assumed to be Gaussian 

around the plume centerline. The relation between the 

horizontal and vertical dispersion coefficients, and 
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az, and the Pasquill-Gifford stability categories and 

downwind distance from the source can be found in Turner 

[30].

It can be observed then that the Gaussian Plume 

formula is not flexible enough to include all possible 

variations that the air motion .experiences under urban 

atmospheric conditions.

Gaussian Puff Models

To describe more accurately the general unsteady 

state atmospheric diffusion case, some Puff models have 

been developed by Roberts et al [19] and others. In 

a Puff model, source emissions are broken into a series 

of instantaneous puffs instead of a continuous plume. 

The distribution within a puff is assumed Gaussian in the 

three directions.

In the Puff model, the entire cloud or puff is 

assumed to be simultaneously transported along a trajec­

tory given by the mean flow. It is also assumed that the 

constant standard deviations (or diffusivities) are inde­

pendent of height, up to an inversion height, that there 

is no wind shear, and that the pollutants are chemically 

non-interacting.
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Monte Carlo Methods

In a Monte Carlo-method, averages of a desired 

quantity, in this case concentration, are obtained by 

repeating the process many times using the same initial 

conditions. Each repetition is called a realization and 

is controlled by the random forces acting during its 

particular flight.

A recent model using a Monte Carlo method was deve­

loped by Bullin [4]. In this model, the turbulent diffu­

sion process was simulated by allowing a large number of 

particles representing a definite amount of pollutant to 

diffuse through the flow field according to the following 

stochastic Markovian equation

5^-= u. (x. ,t) + r^-5. i1/2 N. (t) 
dt 3 1 L Pj J (3.15)

where u.3 is the instantaneous velocity in the jth direc­

tion D is the molecular diffusivity, ISh is the jth inde­

pendent Gaussian white noise with zero mean, P. is the 

power spectral density of the jth white noise, and the 

subscript j denotes the three coordinate directions in 

the Cartesian space.

After a specified time, the location of each particle 

was recorded and the concentration distribution was calcu­

lated by counting the number of particles within cells 

of specified size and dividing by the cell volume.
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This model was solved on a hybrid computer, where 

equation (3.15) was programmed for repeated solutions on 

an analog computer with stochastic variables u. and N
3 3

being provided as inputs.

As it can be observed, the Gaussian distribution 

assumption was again incorporated in the model, and no 

reactions were involved in the simulation of turbulent 

diffusion in the atmosphere.
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Chapter IV

ORTHOGONAL COLLOCATION

In view of all air pollution problems and the need 

for air quality improvement, air pollution modeling has 

great practical importance. This is the reason why much 

consideration has been given to this subject during 

recent years.

Several air pollution models have been developed so 

far, but since this subject is very complex, most of 

those models have been simplified. It is evident that the 

more simplifications included the less applicable a model 

is and the poorer the results can be.

It is well known that a major factor that charac­

terizes diffusion processes in the atmosphere is the state 

of atmospheric turbulence. A general model which includes 

temporal and spatial variations of meteorological para­

meters can provide a good description of atmospheric 

diffusion processes.

As it was discussed in Chapter II, the Eulerian 

approach will be used for solving the atmospheric diffusion 

problem in the present work.

A finite-difference scheme has been the most widely 

used numerical technique for solving the partial differen­

tial equations resulting from a model based on the
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Eulerian approach. The application of this technique to a 

general problem gives rise to a very complex model, 

usually with a large number of grids and in most of the 

cases then requires much computer time to obtain accurate 

results. In addition, most of those models cannot handle 

point sources, and artificial diffusion errors are usually 

present in the results.

- There is a need then to keep working with the diffu­

sion equation in its more general from as a tool for solving 

air pollution problems, and to investigate the feasibility of 

using another type of numerical technique which could have 

better properties than the finite-difference method. This 

new technique, orthogonal collocation, is discussed next.

Theory

The orthogonal collocation method belongs to the class 

of weighted residual methods. It was presented by 

Villadsen and Stewart [31], Finlayson [11], and Villadsen 

[32], who give details about its theory, some of which 

will be presented next. They also discuss several appli­

cations, mainly one or two-dimensional problems.

The method of weighted residuals is a general method 

of obtaining solutions to differential equations. The 

unknown solution is expanded in a set of trial functions, 

which are specified, but with adjustable constants (or 
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functions), which are chosen to give the best solution to 

the differential equation.

The trial function is chosen in such a way that will 

satisfy the boundary conditions for all selections of the 

adjustable constants. This trial function then is sub­

stituted into the differential equation forming a residual. 

If the trial function were the exact solution, the residual 

would be zero. In the weighted residual method, the 

adjustable constants are chosen so that the residual is 

forced to be zero in an average sense.

Let us begin considering a boundary-value problem in 

one independent variable, x. A general type of differen­

tial equation can be written as

Lv(y) = 0 in V
(4.1) 

Lb(y) = 0 in S

where x is the position vector and S the surface or 

boundary. In the collocation method, the dependent 

variable y is approximated by a series expansion containing 

N undetermined parameters. These parameters are then 

calculated by applying equation (4.1) at N pre-selected 

points.

In the orthogonal collocation method, the series 

expansion consists of a set of orthogonal polynomials and 

the collocation points are chosen as the zeroes of the 
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polynomials, which make the weighted residuals to be zero 

in an average sense. •

Therefore, for the system given by equation (4.1), 

the solution is approximated by

N 
y(x) = yn(x) + z a.P. (x) (4.2)

i=l

i 
where P.(x) = E c.x-1 (4.3)

j=0 11

is a polynomial such that successive polynomials are 

orthogonal to all polynomials of order less than i, with 

respect to some weighting function w(x)>0

b
w(x)P (x)P.(x)dx = 0 

a
n=0,1, i-1 (4.4)

Depending on the weighting function w(x) and the 

interval a<x<b, several types of polynomials can be 

obtained. Choosing w(x) = 1, a = -1, b = 1, and the first 

polynomial po(x) = 1, the resulting polynomials, P^(x), 

are called Legendre polynomials.

If the weighting function is defined as

w(x) = (l-x)ct(l+x) 6 (4.5)

and the same previous interval is used, the Jacobi poly­
nomials, P^(a'^(x), are obtained [1]. It follows then that

Pi(x) = (X) (4.6)

The polynomial P^(x), as defined by equation (4.3), has 

i roots in the interval a<x<b, which serve as collocation 
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points. From now on, let N equal the number of those 

interior collocation points.

Let us now consider polynomials which have additional 

convenient properties: the solution of a problem is sought 

in the domain 0<x<l and is required to be symmetric about
2 x=0. Then, it can be expanded in terms of powers of x .

A suitable trial function is

y(x) = y(l) + (1-x2) £ a.P.(x2) (4.7)
i=0 1 1

2where the a^ are undetermined constants and the (x ),
2polynomials of degree i m x that can be constructed

using an orthogonality condition like equation (4.4):

1(l-x2)xa"1P„(x2)P.(x2)dx = G.S. (4.8)
J q n i i m

n = 1,2,...,i-l

where a = 1,2,3, for planar, cylindrical, or spherical 

geometry.

The polynomials defined by equation (4.8) are

Jacobi polynomials [20], and the constant is given by

[r(|)]2r(i+i)r(i+2)
G. = --- -------------------- (4.9)

(4i+a+2) F (i+^) f (i+^+l)

The coefficients of orthogonal polynomials in a new 

interval 0<x<l can also be computed from the old interval 

polynomials, -1<x<1, by the following relation [23]:
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"i *If f. (x) = Z c ,x? , f. (x) = f. (2x-l)
i=° 3 (4.10

1 * j
j=0 3

* where f^(x) stands for the shifted polynomial. It should 

be pointed out that if the interval of orthogonality is 

changed, the weighting function w(x) changes for the 

Jacobi polynomials, and remains the same (=1) for the 

Legendre polynomials.

A set of N equations is needed in order to determine 

the N coefficients a^, and therefore completely define the 

solution in the form of the trial function. This can be 

obtained by substituting equation (4.7) into the differ­

ential equation (4.1) and setting the residual formed 

equal to zero at the N collocation points x^. These points 
2are the roots to the Nth polynomial, ?N(x ) = 0 at xj.

The application of the method as described above 

becomes more confused as N increases (and also if the 

dimension of the differential equation increases). As a 

simpler and more attractive alternative to this method, as 

it will be seen later, the collocation equations can be 

obtained in terms of the solution at the collocation 

points, y(Xj). In this method, if the solution at a differ­

ent point than a collocation point needs to be obtained, 

it has to be interpolated by using all the known values of 

y(Xj) at the collocation points.
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For this purpose, equation (4.7) can be rewritten as

y(x) = E d. x 
i=l 1

(4.11)

where the are undetermined coefficients and the (N+l) 

collocation point is at x=l. If equation (4.11) is 

evaluated at the collocation points, the following expres­

sion is obtained:

N+! 9._„y(x.) = Z x^1 2d. (4.12)
J i=l J 1

The same procedure can be done for the first deriva­

tive and the Laplacian,

, N+l , 2i-2dy j, dx
dx x. . , dx3 1=1

(4.13)

(4.14)

These equations can be rewritten in matrix notation

as follows (the square matrices have (N+l)x(N+l) elements):

where

y = Qd
Vy = Rd
2 =V y = Td

(4.15)

(4.16)

(4.17)

(4.18)
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The first derivative and Laplacian can be written in 

terms of the solution y(Xj) by solving d from equation 

(4.15) and substituting it into equations (4.16) and 

(4.17):

Vy = R Q 1y = Ay (4.19)

2 = =-l =V y = T Q y = By (4.20)

Finally then, the derivatives can be expressed as

Vy = = E A. .y.dx x. .=1 for j=l,...,N+1 (4.21)

V 2 y
[A + ■— dyj

- 2 x dx x. dx j

N+l 
= E 
i=l

B . .y.

for j=l,...,N+1 (4.22)

where a=0,l, or 2 for plane parallel, cylindrical, or 

spherical symmetry, respectively, and

dx ® ......'dx ;x1
3 2N 1

.... ) dx x^
-1

[A..] =31

(—) dx XN+1
j 2N.... (*5. )
dX XN+1

Q (4.23)
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2 ,

1

[Q] (4.25)

1

V 

2N
X1

2
X1

2N
XN+1

2
XN+1

V2(x°)

XN+1

X1

[B. . ]31

V

Integrals of the solution over the volume V can be

calculated with high accuracy via the summation formula

fl N+lf(x)xa-J"dx = 1 W.f(x.) (4.26)
Jo j=l 3 11

where the quadrature weights are given by 
<

rr7 . . f1 o+a-1, f1 2+a-l,
[W.J = [ x dx, x dx,... , 

3 •'o •'o

f1x2N+a"1dx][Q]"1 (4.27)
o
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Examination of equations (4.23), (4.24), and (4.25) 

reveals that only the' collocation points are needed in 

order to compute matrices A and B. Once the weighting 

function w(x), the interval of integration a<x<b, and the 

number of interior points are specified, these collocation 

points can be easily calculated.

Let us now consider a more general problem, such as 

the problem being studied in the present work, in which 

the symmetry property is removed. In this case then, 

both even and odd powers of x are included in the ortho­

gonal polynomials in the interval 0 to 1.

In first order differential equations, where only 

one initial condition needs to be satisfied, a suitable 

trial function can be of the form

N 
y(x) = y(0) + x £ a.P. (x) (4.28)

i=0

In this case, y is a polynomial of degree (N+l) in 

x, and (N+l) equations are needed in order to compute the 

undetermined constants a^. These equations can be obtained 

by substituting equation (4.28) into the first order 

differential equation at the N interior collocation points, 

and at the end of the interval x=l.

For second-order differential equations, a general 

expression for the trial function can be of the form
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N 
y(x) = b+cx+x(l-x) S a.P._,(x) (4.29)

i=l 1 1-

This expression contains (N+2) constants that can 

be determined by N conditions provided by the residuals 

evaluated at the N interior collocation points, the N roots 

tO PN( x)=0, and two conditions provided by boundary condi­

tions at x=0 and x=l.

If those two boundary conditions were given as y(0) 

and y(l), equation (4.29) would remain as

N
y(x) = y(0) [l-x]+y (l)x+x(l-x) I. a.P. q (x) (4.30)

i=l 1

and therefore only N equations, at the N collocation points, 

are needed to specify the solution, y(x).

In equation (4.28) as well as in equation (4.30), 

the polynomials are defined by equation (4.4) with a=0 

and b=l. A general expression for the weighting function 

w(x) can be obtained from equation (4.8) in the following 

way:

f1(l-u2)0tua~1P. (u2)P. (u2)du = G. 6-. (4.31)
J i i 113

9 Substitute x=u , dx=2udu: 

f1 7 -1(l-x)ax2 P.(x)P.(x)dx = 2G. 6.. (4.32)
Jo i 3 i 13

f1 Ror j (l-x)axt5Pi(x)Pj (x)dx = Gi* (4.33)
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Therefore, for a non-synunetric problem, the weighting 

function is

w(x) = (l-x)ax6 (4>34)

This weighting function, as it was discussed before, 

corresponds to shifted Jacobi polynomials, and it follows 

then that if a=B=0, i.e., w(x)=l, the polynomials obtained 

are shifted Legendre polynomials.

In this case, it is also convenient to express the 

collocation equations in terms of the solution at the 

collocation points, y(Xj), rather than in terms of the 

undetermined parameters, a^. The matrices representing 

the first and second derivatives, and the approximate 

expression representing integrals, are given by the same 

formula as equations (4.19), (4.20), and (4.26), but with 

different definitions for the elements of the matrices, 

which now have (N+2)x(N+2) elements:

Q.. = x.1-1 (4.35)

Rj. = (i-DXj1-2 (4.36)

Tj± = (i-1)(i-2)xji"3 (4.37)

In this case, the quadrature weights are

[W.] = [f x°dx, f xdx, . .., f x2N+1dx] [Q] (4.38)
J J o ■' o ' o
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Finally, the derivatives can be expressed in terms of 

the solution, y(Xj), at the collocation points, following 

the same procedure as for the symmetrical case, but with 

different values for matrices A and B:

N+2
Vy = Z A..y. for j=l,...,N+2 (4.39)

i=l -1"L

9 N+2
V2y = Z B..y. for j=l,...,N+2 (4.40)

i=l 31 1

The procedure to solve a one-dimensional differential 

equation using this alternative orthogonal collocation 

method (with matrices A and B) is similar for both, the 

symmetrical and the non-symmetrical cases. Equations 

(4.21) and (4.22) for the first case, and equations (4.39) 

and (4.40) for the non-symmetrical case can be used to 

express the first and second derivatives in the ordinary 

differential equation. This equation is then reduced to coupled 

algebraic equations, with the unknowns being the solutions 

at the collocation points.

The boundary conditions at x=0 and x=l can be substi­

tuted into those equations so that only N unknowns, at 

the interior collocation points, and N equations remain 

to be solved.

As was discussed before, once the interval and the 

problem are specified (i.e., symmetric or non-symmetric), 

matrices A and B depend only on the number of collocation 
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points. If the same number of points is always used in 

the solution of a problem, these matrices have to be 

computed only once. Therefore, it might be enough to 

just include them as input data rather than having a 

subroutine to calculate them every time the program is 

run again.

Several tables and some algorithms for the interval 

0<x<l and different weighting functions and number of 

collocation points are presented in [1], [11], [31], and 

[32]. These tables give values of the orthogonal points, 

matrices A and B, and the quadrature weights for the 

symmetric case in different geometries, and also for the 

non-symmetric case.

In order to have more flexibility with respect to 

the number of points and the weighting function to be 

used, two subroutines (JCBI and DFOPR presented in 

Appendix A) were included in the computer program in this 

study. These algorithms were developed by Michelsen [16].

"JCBI" computes the roots of an Nth degree Jacobi 

polynomial and the derivatives at these points of the 

polynomial or the polynomial multiplied by x, by (x-1), 

or by both (including one or both interval end points x=0 

and x=l). In this algorithm, the weighting function is 

given by equation (4.34).
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From the quantities calculated in "JCBI", subroutine 

DFOPR computes the matrices for the first and second 

derivatives, and also the quadrature weights.

Let us now consider a more complicated problem, the 

solution to a two-dimensional differential equation, where 

the solution 4> is a function of the independent variables 

x and y.

• The trial function for the symmetrical case (about 

x=0 and y=0) can be obtained as an extension of equation 

(4.7). A suitable polynomial expression for (f>(x,y) and 

subject to the symmetry conditions, and also to the 

boundary conditions <j>(x,l) = <j)(l,y) = 0, is

_ N-l M-l „
<Hx,y) = (1-x ) (1-y ) Z Z a. .P. (x )P . (y ) (4.41)

i=0 j=0 J
2 2Here, P^(x ) and P(y ) are defined m the same way 

as it was done before, with the use of equation (4.8) for 

planar geometry.

As has been discussed before, this is not the best 

way of solving differential equations by orthogonal collo­

cation. It is evident that the confusion becomes worse 

for two-dimensional problems. Therefore, let us discuss 

the alternative method where matrices A and B are used. 

Furthermore, let us analyze non-symmetric cases for being 

more general cases.
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The trial function can be rewritten then as

(4.42)

number of interior collocation pointswhere N and M are the

the partial derivatives with respect to x are at constant

y, the following substitution can be made into equation

(4.42):

(4.43)e.

Substituting equation (4.43) into equation (4.42)

and evaluating it at the

obtains

(4.44)
N+2 

: E 
i=l

M+2 
: I 
3=1

Xk

Let us analyze the x-direction first. Knowing that

in the x and y directions, respectively.

z a.^yi-1 
j=i 13

collocation points, x^, one

, j-1d. .yJJ-3

x i-1e
k i

N+2" M+2
<|) (x,y) = S 

i=l

The first and second derivatives of equation (4.42) 

evaluated at the collocation points are

a* N+2 i-9M x =.E ei <4-45)
k 1=1

„2. N+25-4 = 
dx2 xk i=l

(i-1) (i-2)xi~3ei (4.46)

Using matrix notation, and solving for e for the first 

and second derivatives, the previous expressions can be 

rewritten as
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<t> = Qe

= I,])

^4 = = gtj)
dxz

(4.47)

(4.48)

(4.49)

where matrices Q, R, and T are defined by equations (4.35) 

through (4.37).

The same procedure can be used in analyzing the 

y-direction. One arrives at the same equations (4.47) 

through (4.49), but changing by y^ , the collocation 

points in the y-direction, the derivatives now with respect 

to y, and performing a similar substitution as before,

N+2
f. = Z d. .x1 1 (4.50)
J 1=1 J

It follows then that the same A and B matrices can 

be used for problems in one or two dimensions.

It should be pointed out that in the latter case, after 

the first and second derivatives and the boundary condi­

tions are substituted into the differential equation, a 

system of (NxM) algebraic equations remains to be solved.

Partial differential equations can also be reduced to 

coupled ordinary differential equations, if it is not 

desired to go further and reduce them to algebraic equations. 

When both dimensions are collocated, and the differential 

equation is reduced to algebraic equations, the notation 
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used (indices) is very important and can give rise to 

confusion.

Let us illustrate everything that has been said before 

by setting the collocation equations for an example pre­

sented by Villadsen and Stewart [31].

The differential equation and the boundary conditions 

are:

.2 .2
= -1 (4.51dxZ 3yZ

v=0 at x=+l and at y=+l

This problem is symmetric about x=0 and y=0. Using 

the matrix B to represent the second derivative, and 

collocating the same number of points, N, in either 

direction, the collocation equations are

N N
Z B. .v., + Z B, .v. . = -1 (4.521=1 31 lk 1=1 kl

‘for j=l,...,N

k=l,...,N

where the index j represents the x-direction, and k the 

y-direction. The boundary points vN+^ k=vj n+1=® have 

already been substituted into equation (4.52). Equation 

(4.51) then has been reduced to a system of (NxN) algebraic 

equations, i.e., equation (4.52).

A similar analysis as done previously can be made for 

problems in more than two dimensions. It follows that, 
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as derived before, the same matrices and procedure can be 

used to reduce partial differential equations to coupled 

ordinary differential equations or algebraic equations by 

using the orthogonal collocation method.

Comparison to Finite Difference Techniques

Examination of the orthogonal collocation method, as 

presented previously, where a problem is solved for the 

solution at the collocation points rather than for the 

arbitrary coefficients in the expansion, leads to the 

conclusion that the equations which must finally be solved 

are more compact and easier to formulate, than those 

associated with conventional finite difference techniques.

Once a problem is converted into partial differential 

equations with the initial and boundary conditions known, 

and each term in these equations expressed as a funtion of 

the independent variables, the development of the colloca­

tion equations presents no difficulty.

The orthogonal collocation method is therefore a 

simple numerical technique most suitable for machine 

computation and with proven fast conversion.

Most of the previous models for solving air pollution 

problems neglect some of the terms in the general diffusion 

equation, so that the resulting equation is less complicated 

to solve. The use of the orthogonal collocation method. 
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as discussed before, will not introduce extra complica­

tions in the formulation of the final equations and their 

solution if those terms are not assumed to be negligible. 

Therefore, it will not be more difficult if a general 

case (four independent variables, the three directions 

and time) is solved, even with a non-linear reaction term.

Another advantage of the collocation method is that a 

much smaller number of points may be used since the solu­

tion at each point is influenced directly by the value at 

all the collocation points, as is the case for the exact 

solution, instead of depending directly on only neighbor­

ing grid points as is the case in finite difference 

schemes. In this respect then, the collocation method 

requires less computation time than a finite difference 

solution of comparable accuracy. This has been proved in 

several applications, some of them discussed next.

Ferguson and Finlayson [9] applied orthogonal collo­

cation to a linear unsteady-state diffusion problem in a 

slab. They reported that the collocation solution is more 

accurate than finite difference solutions which use three 

to twelve times as many spatial grid points (they only 

collocated in the spatial coordinate and solved the result­

ing ordinary differential equations).

Ferguson and Finlayson also solved the diffusion of 

mass and energy in a spherical catalyst pellet with an 
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exothermic first-order irreversible reaction. Here, they 

again collocated only in the x-direction and these equa­

tions were integrated using Hamming's method. In this case 

Ferguson and Finlayson demonstrated that the number of 

collocation points can be about ten times less than the 

number of finite difference grid points for equivalent 

accuracy. In terms of time, the best collocation solution 

was about twenty times (or more) as fast as a finite 

difference solution of about the same accuracy.

Finlayson [10] used orthogonal collocation to solve 

a two-dimensional (axial and radial directions) packed 

bed reactor under the assumptions of constant physical 

properties, plug flow, and a reaction governed by the 

conversion and temperature. Collocation was applied in 

the radial axis, and the resulting differential equations 

integrated using the Runge-Kutta method and the Euler 

method.

Comparison between collocation solutions and finite 

difference calculations using a Crank-Nicholson implicit 

method were reported to be in some cases from two to four 

times faster for equivalent accuracy. in some other 

cases, the collocation method was twice as fast and ten 

times as accurate or four times as fast and five times 

as accurate.
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Finlayson [11] also applied collocation in the axial 

direction in place of the Runge-Kutta method used before, 

and solved the resulting set of algebraic equations by an 

iterative procedure proposed by Villadsen [32]. The solu­

tion obtained by this way was about three times faster than 

the one using the Runge-Kutta method for equivalent ac­

curacy.

Finlayson [11] also solved the problem of tubular 

reactors with only axial dispersion (concentration and 

temperature). For this case, when orthogonal collocation 

was applied, the governing equations were reduced to a 

set of nonlinear algebraic equations for the concentration 

and temperature at the collocation points. He used the 

Newton-Raphson method to solve them, and compared this 

solution to those given in the literature using finite 

difference schemes.

Finlayson used"six collocation points in order to 

obtain the same accuracy as reported for both a 100-grid 

point finite difference solution for the isothermal case 

and 481 grid points for the non-isothermal case.

Application to Turbulent Diffusion in the Atmosphere

As was discussed before, only finite-difference has 

been used previously to solve for the concentration dis­

tribution in atmospheric diffusion processes. The analysis 
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made in the preceding section leads to the conclusion that 

air pollution modeling could be improved by the use of the 

orthogonal collocation method as the numerical technique 

for solving the general diffusion equation. This equation, 

for a single species which will be the case studied in 
the present work^\ is repeated here for convenience.

dC , 9C , 9C , 9C _ 3 3Cx 3 3C-,9t U3x V9y W9z 9x ^x 9x 9y y 9y

+ fc(K2 B + R (4-53)

Some of the attractive properties that orthogonal 

collocation has are its flexibility and easy handling of 

any variable or component in the diffusion equation, as 

compared to other numerical methods used in previous 

works. The model does not increase in difficulty if all 

the terms involved in equation (4.53) are incorporated in 

it. That is, a similar amount of work in formulating the 

collocation equations, but not computer time in solving 
them, has to be done if three instead of two dimensions 

are considered in the model. The same reasoning applies 

for all the components of the wind velocity and turbulent 

diffusivity, and the chemical reactions. Therefore, it is

(1) Symbols indicating averaged quantities will be 
omitted henceforth. All velocities and concentra­
tions, however, continue to be time averaged quanti­
ties.
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not necessary to assume that some terms are negligible 

in order to be able to obtain results, which in such a 

case would be applicable only for some particular situa­

tions .

With the present approach then, it is possible to 

simulate many types of atmospheric conditions. But to 

do so, it is necessary to express all the properties in 

equation (4.53) in an analytical form. This has been 

done in a flexible way by introducing several parameters 

in the expressions representing those properties, so 

that different input data can be supplied if different 

atmospheric conditions are to be tested.

Before applying orthogonal collocation to the pre­

sent model, let us obtain those expressions for the 

initial and boundary conditions, turbulent diffusivities, 

velocity profiles, and chemical reaction.

Initial and Boundary Conditions

The initial conditions necessary for an unsteady 

state model can be expressed as follows,

C = C_ at t=0 and any (x,y,z) (4.54)
£>

where C^, is a constant and in general can be a function 

of x, y, and z.
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These conditions are required to start the calcu­

lations performed by the integrating subroutine, and 

therefore are generated in the MAIN of the computer 

program. For all the cases studied in the present work, 

there was no background concentration and thus Cg was 

equated to zero.

The boundary conditions at the ground, z=0, and at 

the inversion base, z=H, are obtained by assuming that 

both completely reflect the diffusing pollutant, i.e.,

=0 at z=0,H for any x and y (4.55)
o Z

These two boundary conditions for the z direction 

are converted into collocation equations and then incor­

porated in the diffusion equation, as it will be seen 

later in this chapter. If for a particular case the 

gradient in equation (4.55) is not equal to zero, e.g.
£ p

-K„ x— = Q (x,y,t) at z=0 for any x and y (4.56)
Z d Z S

where Qg(x,y,t) is the surface flux of the pollutant 

studied, the collocation equations resulted from condi­

tions (4.55) have to be changed.

The bulk transport of the pollutant is due primarily 

to the effect of the x-component of the wind velocity. 

Therefore, it can be assumed that at certain distance in 

the y-direction, the mean concentration is negligible, i.e.
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C -> 0 at y= -ym_v, ymAV for any x and z (4.57) lllclA lilavv

where 2*ymax is the entire region of interest. In general,

C = f(x,z,t) at y= -y , y 

for any x and z (4.58)

This can also be included in the model by changing the 

resulting collocation equations from conditions (4.57).

' For the purposes of solving equation (4.53), it is 

necessary to define the location of the sources. These 

sources can be defined with the aid of a boundary condi­

tion in the x-direction.

Let us consider a general case, i.e., a multiple 

source problem, where there is more than one source 

involved. If the position of the ith source is defined 

by the coordinate point (JS(i), KS(i), LS(i)), the 

boundary condition related to the ith source is given by 
fc (i,t) at x=JS(i), y=KS(i), z=LS(i)

C =< (4.59)
|0 at x=JS(i) and any other y and z

where Co(i,t) is the ith source concentration, and in 

general a function of time. For the purpose of studying 

different situations, each C , assumed constant in the o 
present model, and its position is supplied as input in­

formation. The way of handling multiple source will be 

discussed in detail in Chapter V.
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As a convention, and knowing that for any case there 

will be at least one source, the first source will always 

be at x=0, that is JS(l)=0. Therefore, if the problem 

involves only one source, the boundary condition in the 

x-direction is given by

| Co(l) at x=0, y=KS(l), z=LS(l)
C = < (4.60)

Io at x=0 and any other y and z

Sometimes the emission rate (mass/time) and not the 

source concentration is given as information. This pro­

blem can be overcome by the use of quadrature weights in 

orthogonal collocation.and will be discussed later in 

Chapter V.

There is no need for a second boundary condition in 

the x-direction, due to the assumption of negligible 

turbulent diffusivity in this direction. This will be 

discussed in the next section.

Turbulent Diffusivities, K. _________________________ 3
Eschenroeder and Martinez [7] assumed a trapezoidal 

shaped vertical profile from the ground up to the inver­

sion base for K , the turbulent diffusion coefficient in z
the vertical direction. At low levels, K increases z
linearly with z to some constant value. At intermediate 

levels, Kz then is constant. As the mixing depth top is 



51

approached, Kz decreases linearly with increasing z.

The ground level and inversion layer values are assumed 

to be equal. The maximum constant value is expected to 

vary with wind speed approximately like
_ pKz = 50(u+5) m /min (4.61)

where u is in m/s. This equation starts applying from 

an elevation of 40 to 100 meters, depending upon meteoro­

logical conditions:

Figure 4.1: Variations of Diffusivity 
with Height
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Eschenroeder et al. [8] reviewed their previous work 

based on more experimental data and concluded that equa­

tion (4.61) gives an estimate of vertical diffusivity 

only in the neutral stability range, and that temperature 

gradients are apparently far more influential than wind 

speed in determining vertical diffusivity values.

As an improvement on their previous approach, the 

dependence on wind speed was dropped, and the diffusivity 

profiles were reconstructed to represent the broad 

stability categories (defined by Pasquill and Gifford 

[30]), as shown in Figure 4.2.

The knee height A, where the constant values for Kz 

apply, varies between 25m to 75m above the ground, depend­

ing on the height range of the model and the mesh interval 

size.

Eschenroeder et al. assumed constant diffusivity 

profiles all the way to the top because of their little 

influence for the space and time scales in their calcu­

lations at the top of the mesh.

In the present model, the calculation procedure for 

the turbulent diffusivities is based upon the latter 

approach used by Eschenroeder et al. [8]. Using their 

approach, Kz will depend only on the stability class and 

the vertical direction. Some slight changes were made in 

that approach and are now discussed.
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Figure 4.2: Vertical Diffusivity Profiles.
(1 < u < 7 m/s)
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An additional stability class, between the neutral 

and unstable, was incorporated in the model so that the 

six classes presented by Turner [13] could be taken into 

account.

The knee height A, was made dependent on the stabili­

ty class, as suggested by Pasquill [18] , so that the more 

unstable the conditions, the higher the knee.

The last change made to Eschenroeder* 1s approach was 

to remove their assumption of constant diffusivity pro­

files from intermediate levels all the way to the top. 

As the mixing depth top is approached then, the turbulent 

diffusivities decrease linearly with increasing z, and 

the ground level and inversion layer values are assumed 

to be equal. This is done for the last 100 meters of 

the z-dimension, with H>300m.

2(1) In the computer program the units for Kz are m /min.

Taking all these changes into account. Figure 4.2 

remains as shown in■Figure 4.3.

This model was implemented in the computer program 

by using the following equations: 

For ISTB<4:

Kz = COEFK(ISTB) • z/A(ISTB) +60., for z<A(ISTB)

Kz = COEFK(ISTB) +60., for A(ISTB)£z£(H-100)

Kz = COEFK(ISTB) • (H-z)/100 + 60., for z>(H-100)
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Figure 4.3: Vertical Diffusivity Profiles 

in the Present Model.
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where COEFK(l) = 2940 A(l) = 125

COEFK(2) = 540 A(2) = 125

COEFK(3) = 258 A(3) = 100 (4.62)

COEFK(4) = 90 A(4) = 75

For ISTB =5: K z = 60 2 , .m /min, for any z

for ISTB =6: K z = 30 m^/min. for any z

In order to have a flexible model, the stability

class, ISTB, is supplied as input information by the user.

Because of .the fact that once it is defined it 

remains the same during the simulation, the algorithm 

that calculates the turbulent diffusivities at each 

orthogonal point was incorporated in the MAIN of the 

computer program.

In the region of interest, the turbulence is almost 

of isotropy seems to be sufficiently high in order to

Thisconstant turbulent diffusivity in the y direction.

in the following manner:

(4.63)

to K z

perfectly isotropic, and even below 100 meters, the degree 

K = « K* (ISTB) y z

consider, as Sutton [28] has suggested, that varies 

in an identical way as Kz. In addition, most of the 

previous models, discussed in Chapter III, considered a 

suggested then to relate, in the present model, K 
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where a is a positive constant which has to be supplied 

as input information by the user, and is the maximum 

constant value for Kz and thus dependent only on the 

stability class.

In the present model, the turbulent diffusivity in 

the x-direction will be neglected as compared to the mean 

wind velocity. The reason being that its behavior is not 

well understood and in most of the cases it has no signi­

ficant effect on the results [24].

Velocity Profiles

Davies [5], Pasquill [17], Smith [26] , Tennekes and 

Lumley [29] , and others have developed expressions for 

the velocity profiles especially in the mean flow direc­

tion. Two equation forms have been used often in previous 

studies. A semi-logarithmic form for rough flows, of the 

type 
u* zu(z) = ln(|-) (4.64)
° o

where u* is the friction velocity, kQthe von Karman's 

constant, and zq a length characterizing the effect of 

the surface roughness.
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The second is a power law equation which has the 

following form:

u(z) = u, )in (4.65)± z1

where is the mean velocity at a reference height z^, 

and m is a constant.

For this problem, the latter form describes in a 

better way the mean velocity in the x-direction. There­

fore, equation (4.65) will be used in the diffusion 

equation.

This form of the velocity profile is used for the 

lower part of the z dimension, that is from the ground 

level to the knee height A, previously defined, and from 

this elevation up to the mixing depth top a constant 

value for the velocity is used, UST. This means then 

that u will depend on the stability class, z, and the 

parameters Uj^, z^, m, and UST.

Usually UST, the geostrophic wind speed, is the 

easiest value to obtain whether by experimental data or 

previous records of the zone in question. This is the 

reason why UST is required as input information in the 

model.

Having in mind further adjustments for u, the con­

stant m has also to be provided as input information by 

the user. This exponent m is a number which varies from
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0.1 to 0.4, depending on the roughness of the ground sur­

face as well as on atmospheric stratification. The rougher 

the terrain, i.e., the larger the surface obstructions, 

the thicker will be the affected layer of air, and the 

more gradual will be the increase of velocity with height. 

Thus, as the roughness increases, the exponent m increases, 

as it is shown in Table 4.1 which was presented by 

Seinfeld [22]:

TABLE 4.1 : ESTIMATES FOR m in eq.(4.65) 

Type of terrain 

open country suburbs urban

m .16 .28 .40

The stability limits of m, also presented by Seinfeld 

[ 22] , are:

r .83 very stable

m = < 1/7 neutral
k .02 very unstable

For purposes of continuity calculations (see Chapter 

V) the ground level value for the mean wind velocity in 

the x-direction, UGR, is also taken into consideration in 

the model and is supplied as input information. If its 

value is not known at the moment of simulating a case, 



60

as it happened in this work, it can be assumed to be equal 

to the friction velocity, u*.

The algorithm for obtaining u then, as used in the 

MAIN program, is described by the following equations: 

For ISTB < 4:

u = UGR for z = 0

u = UST(r(ifTBT)AM for 0<z<A(ISTB)

u = UST for z>A(ISTB)

For ISTB>4 : (4.66)

u = UGR for z = 0

u = UST for z > 0

In almost all the previous works in air pollution 

modeling, the y-component of the mean wind velocity as 

well as the z-component are assumed to be negligible.

As it was discussed before, the present model does 

not increase in difficulty by including more than one 

component for the mean wind velocity. In spite of this, 

it has been difficult to obtain equation forms for the 

other two components of the wind velocity. Therefore, 

it will be assumed that w, the vertical component is 

negligible, and that v, the y-component is some fraction 

of u.

To make a general case for this study, let us con­

sider that v also varies with respect to time in a linear 
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dependence until it reaches its maximum value. Because 

of this dependency on time, the algorithm used to its 

calculation, as described by the following equations, was 

incorporated in a subroutine called FCT:

v = PU;^ for 0<t<TCH (4.67)

v = PU for t>TCH

where P is a constant that will determine the direction 

of the mean wind velocity, and TCH another parameter that 

will specify the time required for v to change from its 

value at t=0 to its maximum value, P-u. Both, P and TCH 

have to be supplied as input information in the computer 

program by the user.

Chemical Reactions

In the development of equation (2.6), the general 

diffusion equation, an approximation concerning the 

chemical reaction term was made: the term <R. (<Ci>+C1* , ill 
 <Cs>+Cs’)> was replaced by <R^(<C^>, ..., <Cg>)>, 

i.e., the effect of concentration fluctuations on the 

rate of reaction was neglected. This is true only for 

first-order reactions, however, conditions"under which 

this assumption is valid can be obtained for higher order 

reactions.

Lamb [15] analyzed this problem for a two-dimensional 

turbulent fluid transporting a single chemical species 
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involving a nonlinear chemical reaction (second-order 

reaction). In this case, the chemical reaction term is 

expressed by
2 2R = -k[<C> + <C >1 (4.68)

He concluded that the replacement of equation (4.68)
2by -k<C> is valid when the reaction process is slow com­

pared with turbulent transport and the characteristic ' 

length and time scales for changes in the mean concentra­

tion field are large compared with the corresponding 

scales for turbulent transport.

Although these conditions were derived for a rela­

tively simple two-dimensional case, the essential aspects 

of those restrictions were found to apply to the general 

three-dimensional equation as well.. In addition, they give a good 

indication of the conditions of validity for general .

Let us turn our attention now to the mechanisms of 

removal of sulfur dioxide in the atmosphere, since this 

will be the chemical species used to validate the present 

model. -

Although a great deal of importance has been given 

to sulfur oxides, in particular sulfur dioxide, the chemis­

try of sulfur dioxide in the atmosphere is still far from 

being fully understood.

The removal of SC>2 in the atmosphere is quite complex 

and can take place through several mechanisms. It has 
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been suggested that atmospheric SC^ can undergo oxidation 

to sulfates by mainly two mechanisms: catalytic 

(heterogeneous) oxidation and photochemical (homogeneous) 

oxidation. However, sulfur dioxide is removed from the 

atmosphere not only by oxidation, but also by sedimenta­

tion, rainout and washout.

Photochemical oxidation of SC^ is apparently a 

gas-phase process consisting of several chemical reactions. 

In the presence of air, SC^ is oxidized to SO^ when 

exposed to solar radiation, and if water is present, the 

SOg is rapidly converted to sulfuric acid. The conversion 

of SC>2 to SOj involves excited SC>2 molecules, oxygen, and 

oxides of sulfur other than SC^ • Although photochemical 

oxidation of SC^ can take place in clean air, the more 

important process of SC^ photooxidation occurs in atmos­

pheres containing hydrocarbons and oxides of nitrogen. 

In this case, the rate of conversion of SC^ to SO^ 

increases markedly over that observed in pure air.

Catalytic oxidation is the principal process for SC^ 

conversion under conditions of high humidity and high 

particulate concentration. It occurs in aqueous solution, 

involves both water and dissolved , and requires the 

presence of a catalyst. The overall reaction can be 

expressed as
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2SOd + 2H9O- + 0- ——» 2H9S0. (4.69)

Catalysts for this reaction include several metal salts, 

such as sulfates and chlorides of manganese and iron. 

However, most of the recent work has been dedicated to 

manganous salts only.

The same reaction can also occur without the presence 

of a catalyst, as discussed by Worley [34] , and shown in 

the following equations,

S02 + H20--->HSO~ + H+ (seconds) (4.70)

2HSO” + 02 - ag'>2S0^ + 2H+(hours)

In the sedimentation or deposition process, S02 

behaves as if it were a particle with a settling velocity. 

Rainout and washout also serve as additional removing 

mechanisms. Rainout is the incorporation of gaseous SC>2 

in cloud droplets, while washout is the removal of S02 

by rain falling through air masses below the cloud level. 

Once S02 is absorbed, it is converted via oxidation (4.70)- 

the heterogenous aspect causes apparent S02 level to fall.

As it can be observed, a model that would take into 

account all the possible mechanisms for S02 removal in 

the atmosphere and all the variables involved would be 

quite complex.
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Because of the fact that the processes previously 

discussed are not very well understood yet, and the 

incorporation and thus the study of such a complex model 

is not the main objective in the present work, only 

photochemical oxidation will be considered here. Further­

more, the reactions taking place in a system of SC^, 

hydrocarbons, NO^, and air are probably the least well 

understood of all those in atmospheric chemistry, and thus 

will not be considered either.

Since data for photochemical oxidation in clean air 

are extremely scattered, a simplified first order reaction 

model will be used to represent SC^ removal from the at­

mosphere,

R = -kC (4.71)

where k is the reaction rate constant. The value of
-55.8x10 per minute or 0.35% loss of SO^ per hour, used 

by Hallidy and Anderson [12] in their work will be the 

rate constant in the present model, and must be supplied 

as input information in the computer program.

Development of the Collocation Equations

The diffusion equation to be solved, and the 

corresponding initial and boundary conditions, under the 

assumptions previously discussed, are:
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de de sc _ a , ■ ‘3c. , a (v ac. , _ ,.

at Bx dy dy y By Bz z 3z

C = 0 at t=0, and any (x,y,z) (4.73)

•5— = 0 at z=O,H for any x and y (4.74)
o Z

[C (1) at x=0, y=KS(l), z=LS(l) 
1 J 0Cl 1 = < (4.75)

Io at x=0, and any other y

and z

C = 0 at y= -y ax, ymax (4.76)
lllClA. lllClA

for any x and z

In equation (4.72), the velocity profiles are 

assumed to be,

u = ip (z,ISTB) (4.77)

v = n(z,t,ISTB) (4.78)

the turbulent diffusivities,

Ky = ?(ISTB) (4.79)

Kz = C(z,ISTB) (4.80)

and the rate of reaction,

R = -kC (4.81)

For this problem, let us transform the spatial 

coordinates to yield limits of 0 to 1 by the following 

procedure: (*)

(*) The multiple sources case will be discussed in 
Chapter V.
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x* = (4.82)
max

y^+ 1
y* = -^^2--- (4.83)

z* = (4.84)ri

For simplicity, from now on the asterisk will be 

dropped out from the independent variables, x*, y*, and 

z*.

Substituting equations (4.77) through (4.84) into 

equation (4.72) one obtains

9C9t R1 „ 30 „ 30 R5 4- 2 dydx 2 3y 3 3z

where

+ R6
2

- kC (4.85)3z2

R1 (z) = iP(z,ISTB)
max

(4.86)

R2 (z,t) = n(z,t,ISTB) 25 1
max

(4.87)

R3 (z) = d{g(z,ISTB)} 1
az h2 (4.88)

R5 = 5(ISTB).—--
4y ■'max

(4.89)

R6 (z) = ?(z,ISTB) (4.90)
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There are many ways in which orthogonal collocation 

can be applied to equation (4.85), but it is chosen to 

collocate only in the three directions, x, y, and z, so 

that a system of ordinary differential equations with 

respect to time is left to be solved. The reason of 

doing this is because the solution of the diffusion 

equation is primarily wanted at any instant of time.

If the emission source is put in the middle of the 

interval in the y-direction, and only the x-component of 

the wind velocity is taken into account, then by examining 

the boundary conditions it can be concluded that this 

problem would be symmetric with respect to y. Since this 

is only a particular case, it is better to apply the

equations for a non-symmetric case to every direction.

In doing this, let Nx N , and N be the number of y z
collocation points in the x, y, and z directions, respec­

tively. and C .. n jk£ the mean concentration at the point

(xj- ^k' zl)-

Equation (4.85) remains then as.

dC x v.... + R(£)^ A C +R(£t)EA^^c —
1=1 J 1=1 J

N +2 N +2
Z (3) (2)- Cjki = N * * * R5 .ZXiCjU +
1=1 J 1=1 J

N +2Z (3) + R,(£) Y. C.. . - kc.. „ (4.91)6 . £i jki ]k£
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for j=l, ..., Nx+2

k=l, ..., N +2 y 
£=1, ..., N +2 z

As discussed before, matrices A and B depend on the 

number of collocation points. For a general case, that 

number of points can be different for each direction and 

therefore, A and B would be different. Furthermore, N , x 
Ny, and could be changed between runs. These reasons 

lead to the conclusion that it is better to include 

subroutines JCBI and DFOPR in the computer program rather 

than putting matrices A and B as input data each time the 

collocation points are changed.

In equation (4.91), the indices of matrices A and B 

represent the direction and thus the way they are computed, 

i.e., (1), (2), and (3) stand for the x, y, and z 

directions, respectively.

The application of orthogonal collocation to the 

boundary conditions, equations (4.74) through (4.76), 

gives the following expressions:

N +2 
Z (3) • =0 at z=0 • (4.92)i=! 11

N +2
Z (3)

AN +2,iCjki = N 0 at 2=1 (4-93>
1=1 z J



70

f Co(1) at point source
Clk£

I 0 elsewhere
(4.94)

CjU 0 at y=0 (4.95)

cjN +28, y
= 0 at y=l (4.96)

Equations (4.92) and (4.93) can also be written as

Nz+1
„ + Z ^0 = 0 (4.97)11 jk£ ^_2 11 jki 1NZ+2 3kNz+2

A(3) C
"n +2N +2 jkN +2=0 z z J z

N +1
A(3) c + z a(3) c ANz+2 lLjkl +32 Nz+2iLjki

(4.98)

Solving for Cjkl and CjkNz+2 one obtains:

r jkNz+2

Nz+!
Z 

i=2
(3)a(3 11 N +2i z
(5) (3)  (3) (3)
N +21 IN +2 11 N^+2N +2z z z z

(4.99)

N +1 z
+ Z
i=2

Ail

a<3)c.,,.li :)ki
(3)

A1N +2CjkN +2 
z J z (4.100)

These expressions can be simplified by defining.

DEN = A(3) A(3) - A(3)A(3)
an +21a1n +2 An an +2N +2 z z z z

(4.101)
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'll N +2i N +21 li 
APAl(i) = ------—"-nPN--- --------- (4.102)UrilN

so that equation (4.99) remains as

N +1 z
C-vm APAl(i)C.. . (4.103)3kNz+2 i=2 3kl

In cases where there is no inversion layer at the 

maximum elevation, H, as it has been assumed so far, a 

new boundary condition at this point can be assumed as

C = 0 at z=H for any x and y (4.104)

This condition can be easily included in equation

(4.103):

N +1 z
C..„ = E APAl(i) C.. . INVRS (4.105)3kNz+2 i=2 jki

where INVRS=1 means that there is inversion at z=H, and

INVRS=0 means that there is no inversion and the concen­

tration at z=H is equal to zero.

By substituting equations (4.94) through (4.96), 

equation (4.91) remains as follows:
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4- S(j) + R^l) J2 A^>Cik), + R2(Z,t) A^>CjiI, -

Nz+1
- R3(l,AH jkl " H jki "C A C

N +1 
y (2)

- R3(,1)AIN +2 jkN 42 = R5 ki jil +C B C
z z 1—z

M +1
+ R6(il>Bfl,Cjkl + R6(1,J2 BHC3ki +

+ R6(a)B£N^+2CjkNz+2 - kCjkH ^4*1

And rearranging,

N +2<3C.VO x m= -3(3) - RkW.E A^’c^j + 
uu 1_2 J

4 IR3(I)A^) 4 R6(I)B^)lCjkl 4

4 [R3(«A^+2 4 RcWB^^lC^^ +

N +1
4 Z [R3(£)A<J> 4 R6(»B»)1C . 4

1=2

N +1
+ .= 'Vki’ - R2(,l't)AkiiC3i>l " kCjk!l l4-107)
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or,

(4.108)

3=2for

k=2

£=2

where

(1) k=KS(1)at

£=LS(1)

S(j) =< (4.109)

elsewhere0
and

(4.105) respectively.

Equation (4.108) gives then a set of (N^+l) (N^) (Nz)

first-order ordinary differential equations to solve for

the concentration as a function of time at the orthogonal

y, and z.

N +1 y

Nx+2

N +1 z

Ny+1
+ E 
i=2

and C ..Z)kl

R52I (£,k,i,t)Cji£ kC., „ jk£

R^LSd) )Aj^)co

V1
+ R362 (£)C.1m + E R36ia,i)CjkNz+2 i=2

dC jk£ 
dt

and C., +2 are given by equations (4.100)
-1 z

collocation points in the three directions, x.

N +2X (1)= -S(j) - + Meiwc^
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Chapter V

FORMULATION OF CALCULATIONAL SCHEME

Calculation Procedure

It has previously been shown that the solution to 

the turbulent diffusion process in the atmosphere can be 

obtained by the use of the K-theory, which can be accom­

plished by solving a partial differential equation. 

Orthogonal collocation simplifies this, reducing that 

equation to a system of first-order ordinary differential 

equations with respect to time.

The basic calculational procedure then is to solve 

that system of equations (4.108) on a digital computer. 

There are several methods that can be used for this pur­

pose, but in this work it was decided to use RKGS, a 

subroutine furnished by IBM [14] which in essence is a 

fourth-order Runge-Kutta method.

In addition to RKGS, two other subroutines must be 

supplied: A function subroutine, called FCT in the com­

puter program (see Appendix A), where the system of first- 

order ordinary differential equations to be solved are 

provided; and an output subroutine, called OUTP in the 

computer program, which will print the results computed 

by RKGS.
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In RKGS, the integration is performed with respect 

to time, and therefore the solution of the problem can 

be obtained at any moment. However, it is usually desired 

to print it only at every defined interval of time. 

Having this in mind, an algorithm that uses a variable 

called PRDEL was incorporated in OUTP so that it will 

allow the computer to print the results only every PRDEL 

units of time.

Due to the nature of orthogonal collocation, small 

oscillations can be introduced in the solution of the 

problem. Although these are part of the true solution of 

the collocation equations, there might be small negative 

concentrations as output for points that follow zero 

levels of concentration. Because of this, and by sugges­

tions of Stewart [27] and Villadsen [33], a subroutine 

called ZERO is always called before printing the results. 

This subroutine will convert all the concentration values 

that follow the zero level to zero. This testing is done 

in all three directions.

Because of the fact that actual data are available 

as average concentrations, the computer program contains 

a subroutine called AVG, which will convert the solution 

to a time average solution, so that a comparison to 

experimental data can be performed. To do this, AVG 

subroutine computes the time average concentrations at 
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every collocation point for three consecutive points in 

time; i.e., 0, t, and , where t is any point in time, 

0(=t-PRDEL) is the time between the pollutant release(t=0) 

and the initiation of the averaging time, and

(=t+PRDEL) is the end of the averaging time. In order 

to reduce the program storage requirement, AVG subroutine 

is performed by direct-access input/output statements.

Multiple sources

In Chapter IV, orthogonal collocation was applied to 

problems involving only one point source. The same re­

sulting collocation equations can be used to multiple 

source cases, but the calculational procedure is different.

As it was previously discussed, the concentration 

at the source is considered here as the boundary condition 

in the x-direction. If the problem involves only one 

source, the input information required to solve it con­

sists of Co(l), the concentration at the source, KS(1) 

and LS(1), the location of the point source in the y and 

z directions, respectively (JS(1) in this case is equal 

to zero, i.e., x=0), and XMAX, YMAX, and H, the dimensions 

in the three directions. The calculation of the solution 

starts at TINIT, the initial time and ends at ENDS, the 

end of the simulation time. Intermediate results are 

computed at every interval of integration time, PRMT(3), 
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but are printed only every PRDEL units of time. TINIT, 

ENDS, PRMT(3), and PRDEL are also required as input 

information.

The calculation procedure for cases involving more 

than one source is different than the one previously pre­

sented. The reason being the interaction that occurs on 

the concentration distribution due to the multiple sources.

In order to describe the calculation procedure for 

multiple sources, let us analyze a situation that involves 

three point sources. In this case, the source concen­

trations, CQ(i) are still considered as boundary condi­

tions in the x-direction, but while the first source is 

located at x=0, the following ones can be located in 

general at x>0. The entire domain in the x-direction is 

divided into three portions, so that the first source is 

located at x=0, the second at XMAX(l), and the third at 

XMAX(2). In order to define completely each source, its 

position in the y and z directions must be supplied by 

the values of KS(i) and LS(i), respectively, where i 

indicates the number of the source. This case then can 

be represented as it is shown in Figure 5.1.

The input information given by TINIT, ENDS, PRMT(3), 

PRDEL, NX, NY, NZ, YMAX, and H is the same for each 

source. The number of sources, NSRCS, must also be 

supplied as input information, and in the present model



Figure 5.1: Multiple Sources Representation
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NSRCS <3. If more than three sources are to be consider­

ed, changes should be made in the dimension and common 

statements, initial conditions, and RKGS call statements.

The results for the first portion of Figure 5.1 

are the same as if they were computed for a single source 

problem, but for the next portions this is different. The 

concentrations in the second portion not only depend on 

Co(2), but also on the mass flux that comes from the first 

portion. The same reasoning applies for subsequent por­

tions .

The calculation procedure then is as follows: at 

every interval of integration time, the concentration 

values at any orthogonal point in the y-z plane at 

x=XMAX(l) are recorded and used, with Co(2), as boundary 

conditions for the second portion. The same procedure is 

also utilized for the following portions. This method 

can be implemented in the computer program by two ways: 

(1) Integrating the three portions at the same time for 

every interval of time, printing every PRDEL units of 

time, and continuing to do this until ENDS is reached. 

This can be done by integrating first the last portion 

for one interval of time. The values recorded for the 

preceding portion at the previous interval of time are 

used as boundary conditions for the interval of time and 

the portion in question. After this calculation is over. 
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the same procedure can be applied for the next portion 

going backwards, and continuing to do this until the 

first portion is reached. In this way, the same storage 

can be used to record the values at x=XMAX(l) and XMAX(2) 

for every interval of time. Furthermore, once the values 

are printed, the concentration distribution at time=0 are 

not used any more and that storage can be utilized for 

the next PRDEL units of time.

(2) Integrating the first portion between TINIT and ENDS 

and recording all the values, then integrating the next por­

tion i all the way, using the values at x=XMAX(i-l) for 

every interval of integration time recorded previously, 

and continuing to do this until the last portion is 

reached. Then, at every PRDEL units of time the solution 

for that portion and the ones in the disk can be printed. 

The simulation stops when ENDS is reached for that last 

portion. It is evident that this method will require 

more storage capacity than the previous one.

An analysis made on both methods indicated less 

computational time for the latter way. Therefore, the 

second method was put in the system.

It should be pointed out that the position of any 

source can be located only at orthogonal collocation 

points. That position, given by KS and LS, must be 

supplied with point numbers. For example, if Nz=7 and 
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the location of a source is at one half of the z-diamen- 

sion, LS should be 5 (the total number of collocation 

points is 9, including z=0 and z=l).

Continuity

In the present model, the concentration at the source 

Co(i), is used to represent the source, and therefore is 

a required input information. Unfortunately, the emis­

sion rate is, in many cases, the only information that is 

available. One of the objectives of the present study is 

to obtain a general model that would also compute the 

concentration distribution when only the emission rate 

of the source is given.

There is a need then to develop a calculational 

procedure which would compute a concentration equivalent 

to the emission rate. The concept of continuity can be 

used for this purpose. Moreover, the flux at any x is 

a valuable piece of information that can be obtained 

from the results of an air pollution model. Therefore, 

a general continuity calculation will be obtained and 

then used for the particular problem of computing Co(i) 

from the emission rate Q(i).

The flux across any plane normal to the x axis can 

be expressed by the following equation:
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H YMAX
Ou dydz = Q (5.1)

J J -10-YMAX J

where C is the mean concentration at any point in the 

y-z plane, u its corresponding x-component of the mean 

wind velocity, and Q the mass rate at x=x..
Xj 3

If there was no mechanism of removal in a model

involving one source, the pollutant would be not created 

or lost within the region of interest, and at steady state 

Q would be the same for any value of x, and equal to
Xj

Q(l). For a multiple source case, Q would be equal to 
Xj

the sum of the constant emission rates for a particular 

source and its precedings. In such a case, the continuity 

condition should be included in the model, but since 

removal is taken into account in the present study, the 

values of Q will vary along the x direction.
Xj

Transforming the spatial coordinates into an inter­

val between 0 and 1, equation (5.1) remains as follows:

1 1
Ou (2*YMAX«H)dydz = Qx 

0 0
(5.2)

Using the quadrature weights, the double integral 

can be transformed into a double summation leading to the 

following collocation equation
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Z Z w(2) (k)W(3) (£)c.v0u(2) (2-YMAX-H) =Qv (5.3) 
k=l £=1 :)KX Xj

for j=2, ..., Nx+2

But from the boundary conditions in the y direction,

CjirCjN +2£ =0 >2.....v2 (5-4)
y 

£=1, .Nz+2

Finally, then, equation (5.3) remains as

Nv+1 N +2
Qv = Z Z W(2) (k)W(3) (£)C.Vou(£) (2’YMAX-H) (5.5) 
Xj k=2 £=1

for j=2, ..., Nx+2

Equation (5.5) was included in the model (in subrou­

tine OUTP) so that the mass flux can be known at any 

time and at any position in the x direction. In a case 

of no removal, these values, if they were equal as it 

will be shown in the next chapter, serve as a proof of 

the validity of the model and the numerical technique 

used.

In the case of using equation (5.5) to calculate 

the equivalent Co(i), Qx is equated to the constant rate 

of emission, Q(i), and all the concentrations but the 

one at the point source are made equal to zero. Equation 

(5.5) becomes then
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Q(i) = W(2) (KS(i))W(3) (LS(i))Co(i)u(LS(i)) (2.YMAX.H) (5.6) 

for i=l, ..., NSRCS 

Therefore, whenever Q(i) is the only information 

available, the equivalent concentration at the source can 

be calculated from the following equation:

0 v i)
C (i) = zyx (5.7)

Wk ;(KS(i)) VT '(LS(i)) u(LS(i)) 2’YMAX-H
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Chapter VI

PRESENTATION AND ANALYSIS OF RESULTS

The objective of the current study was to demonstrate 

the suitability of the present method to simulate diffu­

sion in the atmosphere. To do this, experimental cases 

are simulated with the present model, and the results 

compared to the corresponding experimental data. Unfor­

tunately, at the present moment there are almost no 

experimental data available in the literature. This is 

the reason why only the Project Prairie Grass diffusion 

data at O'Neill, Nebraska, were considered. Four cases 

from this Project were simulated and the results compared 

to the experimental data.

In addition, a parametric study was performed, and 

the sensitivity of the present model to variations in the 

atmospheric conditions analyzed. This was done by simu­

lating several hypothetical cases.

Comparison to Experimental Values

The atmospheric diffusion data from Runs #20, #24, 

#45, and #54 of the Project Prairie Grass data [2, 3, 13] 

were used as a test of the present method.
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Project Prairie Grass was a field program designed 

to provide experimental data on the diffusion of a tracer 

gas in the atmosphere. The sulfur dioxide tracer gas 

was released for ten minutes over a flat prairie at 

O'Neill, Nebraska. The emission was done at about 50 

centimeters above the ground and the gas was sampled 

along semicircular arcs from 50 meters to 800 meters from 

the source. Samplers were placed at 1.5m above the 

ground. In addition, concentration profiles along the 

vertical were measured from samplers located at nine 

levels on each of six towers positioned along the 100m arc.

In the experiments, the entire sampling network was 

put in operation just before the start of the gas release 

and the operation continued until the tracer was trans­

ported beyond the 800m arc. Although the actual measure­

ments were of total exposure for each gas release, the 

investigators reported average concentrations for a ten 

minute sampling time. It was estimated that the concen­

tration measurements were accurate to within about 10%.

Several meteorological measurements were taken during 

the tracer release. Among others, the mean wind velocity 

at two meters above ground. These values were used in 

the present model to simulate the mean wind velocity pro­
file.



87

The source strengths Q, and the mean wind velocities 

at 2 meters u^, for the four cases simulated in the 

present study were as follows:

Table 6.1 : Source Strengths and Mean Velocities (at 2m) 

for Experimental Cases Simulated

Run No. Q(g/s) u1(m/s)

20 101.2 9.38

24 41.2 5.86

45 100.8 6.02

54 43.4 3.94

In the present model, concentration profiles were 

simulated using the power law equation for the mean wind 

velocity as

u = u, (|-) -14 (6.1)
j. Z1

where u^ corresponds to the value given in Table 6.1 for 

an elevation of = 2m, and z = elevation in meters.

It can be observed that the source emission rate is 

the only available information related to the source. 

Therefore, the equivalent concentration at the source, 

Co(l), was calculated using equation (5.7) with the source 

strength Q(l) given by Table 6.1.
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Since no data for the turbulent diffusivities were 

available, the four cases were simulated assuming a=l, 

i.e., the turbulent diffusivities in the y and z directions 

were the same; and a stability class 4, i.e., neutral 

stability. In addition, INVRS was made equal to zero, 

i.e., no inversion at the maximum elevation; and a first- 
-5 -1order reaction with k = 5.8x10 min was assumed for 

all cases.

In addition to the experimental values, the concen­

tration profiles calculated by the present method were 

also compared to the ones (#45 and #54) obtained by the 

statistical method developed by Bullin [4].

Simulated vertical profiles at the centerline for 

Runs #20, #24, and #45, and at 20m from the centerline 

for Run #54 (no experimental data for the centerline were 

available) are compared with the limited experimental 

data available in Figures 6.1 through 6.4. There is 

good agreement between experimental and simulated vertical 

profiles except for Run #45, where the concentration 

values near ground level were much lower than the experi­

mental ones. The reason for this discrepancy is a higher 

simulated velocity profile, us, as compared to the actual 

one ua. This difference, especially near ground level, 

can be observed in Table 6.2.
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Table 6.2 : Comparison Between Actual and

Theoretical Values for the Mean

Velocity in Run #45

z (m) ua(m/s) us(m/s)

0.25 3.78 4.50

0.5 4,60 4.96

1.0 5,31 5.46

2.0 6,02 6.02

4.0 6.65 6.63

8.0 7.35 7.31

16.0 7.88 8.05

Another reason for the discrepance in Run #45 can be due 

to a possible smaller simulated turbulent diffusivity in

the z direction.. This was checked by simulating the same

problem, but with stability class 3, i.e., semi-unstable.

The results are also plotted in Figure 6.3 , and it can 

be observed that the concentration values increased and 

thus the difference between the experimental and theore­

tical values decreased.
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Horizontal concentration profiles for the four cases 

at 1.5m above ground and at downwind distances of 200m and 

400m are shown in Figures 6.5 through 6.8. In general, 

the agreement between experimental and simulated values is 

good.

' The mass flux (g/s) across y-z planes at any x were 

also calculated using the results obtained for the concen­

tration. These values are given in Figures 6.1 through 

(6.8) for all the four cases analyzed. The comparison of 

these values with the experimental data shows good agree­

ment with an average difference of about 1.39%, and a 

maximum of 2.67%.
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Figure 6.1: Comparison of Vertical Concentration 
Profile.

3
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Figure 6.3: Comparison of Vertical 
Concentration Profile.

y = 0 x = 100m
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Figure 6.4: Comparison of Vertical 
Concentration Profile.
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Figure 6.6: Comparison of Horizontal Concentration Profile.
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Figure 6.7: Comparison of Horizontal Concentration Profile.
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z = 1.5m x = 200m
Figure 6.8: Comparison of Horizontal Concentration Profile.
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Hypothetical Cases

Concentration profiles were simulated for all the 

hypothetical cases shown in Table 6.3. Vertical profiles 

at the centerline (y=0) and at several downwind locations 

for cases 4 through 6 are shown as a function of time in 

Figures 6.9 through 6,12. As it would be expected, 

there is a peak in the concentration at the elevation of 

the effective emission height. The value of this concen­

tration peak increases as the atmospheric stability 

increases.

The concentration distribution for cases 1 through 7 

at the steady state and for different x and y locations 

are shown in Tables 6.4 and 6.5. These correspond to an 

elevation of the effective emission height and the ground 

level, respectively.

Tables 6.6 and 6.7 show case 8, where a velocity in 

the y direction is included. This case is explained as a 

function of time so that the development of the plume 

can be clearly visualized.

This parametric study, i.e., cases 1 through 8, will 

be analyzed in more detail in the next section.

A multiple source case is shown in Table 6.9, and 

each source acting individually is shown in Table 6.8. 

The effect of their interaction can be obtained by 

comparing both Tables.



Table 6.3 ; Hypothetical Cases Simulated

CASE
NO. OF 
SOURCES

SOURCE 
LOCATION 

(m)

SOURCE 
STRENGTH 
(kg/s)

STABILITY
UST 
(m/s)

(3)RATE OFV 7
(2)CLASS'7 ALPHA

REACTION
(min-"*") AM P(%)

1 1 (0,0,150) 5 D 1 5 0 .25 0
2 1 (0,0,150) 5 D 2 5 0 .15 0
3 1 (0,0,150) 5 D 2 5 0

-5
.25 0

4 1 (0,0,150) 5 D 2 5 5.8x10 .25 0
5 1 (0,0,150) 5 B 2 5 5.8X10-5 .25 0
6 1 (0,0,150) 5 E 2 5 5.8xl0-5 .25 0
7 1 (0,0,252.5) 5 D 2 5 5.8xl0~5 .25 0
8 1 (0,0,150) 5 D 2 5 5.8x10 D .25 5
9 1 (0,-284.1,

252.5)
3 D 2 5 5.8X10"5 .25 0

10 2 (0,0,150)
(10000,-284.1,

252.5)

5
3

D
D

2
2

5
5

-55.8x10
-55.8x10 D

.25

.25
0
0

(1) The value in the z direction refers to the effective emission height.

(2) Using Pasquill-Gifford definition for stability categories.

(3) Rate of reaction for a first-order reaction.

100
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It should be noted that the concentration distribu­
tion due to each source acting individually is at the 

steady state. This occurs when the time between the 

start of release and the initiation of the averaging 

time, 0, is equal to 80 minutes and the end of the averag­

ing time, fi, is equal to 90 minutes. However, when both 

sources are put together, the steady state is reached 

after a longer time.

For all of the cases simulated without reaction, 

the differences between the mass flux at any x location, 

at steady state, and the constant source emission rate 

were not more than 4% of the emission rate. These results 

show the validity of the model in computing the concentra­

tion distribution, and also that the present method can 

handle continuity calculations.
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Figure 6.10: Vertical Concentration Profiles for 
Hypothetical Cases 4, 5 and 6.

Q = 20 min  Stability Class B 
n = 30 min --- Stability Class D 
y = 0 ——. Stability Class E

x = 1.7km x = 6.2km x = 10km

(m
g/
m 

)

z (m)

103



Figure 6.11: Vertical Concentration Profiles for 
Hypothetical Cases 4, 5 and 6.
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Figure 6.12: Vertical Concentration Profiles for
Hypothetical Cases 4, 5 and 6.
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Table 6.4 Concentration Distribution for Hypothetical Cases
1 Through 7 (0 = 80 min, = 90 min)

X DIRECTICN (PCTCRS)
0.0 33?.? 1694.C 3606.9 6193.1 8306.0 9662.3 1000C.C

COkCEMRATICMf'G/CL'.F')

Z 01RCCT1CN • 1SC.C K

V — 664.4 C.O 0.0 0.0 0.0 0.0 d.o C.C C.C
Y—519.1 K c.c C.C C.O C.O 0.0 0.0 O.C O.C
Y —284.1 K 0.0 0.16 0.61 l.CO 1.24 1.37 1.44 1.45 Case #1Y» 0.0 b 35.45 33.11 26.06 19.48 15.15 12.72 11.57 1 1.32
Y« 264.1 b C.C C. 16 C.61 l.CO 1.24 1.37 1.44 1.45
V- 519.1 b 0.0 0.0 0.0 C.O C.C 0.0 O.C 0.0
Y» 664.4 b C.O C.O 0.0 0.0 C.C C.C O.C C.C

Y=—664.4 C.C C.C C.C C.O 0.0 0.0 O.C O.C
Y=-519.1 V 0.0 0.0 0.0 C.O O.C C.O O.C 0.0
Y — 264.1 y C.O 0.31 1.16 1.81 2.12 2.24 2.26 2.28 Case #2Y» 0.0 M 35.45 32.88 25.22 18.18 13.63 11.11 9.92 9.67
Y* 264.1 M C.O 0.31 1.16 1.81 2.12 2.24 2.28 2.28
Y= 519.1 b 0.0 C.C 0.0 C.O C.C C.C C.C C.C
Y= 6(4.4 b C.O C.O 0.0 0.0 0.0 0.0 O.C 0.0

Y=-(64.4 b C.C C.C C.O C.O 0.0 0.0 0.0 C.OY--514.1 b 0.0 0.0 C.O C.O c.c C.C C.C C.CY--264.1 >• C.C C.31 1.16 1.81 2.12 2.25 2.29 2.3C Ca.se #3Y= 0.0 b 35.45 32.89 25.22 18.19 13.65 11.14 9.96 9.71Y= 284.1 b 0.0 0.31 1.16 1.81 2.12 2 • 2 e 2.25 2.3CY« 519.1 b C.O C.O C.O C.O 0.0 0.0 C.C C.C
Y* 6(4.4 b C.O c.c C.C C.O 0.0 0.0 O.C C.C

Y=-664.4 u C.O C.O C.O 0.0 C.C c.c C.C C.CY=-5H.l b C.O C.O 0.0 0.0 0.0 0.0 C.C C.CY —264.1 M C.O C.31 1.16 1.81 2.12 2.24 2.29 2.29
Y- 0.0 b 35.45 32.86 25.22 18.13 13.63 11.12 9. 54 9.69Y= 284.1 k 0.0 C.31 1.16 1.81 2.12 2.24 2.29 2.29 Case #4V- 519.1 k. C.C C.C C.O C.O O.C 0.0 O.C 0.0Y= 664.4 P 0.0 0.0 0.0 0.0 C.O C.O O.C C.C

Y=-(64.4 M C.C C.O C.O 0.0 0.10 0.4 I 1.34 1.8CY--519.1 P C.C c.c C.C C.O 0.28 0.41 0.33 0.27Y*-264.1 N 0.0 0.95 2.13 2.11 1.56 1.81 1.78 1.78Y« 0.0 P 35.45 26.93 12.15 6.44 3.98 3.19 2.72 2.64 •H c;V* 284.1 M C.C C.95 2.13 2.11 1.96 1.81 1.78 1.78 •|T 3
V« 519.1 b 0.0 0.0 C.O C.O C.28 C.41 C.33 C.27Y« 664.4 p C.O C.O O.C 0.0 0.10 0.4 1 1.34 1.8C

Y —664.4 M 0.0 0.0 0.0 0.0 C.C C.C O.C 0.0Y--519.1 b C.O C.C 0.0 C.O C.C C.C C.C C.CY=-264. 1 M C.O C.13 0.58 1.08 1.47 1.70 1.82 1.85Y« 0.0 p 35.45 34.38 3C.61 26.02 22. 13 19.48 18.C6 17.74 Case if 6Y» 284.1 y 0.0 C.13 0.58 1.08 1.47 1.7C 1.82 1.85Y» 519.1 P C.O C.O 0.0 0.0 O.C 0.0 C.C C.CY» 664.4 C.C C.C C.C C.O 0.0 0.0 O.C 0.0

>*-664.4 V C.O C.C 0.0 0.0 0.0 C.O C.C C.CV—519.1 p C.C c.c C.C C.O 0.0 0.0 O.C O.CY*-284.1 
>• C.O p

0.0
C.O

0.01
1.C8

0.18
3.91

C.57
5.70

C.95
6.14

1.21
t.CO

1.33
5.8 1

1.36
5. 76 Case #7

Y« 264.1 p c.c C.CI C. 16 C.57 0.95 1.21 1.33 1.36V- 519.1 p 0.0 0.0 C.O C.O C.C 0.0 O.C 0.0>• 664.4 p C.O c.c C.O C.O C.C c.c C.C C.C
1 0IR6CTIC6 • 252.5 6

>•-664.4 b C.O C.O 0.0 C.O c.c c.c C.C C.C> — 519. 1 b C.O C.O 0.0 0.0 0.0 0.0 C.C C.CY —284.1 c.c C.29 1.11 1.77 2. 1 1 2.24 2.28 2.29Y« 0.0 P 32.39 30.35 24.CC 17.79 13.56 11.13 9.56 9.7CY* 264.1 P O.C C.29 1.11 1.77 2.11 2.24 2.26 2.25 Case #7
>• 519.1 P C.C C.C C.C C.O C.C 0.0 O.C C.CY* 664.4 k 0.0 0.0 C.O C.O C.C C.C O.C c.c
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Table 6.5 Concentration Distribution for Hypothetical 
Cases 1 Through 7 (0 = 80 min, f2 = 90 min)

X DIRECTION (METERS)
0.0 33?.7 1694.C 3806.9 6193.1 8306.0 9662.3 100C0.0

I DIRECTION -

CONCENTRAT!0N(MC/CL.“)

c.o y ,

9»-664.4 c«o c.o 0.0 c.o C.C C.C c.c C.CV-JH.l P c«o C.C 0.0 0.0 0.0 o.c o.c C.O7—264.1 C.C C.C c.o C.09 C.38 0.68 0.87 0.91T» 0.0 F 0.0 c.o 0.0 1.59 4.C2 5.48 6.C8 6.2C Ccise nV 2E4.1 k C.C C.C 0.0 0.09 0.38 0.6 8 0.67 C.91V« 519.1 •J C.C C.C c.o C.O 0.0 0.0 O.C 0.0Y> 664.4 F 0.0 0.0 0.0 0.0 C.C C.C C.C C.C

9 —E64.4 V c.o c.o 0.0 0.0 0.0 0.0 C.C c.c
7—519.1 V C.C C.C C.C C.O 0.0 0.0 0.0 0.0 Ca.se7—284.1 V 0.0 0.0 0.0 0.12 C.52 c.sz I. 16 1.22
7« C.O V 0.0 C.C 0.0 1.18 3.13 4.25 4.7C 4.75
7« 284.1 V C.O C.C C.C C.12 0.52 0.92 1.16 1.227- 519.1 p 0.0 0.0 0.0 c.o c.c 0.0 O.C 0.0
7* 664.4 V c.o c.o 0.0 c.o C.C 0.0 O.C C.C

7—664.4 F c.o C.C 0.0 c.o o.c 0.0 0.0 O.C
7—519.1 P c.o 0.0 0.0 c.o c.c c.c c.c 0.0 37—284.1 k c.o c.o o.c C.15 C.63 l.CE 1.24 1.4C
7» C.C c.o C.O 0.0 1.48 3.59 4.72 5.15 5.23
7= 284.1 •j C.C C.C C.C C.15 C.63 i.ce 1.24 1.40
7* 519.1 k 0.0 o.c 0.0 c.o C.C c.c C.C C.C
7« 664.4 k C.C C.C 0.0 0.0 0.0 0.0 c.c c.c

7—664.4 w 0.0 0.0 0.0 0.0 C.O 0.0 o.c 0.0
7—519.1 k c.o 0.0 0.0 c.o C.C c.c c.c c.c
7—284.1 k c.o C.O 0.0 0.15 0.63 1.08 1.34 1.4C Case #47« 0.0 M C.C c.o c.o 1.48 3.58 4.72 5.14 5.22
7» 284.1 k 0.0 0.0 0.0 0.15 C.63 i.ce 1.24 1.4C
7- 519.1 k c.o c.o 0.0 0.0 0.0 0.0 O.C C.C
7- 664.4 M c.o C.C c.o c.o 0.0 0.0 0.0 0.0

7—664.4 k 0.0 0.0 0.0 c.o c.ce C.C4 0.C5 c.c;
7—519.1 k c.o c.o 0.0 c.o 0.38 0.54 0.54 C.52
7—284.1 k C.O 0.0 0.2? 1.18 1.64 1.75 1.76 1.7? Case £57» 0.0 k c.o C.O 1.10 3.03 2.53 2.8C 2.55 2.52
7- 284.1 k c.o c.o 0.2? 1.18 1.64 1.75 1.76 1.77
7« 519.1 M C.C C.C C.C c.o 0.38 0.54 0.54 0.52
7- 664.4 F o.o 0.0 0.0 c.o c.ce C.C4 C.C5 C.C5

7—664.4 F C.C C.C C.C c.o 0.0 0.0 o.c c.o
7—519.1 P 0.0 0.0 0.0 c.o 0.0 0.0 o.c c.c
7 — 284.1 k c.o c.o 0.0 c.o 0.02 0.13 C.22 C.24
7- C.C M C.C C.C C.C c.o C.35 1.44 2.14 2.3 1 Case #6
7» 284.1 V 0.0 o.o 0.0 c.o C.C2 0.13 0.22 0.24
7« 519.1 F c.o 0.0 0.0 c.o C.C C.C C.C C.C
7- <64.4 P c.o C.O 0.0 0.0 0.0 0.0 O.C 0.0

7 — 664.4 F c.o C.O 0.0 c.o C.C c.c c.c c.c
7 — 519.1 ► C.O C.C 0.0 0.0 0.0 0.0 c.c c.c
7 — 284.1 M C.C C.C C.C c.o C.02 O.OB 0. 14 0.16 Case #7
7* 0.0 P 0.0 0.0 c.o c.o C.C5 C.34 C.56 C.62
7* 284.1 e 0.0 C.O 0.0 0.0 0.02 0.08 C. 14 C.H
7« 519.1 P C.C C.C C.C c.o 0.0 0.0 O.C O.C
7« 664.4 F 0.0 0.0 0.0 c.o C.O 0.0 O.C c.c
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Table 6.6 Concentration Distribution for Hypothetical 
Case #8

X DIRECTION IHETERSI
0.0 337.T 16<H.O 3806.9 6193.1 6306.0 96(5.3 1CCCC.C

CCKCENTRATIONIHC/CL.H)

Z DIRECUCh » 15C.0 P

V—(64.4 F 0.0 0.0 0.0 C.O C.C C.C c.c c.c
3—119.1 P C.O C.O 0.0 0.0 0.0 o.c o.c c.c
Y—584.1 N c.c c.c C.C C.O C.O 0.0 0.0 0.0
Y« 0.0 K 35.45 22.36 11.81 1.08 c.c c.c c.c c.c 0 —• 0 min
Y» 284.1 F
Y« 519.1 M

C.O
C.C

C.68
C.C

1.93 
C.C

0.3<t 
C.O

C.O
C.O

0.0
0.0

C.C
O.C

c.c
0.0 n = 10 min

Y« 664.4 P 0.0 0.0 0.0 C.O C.O 0.0 o.c o.c

Y —£64.4 P 0.0 0.0 0.0 0.0 c.c C.C c.c c.c
Y—519.1 P C.O 0.0 0.0 0.0 0.0 C.O o.c 0.0
Y—564.1 M c.c C.C C.C C.O c.c 0.0 o.c 0.0 0 — 5 min
y» o.o p 35.45 33.13 19.83 5.07 c.c c.c c.c c.c q — 15Y= 264.1 P C.C 1.53 4.78 2.84 o.c 0.0 c.c c.c
Y» 519.1 H c.c C.C C.C C.O 0.0 0.0 o.c 0.0
Y» 664.4 P 0.0 0.0 0.0 C.O c.c c.c c.c c.c

Y—(64.4 F C.O C.O 0.0 0.0 0.0 0.0 o.c c.c
Y—519.1 N C.C C.C C.C C.O C.O 0.0 o.c o.c 10Y^-284.1 P 0.0 C.O 0.0 C.O C.O C.O c.c c.c 0 ■— mm
Y- C.O P 35.45 32.60 23.57 9.19 1.23 0.0 c.c c.c n — 20 minY« 564.1 y C.C 1.55 7.64 7.40 1.72 0.0 o.c o.c
Y« 519.1 M 0.0 0.0 0.0 C.O C. 12 C.O o.c 0.0
Y» 664.4 P C.O C.C 0.0 C.O C.C c.c c.c c.c

Y—664.4 N C.C C.C C.C C.O C.C 0.0 o.c o.c
V=-519.1 P 0.0 0.0 0.0 C.O C.C 0.0 o.c c.c
Y—284.1 P C.O c.c 0.0 C.O 0.0 0.0 o.c c.c 0 — 20 minY» C.O P. 35.45 32. 77 22.15 1C.86 3.87 0.79 0.16 0.06
Y» 284.1 P 0.0 2.33 9.6C I<u26 9.68 3.3C 0.82 0.45 Q - 30 min
Y- 519.1 P 0.0 c.c 0.0 C .04 3 « < 9 2.C5 C.5 9 C.33
Y« (64.4 P c.c C.C 0.0 0.0 0.0 0.21 0.14 o.cs

Y —664.4 P" C.O C.O 0.0 0.0 0.0 0.0 c.c c.cY—519.1 P c.c c.c C.O C.O C.O 0.0 o.c o.cY—284.1 P 0.0 C.O C.O C.O C.C 0.0 c.c c.cY* C.O F 35.45 32.71 22.29 9.92 2.65 O.C c.c c.c 0 40 mm
Y« 264.1 P c.c 2.29 9.71 14.60 12.15 0.0 0.0 c.c fi — 50 minY* 519.1 P 0.0 0.0 0.0 0.12 6. 76 C.C 0.0 0.0Y» <64.4 F C.O 0.0 0.0 C.O C.C c.c c.c c.c

Y — 664.4 F C.O 0.0 0.0 0.0 0.0 O.C c.c o.cY—119.1 H c.c C.C C.O C.O 0.0 0.0 o.c o.cY«-284.l N 0.0 0.0 0.0 C.O C.C C.O o.c 0.0 80Y« C.O F 35.45 32.71 22.28 9.92 2.64 c.c c.c c.c 0 — mm
Y» 264.1 F •c.c 2.28 9.73 14.57 12.21 0.0 o.c 0.0 Q 90 minY- 519.1 p c.c 0.0 C.O 0.10 6.79 0.0 o.c 0.0Y« 664.4 P C.O C.O C.O C.O C.C c.c c.c c.c
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Table 6.7 Concentration Distribution for Hypothetical 
Case #8

X DIRECTION (METERS)
C.O 337.7 169*1.C 3806.9 6193.1 8306.0 9667.3 IOCCO.0

CCNCENTRAT ION(MCZCU.M)

C.O H2 CIRECT1CN •

Y—664.A M 0.0 0.0 0.0 0.0 c.c 0.0 0.0 0.0
Y.-519.1
Y—284. 1

V C.O
C.O

C.O
0.0

0.0
0.0

C.O
0.0

c.c
0.0

c.c
0.0

c.c
o.c S'.o 0 = 0 min

¥« 0.0 M C.O c.c C.O C.06 C.O 0.0 o.c 0-° fl = 10 min1* 284.1 R 0.0 0.0 0.0 0.01 c.c c.c c.c c.c
7* 119.1 C.O 0.0 0.0 0.0 0.0 0.0 o.c c.c
V« 664.4 C.O c.c C.O C.O 0.0 0.0 0.0 0.0

¥*-664.4 H 0.0 0.0 0.0 C.O C.O 0.0 OeC 0.0
¥ — 519.1 N C.O o.c 0.0 C.O c.c c.c C.C C.C „ .
¥*-284.1 N C.O c.c 0.0 0.0 0.0 0.0 O.C o.o 0=5 mm
¥* 0.0 f*
¥= 284.1 M

C.O
C.O

0.0
0.0

0.0
0.0

0.27
C.ll

0.0
C.C

0.0
c.c

o.c
c.c fl = 15 min

¥= 519.1 M c.c C.O 0.0 0.0 0.0 0.0 c.c ole
¥* 864.4 >• C.O c.c c.c C.O C.O o.c o.c 0.0

V — tt'i.A M C.O O.C 0.0 C.O c.c C.C c.c C.C
¥ — 519.1 » c.c c.c 0.0 0.0 0.0 o.c c.c C.C
¥*-284.1 X c.c c.c c.c C.O o.c 0.0 o.c o.o 0 = 10 min
¥* 0.0 M 0.0 0.0 C.O 0.63 C.13 c.c c.c
¥= 284.1 V c.c c.c 0.0 0.44 0.16 0.0 c.c c.c fl = 20 mm
¥* 519.1 M c.c c.c C.O C.O 0.0 0.0 o.c o.c
¥* 664.4 P 0.0 0.0 0.0 C.O c.c C.O o.c c.c

¥ — 664.4 P C.O C.O 0.0 0.0 0.0 0.0 c.c c.c¥*-519.1 P 
¥ — 284.1 8

C.O 
0.0

c.c
0.0

C.O
C.O

C.O
C.O

0.0
C.C

0.0
C.C

o.c
c.c

0.0 
c.c 0 =: 20 min

¥• C.O P 0.0 0.0 C.O 0.96 0.84 0.14 c.c c.c fl —- 30 min¥• 284.1 M c.c C.C4 c.c 1.21 1.84 0.4 7 o.c o.c
¥• 519.1 P 0.0 0.0 0.0 0.06 C.49 0.26 0.C1 0.0
¥* 664.4 * C.O C.O 0.0 C.O c.c 0.0 1 0.C1 C.C1

¥ — 664.4 P C.O 0.0 0.0 C.O c.c C.C c.c C.C
¥*-519.1 v c.c C.O 0.0 0.0 0.0 0.0 C.C c.c 40 •
¥*-284.1 M c.c c.c C.O C.O 0.0 0.0 o.c 0.0 0 mm
¥• 0.0 P 0.0 C.C 0.0 0.80 C.74 C.C C.C c.c fl 50 min¥• 284.1 P c.c C.C 0.0 1.17 3.26 0.0 c.c c.c
¥* 519.1 P c.c c.c C.O C.02 1.77 0.0 o.c ■ 0.0
¥• 664.4 P 0.0 0.0 0.0 C.O C.C 0.0 o.c c.c

¥—664.4 M 0.0 0.0 C.O C.O C.C c.c c.c c.c
¥*-519.1 P 0.0 c.c C.O 0.0 0.0 0.0 c.c o.c
¥ — 284.1 M c.c c.c c.c C.O C.O 0.0 o.c 0.0 0 — 80 min
¥• 0.0 P
¥• 284.1 M

o.o
C.O

0.0
C.O

0.0
0.0

0.80
1.18

C.73
3.26

o.c
C.O

o.c 
c.c

c.c
c.c fl 90 min

¥- 519.1 P c.c c.c c.c C.03 1.76 C.O o.c o.c
¥• 664.4 u 0.0 0.0 C.O 0.0 C.O 0.0 o.c 0.0
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Case #9Case #4

1 CiUtClICk UIUMSI1 tlltCIICIk <F<T<»1)

KCCC.C 0.0 1)0.1 ms.i K<9.9Mtl.Jin*.c 46**.• I0C0.C

CCkCfM»*HCMFG/Cl.H<C*CfM»»TIClKFC/CU.FI

t citecrtcN • 110.0 *

0.0 0 c.c 0
■SIM. I 0.0 0.0 0.01 o.oe 0.0

C.IC
c.co 0.01

c.o C. 10
O.Q

0.0 0 0

I CI*(C11Ck •

c.oo.cc.o•4t* .4 V
0.0c.o

0.0C.C2
0.00.0

0.0c.c?0.0
0.0

0.0c.o

t OflCCTICfc •

c.o 0.0
o.co.c

0.00.0

o.c 0.0 0.0 c.o0.0
0.0$11.1 V

0.0

i eiacciiON

c.c c.oc.c 0.0 0.0 0.0 c.c0.00.0 0.0c.o c.o

c.oc.co
0.0c.o

o.c
0.0

0.0 0.0 c.o0.0

1044.110.0 414.10 0.0$411.14 1400.54Cfica/Stci*

o.c
0.0

c.o 
c.o

0.0
0.0

c.o
0.0

0.0
0.0

0 
0

c.o 
0.0

0.0
0.0

0.0 
0.0

0.0 
c.o

0.0 
0.0

0.0 
c.o

0.0 
c.c

0.0
c.c
0.0

c.o 
0.0 
0.0

0.0
0.0

c.o
c.o
c.o

0.0
c.c
c.c

c.c 
c.c

c.o 
c.o

c.o
0.0

0.0
0.0

o.c 
c.o

0.0
0.0 
c.o

e.o 
c.o 
c.o 
0.0

0.0
0.0

0.0 
0.0

0.0 F
244.1 F

c.o 
0.04

min) 
min)

0.0 
c.o •

C.04 
0.0

C.O 
0.0 
c.co 
O.OT 
0.00 
c.o
c.o

c.co 
c.o 
c.o

>404.1 4113.1 IKi.C

Table 6.8 Concentration Distribution 
(0=0 
(fi = 10

1 01t£€1IC4 • 9(5.C F

$•-444.4 • C.O C.O 0.0 0.0 0.0 0.0 o.c c.c c.o c.o 0.0 0.0 0.0 0.0 c.c c.c
v—lil.l W C.C c.c c.o c.o c.o 0.0 0.0 0.0 c.o c.c c.o c.o 0.0 0.0 o.c o.c
$•-244.1 F 0.0 0.0 0.0 0.0 c.o 0.0 c.c c.c 0.0 0.0 0.0 c.o c.c c.o c.c c.c
$• C.O ► C.O c.o 0.0 c.o 0.0 0.0 o.c c.c c.o c.o 0.0 c.o 0.0 O.Q c.c c.c
1- >14.1 F C.C c.c c.o c.o 0.0 0.0 0.0 0.0 c.o c.c c.o c.o 0.0 0.0 c.c c.c
$■ $11.1 R 0.0 0.0 0.0 0.0 c.o 0.0 0.0 0.0 0.6 0.0 0.0 c.o c.o 0.0 o.c 0.0
$• 444.4 F C.O 0.0 0.0 c.o c.c c.c c.c c.c 0.0 0.0 c.o c.o c.c c.c c.c c.c

1 Ci*(CTtOli • 412.1 *

$•-144.4 M C.C c.c c.c c.o c.c 0.0 0.0 0.0 c.o c.c c.c c.o c.o 0.0 o.c c.c
$•-$14.1 * 0.0 0.0 0.0 c.o c.c 0.0 0.0 0.0 0.0 0.0 0.0 c.o c.c 0.0 o.c 0.0
$ — 244.1 F C.o c.o 0.0 c.o c.c c.c o.c o.c 0.0 0.0 0.0 c.o C.C c.c c.c c.c
$• O.C F c.o c.c 0.0 0.0 0.0 0.0 o.c 0.0 c.c c.o 0.0 0.0 c.o 0.0 o.c c.c
$• 244.1 F C.O 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.o 0.0 0.0 c.o c.c c.o c.c 0.0
$• $11.1 F C.O c.o 0.0 c.o c.c c.c c.c c.c c.o 0.0 0.0 c.o c.c c.c c.c c.c
$• 444.4 F C.O c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.o 0.0 0.0 0.0 c.o c.c c.c

1 CI*tCI8C4 • 414.7 F

$•-444.4 F 0.0 0.0 0.0 0.0 c.o 0.0 o.c 0.0 0.0 " 0.0 0.0 c.o c.c 0.0 o.c 0.0
$ — 511.1 F C.O c.o c.o c.o c.c c.c c.c c.c c.o 0.0 0.0 c.o c.c c.c c.c c.c
$ — 244. 1 F C.C c.o 0.0 0.0 0.0 0.0 o.c 0.0 c.o c.o 0.0 0.0 0.0 0.0 o.c o.c
$« 0.0 F c.c c.c c.c c.o c.o 0.0 o.c 0.0 c.o c.c c.o c.o c.c o.c o.c o.c
$• 284.1 F 0.0 c.o c.o c.o c.c c.c c.c c.c 0.0 0.0 0.0 c.o c.c c.c c.c c.c
$• 511.1 • C.O c.o c.o 0.0 0.0 0.0 o.c o.c c.o c.o 0.0 0.0 0.0 c.o c.c c.c
$• 444.4 ■ C.C c.c c.o 0.0 0.0 0.0 o.c 0.0 c.o c.c c.o c.o c.o 0.0 o.c o.c

I 0l*ECTiC4 • >59.0 F

$*-46*.4 F C.O 0.0 0.0 c.o c.c c.c c.c c.c 0.0 c.o 0.0 c.o c.c c.c c.c c.c
$•-511.1 » C.O c.o 0.0 0.0 0.0 0.0 c.c c.c c.o C.Cl 0.08 0.06 o.c o.c c.c c.c
$—<84.1 F C.c c.c c.o c.o 0.0 0.0 0.0 0.0 c.c c.43 1.2C C.51 c.o 0.0 c.c 0.0
$• 0.0 F 0.0 0.0 0.0 0.0 c.c c.c c.c c.c 0.0 0.00 0.04 C.03 c.c c.c c.c c.c
>• 244.1 F O.C c.c 0.0 0.0 0.0 0.0 o.c c.c 0.0 c.o c.o 0.0 0.0 c.o c.c c.c
$• 511.t F C.C c.c c.o c.o c.o 0.0 o.c 0.0 c.o c.c c.c c.o c.o 0.0 o.c c.c
$• 464.4 F 0.0 0.0 c.o c.o c.o 0.0 o.c c.c 0.0 0.0 0.0 c.o c.c 0.0 o.c c.c

1 nuiciicfc ■ 252.5 F

$—444.4 F C.C C.O 0.0 0.0 0.0 0.0 o.c c.c c.o c.o 0.0 c.o 0.0 0.0 c.c c.c
$—511.1 f C.C c.c c.c c.o 0.0 0.0 o.c 0.0 c.c c. i$ C.54 C.23 c.c 0.0 c.c c.c
$■-284.1 F 0.0 0.01 o.oe C.03 c.c 0.0 c.c c.c 21.27 13.«8 1.36 2.13 c.c o.c c.c c.c
$• C.C F c.o 0.83 1.74 C.H 0.0 0.0 o.c c.c c.o O.IC C.H C.14 0.0 0.0 c.c c.c
$• 244.1 F C.C C.C1 c.ce C.03 c.o 0.0 o.c o.c c.c c.c c.c c.o c.c 0.0 o.c c.c
$• SiM.l * 0.0 0.0 0.0 c.o c.c 0.0 o.c 0.0 0.0 0.0 0.0 c.o c.c o.c c.c 0.0
$• 464.4 F C.o C.O 0.0 c.o c.c c.c c.c c.c 0.0 0.0 0.0 c.o c.c c.c c.c c.c



Table 6.8 Continuation
(9 = 10 min) 
(fi = 20 min) •• 

i oufciKM iFtrensi

t.e ui*.o leoi.i iHt.c icccc.c o.o

111

i cmtCTick inreesi 

no a usi.2 ion.! *114.1 <<4*.f tccc.c

COhCeNTMTiONINC/CUFl CC*Cfkr*aT!CKI^C/CL.*)

1 ClWfCftC* • 505.0 N

1«-t<4.4 F 
••

C.C
0.0

'c.c 
0.0

c.o 
c.o

0.0 
c.o

0.0
c.o

0.0
0.0

0.0
0.0

0.0
0.0

c.o
c.c

c.c 
c.c

0.0 
c.c

0.0 
c.o

0.0 
o.co

0.0 
o.co

c.c 
o.c

c.c
0.0

1—214.1 w c.o c.o 0.0 c.o c.c c.c o.c c.c 0.0 0.0 c.o c.o C.C2 c.tc c.c c.c
>■ C.C * c.o c.o 0.0 0.0 c.o 0.0 0.0 0.0 0.0 C-0 0.0 0.0 o.co o.co c.c c.c
»• 204.1 * c.o 0.0 0.0 c.o 0.0 0.0 0.0 0.0 c.c c.c c.o c.o 0.0 0.0 o.c c.c
>• 511.1 * c.o 0.0 0.0 c.o c.c C.C c.c c.c 0.0 0.0 0.0 c.o c.c 0.0 o.c c.c
1- <<4.4 R c.c c.c 0.0 0.0 0.0 0.0 0.0 o.c 0.0 0.0 0.0 c.o 0.0 0.0 c.c c.c

i cuecuci 412.1 p

1.-464.4 * 0.0 0.0 0.0 . 0.0 c.o 0.0 0.0 0.0 c.c c.c c.c c.o c.o 0.0 o.c c.c
1—511.1 * c.o c.o c.o c.o c.c c.c c.c c.c 0.0 0.0 0.0 0.0 . c.co o.co c.c c.c
1—214.1 F c.o c.c c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.o 0.0 C.01 o.co c.c c.c
1* 0.0 W c.c c.c c.c c.o c.o 0.0 o.c 0.0 c.c c.c c.c c.o c.co 0.00 C.C c.c
1* 204.1 P 0.0 c.o 0.0 c.o c.c c.c c.c c.c 0.0 0.0 0.0 c.o c.c o.c o.c 0.0
>• 511.1 * c.o c.o 0.0 0.0 0.0 0.0 o.c c.c 0.0 c.o 0.0 c.o c.c c.c c.c c.c
V« 444.4 R c.c c.c c.o c.o 0.0 0.0 0.0 0.0 c.o c.c 0.0 0.0 c.c 0.0 o.c c.c

2 01*ECTICI 411.1 P

1.-444.* * c.o c.o 0.0 c.o c.c c.c c.c c.c 0.0 0.0 0.0 c.o c.c c.o o.c O.o
l—'ll.l » c.o c.o 0.0 0.0 0.0 0.0 c.c o.c c.o c.o 0.0 c.o c.ci C.C 1 c.c c.c
1—204.1 * c.c c.c c.c c.o 0.00 0.0 o.c 0.0 c.o c.o 0.0 0.0 0.C3 0.C3 c.c c.c
!• 0.0 P 0.0 0.0 0.0 0.0 C.C2 c.c c.c c.c c.o 0.0 0.0 0.0 c.co O.CO o.c 0.0
1- 284.1 p 0.0 c.o c.o 0.0 0.00 0.0 o.c c.c c.o c.c 0.0 c.o c.c c.c c.c c.c
!• 5H.1 P c.c c.c c.o c.o c.o 0.0 o.c 0.0 c.o c.o 0.0 0.0 c.o c.o C.C c.c
T» 464.4 P 0.0 0.0 c.o c.o c.c 0.0 o.c c«c c.o c.c c.c c.o c.c 0.0 o.c 0.0

325.C I*i OCI'CTICh ■

1*-Ct4.* p c.c c.o 0.0 0.0 0.0 0.0 c.c c.c 0.0 0.0 0.0 c.o c.c c.c c.c c.c
1—5H.1 P c.c c.c c.o c.o 0.0 0.0 0.0 0.0 c.o C.CI 0.14 0.16 0.28 0.C7 o.c c.c

0.0 0.0 c.o c.o c.co 0.0 c.c c.c c.o C.ll 2.26 2.87 1.55 0.3C o.c 0.01* c’c p c.o c.c c.o 0.0 0.02 0.0 o.c c.c 0.0 c.oi 0.08 C.22 c. u C.C4 c.c c.c
1» 284.1 P c.c c.c c.c c.o o.co 0.0 0.0 0.0 c.o c.c 0.0 0.0 c.o c.o c.c c.c
1* 111.1 p 0.0 0.0 c.o 0.0 o.c 0.0 o.c 0.0 c.c c.c c.c c.o c.c 0.0 o.c 0.0
1* 644.4 P c.o c.o c.o c.o c.c c.c c.c o.c 0.0 0.0 0.0 c.o c.c c.c c.c c.c

I C14ECTIC4 ■ 252.5 *

1—664.4 P c.c c.c c.o c.o c.o 0.0 o.c o.c c.o c.c 0.0 0.0 0.0 c.c c.c c.c
14-5W.I ■ 0.0 0.0 0.0 c.o c.c 0.0 o.c 0.0 c.c C.25 l.Cl 1.32 C.M 0.15 o.c 0.0
1—26*.1 P c.o C.CI 0.11 0.37 C.ll c.c c.c c.c 21.27 20.Cl It.73 10.75 4.C8 C.65 c.c c.c
1* c.c * c.o I.03 4.00 J.80 c.ll 0.0 o.c 0.0 c.o C.ll 0.5C o.ao 0.47 c.to c.c c.c
1* 284.1 F c.o 0.01 0.11 0.37 0. 13 0.0 o.c 0.0 c.c c.c c.c c.o c.o 0.0 o.c c.c
1- 111.1 p c.o c.c c.o c.o c.c c.c c.c c.c 0.0 O.C c.o c.o c.c c.c c.c c.c
1« <64.4 P c.o c.c 0.0 0.0 c.o 0.0 o.c 0.0 0.0 o.c 0.0 c.c 0.0 0.0 c.c c.c

I CIR6C11CK • 15C.0 F

1—444.4 *1 0.0 0.0 c.o c.o c.o 0.0 o.c 0.0 c.o c.c c.c c.c c.o c.o o.c c.c
1—511.1 P c.o c.o c.o c.o c.c c.c c.c c.c 0.0 0.01 0.13 C. 36 C.2P C.C7 c.c c.c
1»-2t4.l P c.c C. 10 1.11 1.20 0.31 0.0 o.c 0.0 c.o C.55 2.25 2.87 1.55 C.1C c.c c.c
1* C.C p 35.41 32.12 25.44 12.27 2.14 0.0 o.c 0.0 c.c C.CI c.ce c.22 C.18 0.04 c.c c.c
T» 284.1 N 0.0 C.JO 1.11 1.20 C.31 c.c c.c c.c 0.0 0.0 c.o c.o c.c c.o c.c 0.0
1* 111.1 p c.o c.o 0.0 0.0 0.0 0.0 c.c c.c c.o 0.0 0.0 c.o c.c c.c c.c c.c
1« 664.4 P c.c c.c c.c c.o 0.0 0.0 o.c 0.0 c.c c.c 0.0 0.0 c.o 0.0 o.c c.c

I 0l*ECTtC4 • 65.1 P 1

1*-644.* p C.O 0.0 0.0 c.o c.c c.c c.c c.c 0.0 0.0 c.o c.o c.c c.o o.c 0.0
1—511.1 P C.o c.o 0.0 0.0 0.0 0.0 o.c c.c c.o 0.0 c.o c.o C.CI C.CI c.c c.c
1 — 284.1 N C.C C.CI C.21 C.41 C. 15 0.0 0.0 0.0 c.o c.c 0.0 0.0 c.c* C.OI o.c c.c
1* 0.0 F 0.0 1.73 5.11 4.16 l.C* c.c c.c c.c c.o 0.0 0.0 c.o c.co o.cc c.c o.c
1- 264.1 r C.C C.OI 0.21 0.41 0.15 0.0 o.c c.c 0.0 0.0 0.0 c.o c.c c.c c.c c.c
1« 511.1 * C.c ‘ C.C c.o 0.0 0.0 0.0 o.c 0.0 c.o c.c 0.0 0.0 0.0 , 0.0 c.c c.c
1* 464.* p 0.0 0.0 0.0 c.o 0.0 0.0 o.c c.c c.o c.c c.o c.o c.c 0.0 o.c 0.0

t CI4CCTIC4 • 12.1 p •

1—664.* p C.o c.o 0.0 0.0 0.0 0.0 o.c c.c 0.0 0.0 0.0 c.o c.c c.c c.c c.c
1 — 511.1 F C.c c.c c.c c.o 0.0 0.0 0.0 0.0 c.o c.o 0.0 0.0 0.0 c.o o.c c.c
7»-264.l F 0.0 0.0 0.0 C.OI 0.C4 0.0 c.c c.c c.o c.c c.o c.o c.c o.co o.c 0.0
>• C.C p c.o c.o c.o 0.10 0.24 0.0 c.c c.c 0.0 c.o 0.0 c.o c.c c.c c.c c.c
>• 284.1 R C.C c.c c.o C.OI c.o* 0.0 o.c 0.0 c.o c.c 0.0 0.0 0.0 o.c c.c c.c
1* m.t p 0.0 0.0 0.0 c.o c.o 0.0 o.c 0.0 c.c c.c c.o c.o c.c 0.0 o.c 0 .0
1» 664.* P C.O c.o 0.0 c.o c.c c.c c.c c.c 0.0 0.0 0.0 0.0 c.c c.c c.c c.c

* 1 CUIC1 ION ■ 0.0 *

1—664.4 p C.C c.c c.o c.o 0.0 0.0 o.c 0.0 c.o c.c c.o 0.0 0.0 0.0 c.c c.c
i—ma ■ o.o 0.0 0.0 0.0 c.o 0.0 0.0 0.0 c.o c.c c.c c.o c.c 0.0 o.c c.o
1«-2<4.t » C.O 0.0 0.0 C.06 C.CI c.c o.c o.c 0.0 0.0 c.o c.c c.c c.c c.c c.c
1e 0,0 F C.C c.o 0.0 C.81 0.20 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.o c.c c.c
1* 214.1 ■ C.O 0,0 0.0 O.CI C.CI 0.0 0.0 0.0 c.o c.c c.c c.o c.c 0.0 o.c c.c
i* in.i f c.o 0.0 0.0 c.o c.c c.c c.c- c.c 0.0 0.0 c.o c.o c.c c.o o.c c.c
>• <64.* * C.O c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.o 0.0 0.0 c.c c.c

OxlC*/StC>« *111.1* 5021.41 52U.C* >>*1.53 102,10 0.0 0.0 0.0 * 1111.04 1014.44 >101.22 24*5.00 12*0.11 23iai c.c c.c
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Table 6.8 Continuation

. (0 = 20 min)
■ DllllCTlOk ( fi = 30 min)

€.0 I1T.1 U14.0 JC0&.9 4H1.I I104.0 ICCCC.O C.O

1 OtRECHCN (ffl(itS)

170.1 115S.1 30*5.$ *$$*•$ 44**.1 7715,$ ICCC.C

CCHCCNXIIAIIOMINC/CI.N) CONCtMMXTlCMNC/Cl.N ) 
••••••e«e»e«eeeeee.4ee

I CiatCIIC* • 5C5.0 0

$•-44*.* * 0.0 0.0 C.O 0.0 c.o 0.0 0.0 0.0 0.0 0.0 0.0 c.o c.c c.o o.c 0.0
i«-$iia » c.o c.c 0.0 c.o c.c c.c c.c c.c 0.0 0.0 c.o c.c C.Cl C.Cl C.Cl C.Cl
1 — it*.l F c.o c.o 0.0 0.0 0.0 0.0 o.co o.cc c.o c.o 0.0 0.0 0.0$ 0.0* o.c* 0 c *
1« 0.0 * c.c c.c c.o 0.0 c.o 0.0 o.co 0.00 c.c c.c c.c c.o C.Cl c.oi o.ci 0 .0 I
$• 24*.1 * 0.0 c.o 0.0 c.o c.c c.c c.cc o.cc 0.0 c.o c.o c.o c.c C.C c.c c.c
i« tii.i r c.o c.o 0.0 0.0 0.0 0.0 c.c c.c c.o c.o 0.0 0.0 0.0 0.0 c.c C eC
T« 44*.* F C.O c.c c.o c.o c.o 0.0 0.0 0.0 c.c c.c c.c c.o 0.0 0.0 o.c 0.0

I CI44C7IC4 ■ *12.1 r

i«-ee*.* f c.o 0.0 0.0 c.o c.c c.c c.c c.c c.o 0.0 0.0 c.c c.c c.c c.c
1 — tll.l F C.o c.o 0.0 0.0 0.0 0.0 c.c c.c c.o c.o c.o 0.0 . o.ot 0.01 c.c t C.Cl
1—244.1 F C.C c.c c.o c.o 0.0 0.0 o.co 0.00 c.c c.c c.c c.o c.o? 0.C6 0.C5 0 .0 •
1« 0.0 F 0.0 0.0 0.0 0.0 c.c c.c c.cc c.cc 0.0 0.0 0.0 c.o C.Cl C.Cl C.Cl C.Cl
$• 24*.1 F C.O c.o 0.0 0.0 0.0 0.0 c.cc o.cc c.c c.o 0.0 0.0 0.0 0.0 c.c c.c
T» 511.1 r C.C c.c c.o c.o c.o 0.0 o.c 0.0 c.o c.c c.c c.o 0.0 0.0 o.c C eC
1« 46*.* F 0.0 0.0 0.0 c.o c.o 0.0 o.c c.c 0.0 0.0 0.0 c.o o.c 0.0 o.c c.c

I OIHtCTICN • *21.7 R

I CtatCtICk • 252.5 F

V-<<*.♦ F 
1e-in.l R

c.o
c.c

c.o 
c.c

0.0 
c.o

0.0
0.0

0.0
0.0

0.0
0.0

o.c 
o.c

c.c
o.c

c.o 
c.o

c.o 
c.c

0.0
c.c

0.0 
c.o

0.0 
C.C2

0.0 
0.08

c.c
c.c ?

c.c

1—28*.1 F 0.0 0.0 c.o c.o C.Cl c.co c.cc c.cc 0.0 0.0 c.o c.o C.12 0. 32 c.;?
1* C.O F c.o c.o c.o c.o 0.07 0.02 O.CI C.Cl 0.0 c.o 0.0 0.0 0.01 C.C5 c.c* c.c*
$• 24*.1 F c.c c.c c.c c.o 0.01 0.00 o.co o.cc c.c c.c c.o c.c c.o 0.0 o.c c c
1« 511.1 v 0.0 0.0 c.o 0.0 c.o 0.0 o.c 0.0 0.0 0.0 c.o c.o c.c c.o o.c 0.0
1» 46*.* » c.o c.o 0.0 0.0 c.c c.c c.c o.c 0.0 0.0 0.0 c.c c.c c.c c.c c.c

I cietaic# 355.0 R

lF-t<*.* F c.c c.c c.o c.o 0.0 0.0 0.0 0.0 c.o c.c c.o c.o C.O 0.0 o.c
lF-519.1 R 0.0 0.0 0.0 c.o c.c 0.0 o.c 0.0 0.0 0.01 0.13 C.*2 c.72 0.46 O.*7
1—284.1 N c.o c.o 0.0 c.o c.c* C.C5 C.C2 C.Cl 0.0 C.50 2.2C 3.*2 2.71 2.7? 1. >2
IF C.C H c.c c.o 0.0 c.o 0.25 0.26 0.10 o.cc c.o c.co 0.08 C.26 C.*6 0.*l O.M
$F 2*4.1 R c.o 0.0 c.o c.o c.c* 0.05 0.C2 0.01 c.o 0.0 c.o c.o c.c o.c o.c 0.0
>• 511.1 F c.o c.o 0.0 c.o c.c c.c c.c c.c c.o c.o c.o c.c c.c c.c c.c c.c
$■ «*.* R c.o c.o 0.0 0.0 0.0 0.0 0.0 0.0 c.o c.o 0.0 0.0 0.0 o.c c.c c.c

T«>6&*.* * 0.0 0.0 0.0 c.o c.c 0.0 o.c 0.0 0.0 0.0 c.o c.o c.c c.o c.c 0.0
1 — 511.1 » c.o c.c 0.0 c.o c.c c.c c.c c.c c.o C.26 c.ie 1.5? l.g* l.*l
1— 24*.1 R c.c C.C2 0.17 0.51 0.76 0.11 0.12 0.C7 21.27 2C.U 16.45 12.67 5.86 1 e 4^ 2.1C
7- 0.0 ■ c.c i.ii 3.e* 5.85 *.16 2.00 0.55 0.32 c.c c.l* C.5e 0.15 141 c.12 0.6 I 0 5 *
1* 28*.1 F c.o C.02 0.1? 0.51 c.7t C.31 C. 12 c.c? 0.0 0.0 c.o c.c c.c c.c c.c c.c
IF 511.1 ► c.c c.c 0.0 0.0 0.0 0.0 o.c c.c c.o c.c c.o 0.0 o.c 0.0 c.c c.cIf <6*.* r c.c c.c c.o c.o c.o 0.0 0.0 0.0 c.o c.c c.c c.o c.o 0.0 o.c 0.0

2 CI4EC71C4 • 15C.0 »

1«-6t*.* R C.O O.C 0.0 c.o c.c c.c c.c
1 — 5H.I F C.C c.c 0.0 0.0 0.0 0.0 c.c
1—«e*.l ■ c.c C.22 1.1* 1.86 1.71 0.7) 0.21
IF n.f) F 35.45 32.1? 25.06 18.50 n.ci ■ . 7 * C • 5*
1« 36*.1 • C.C C. 32 l.l* 1.66 1.71 C.M o.a
IF 51-1.1 » C.c C.C c.c c.o 0.0 0.0 o.c
$F 66*.* » 0.0 c.o c.o c.o o.c C.C c.c

I DHCCriCR • 4$.3 F

>B-t<*.* • C.O C.O 0.0 0.0 o.o 0.0 c.c
iF-sna f c.c c.c c.c c.o 0.0 0.0 0.0
1—26*.t R 0.0 0.03 0.25 0.80 C.l) C.*l c. tc
If C.o f C.o 1.86 5.75 3.61 5.16 2.06 C.*5
1- 26*.1 F C.C C.Cl C.25 0.80 0.1) 0.41 0. 10
1* $11,1 F 0.0 0.0 0.0 C.O 0.0 0.0 0.0
If 66*.* F C.o 0.0 0.0 c.o c.c 0.0 o.c

I CI8ECUCR F 12.'l *

1e»4<*.* R C.C C.C c.c c.o c.o 0.0 o.c
1e-$11.| F 0.0 0.0 c.o c.o c.o 0.0 o.c
>•-21*.1 » C.O c.co 0.0 C.20 0.37 0.13 C.Cl
IF c.c f C.o c.c c.c 1.15 3.2) 0.61 o.ci
If 28*.t F 0.0 0.00 0.0 0.20 C.)7 0.1) O.CI
V $11.1 F C.O c.o 0.0 c.o C.C c.c c.c
$F it*.* F C.O c.o 0.0 0.0 0,0 0.0 0.0

t CI*(C1IC* F 6.0 F

1b»64*.* F 0.0 0.0 0.0 0.0 c.o 0.0 o.c
i»-$na f c.o r.o 0.0 c.o c.c c.c c.e
1— 2t*.l F C.O C.Cl 0.0 0.11 0.35 O.ll 0.0
$F o.o F C.C 0.0 c.o 1.41 2.C5 0.52 0.0
IF 281.1 F C.o 0.01 0.0 0.18 C.35 C.ll c.c
>f ma f c.o c.o 0.0 0.0 0.0 0.0 o.c
If 84*.* F C.O c.c c.o c.o 0.0 0.0 0.0

c.c 
o.c 
0.12 
C.5« 
C.li 
o.c

c.o 
c.o 
c.c 
0.0 
c.o 
c.c 
0.0

c.o 
C.Cl
C.5F 
0.00 
c.o 
c.c 
0.0

c.o 
O.ll 
2.11 
c.oe 
0.0 
c.c 
c.o

c.o 
0.42

C.26 
0.0 
c.o 
c.o

c.c
0.72 
3.71
o2o 
c.c
c.c

c.c 
0.6 1 2.11
C.*3 
c.c 
c.o 
c.c

c.c 
C.N? 1.16 C.il 
c.c 
o.c 
c.c

c.c 
O.*l 
1.51 
C.2( 
c.c 
c.c 
c.c

c.c c.o c.o 0.0 0.0 0.0 o.c c.c c.c
0.0 c.o c.c c.o c.c C.C) 0.01 0.C8 0.08
C.C5 0.0 0.0 0.0 c.o c.ie C. )« C. !C C.2?
oac 0.0 c.o 0.0 0.0 0.02 0.06 C.C5 C.C!
o.c* c.o c.c c.c c.o 0.0 0.0 o.c c.c
0.0 0.0 0.0 0.0 c.o c.c 0.0 o.c 0.0
c.c 0.0 0.0 0.0 c.c c.c 0.0 c.c c.c

0.0 c.o c.c c.c c.o c.e 0.0 o.c c.c
c.c 0.0 0.0 0.0 c.c C.Cl C.Cl O.CI C.Cl
c.c c.o 0.0 0.0 c.o 0.02 C.C) c.c* c.c*
0.0 c.o c.c C.C ' c.o c.co 0.01 O.CI C.C 1
0.0 0.0 0.0 c.o c.c c.c 0.0 c.c 0.0
c.c 0.0 c.o c.o c.c c.c C.C c.c c.c
0.0 c.o c.o c.o 0.0 0.0 0.0 o.c c.c

0.0 0.0 0.6 c.o c.o c.c c.o o.c 0.0
c.c 0.0 0.0 0.0 c.o c.cc c.cc C.C I C.Cl
o.c c.o c.o c.o 0.0 o.co 0.01 C.C) O.C !
0.0 c.o c.o c.o c.o o.cc C.CC o.co 6.01
c.c c.o 0.0 0.0 c.c c.e c.c c.c c.c
0.0 0.0 c.c 0.0 0.0 0.0 0.0 c.c c.c
0.0 c.o c,c €,0 c.o c.o 0.0 o.c 0.0

C1IC»/S(C>« *1*4.74 3100,7* 5047.IC $1*1.5* 741*.2) 1*10.44 310.11 214.1$ 2111.14 >0*3.10 3111.*7 3121.0$ 3012.41 3141.12 1383.C5 1141.71
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e oitfcitcx iFETe*ii

C.e U«4.o 1806.1 *113.1 1306.0 ItlS.

COkCfNT*<TIOH(NG/Cl.*l

1 €!»tcnc* • 5C5.6 »

1—66*.* M 0.0 0.0 0.0 C.O c.o c.o 0.0
1—511.1 » C.O 0.0 C.O C.O c.c c.c c.c
1—2<*.l w c.c ' C.O 0.0 0.0 0.0 0.0 o.co
1* 0.0 * c.c c.c C.C C.O c.c o.c 0.C1
7« 2e*.l » 0.0 0.0 0.0 0.0 c.c c.c c.cc
»• 5H.I • c.c C.O 0.0 0.0 0.0 0.0 o.c
1- 166.* " C.O c.c C.O C.O c.o 0.0 0.0

1 0!*tCT(C6 • *12.1 F

1—66*.* » C.O C.O 0.0 C.O c.c c.c c.c
i—m.i ♦ C.O C.O 0.0 0.0 0.0 0.0 o.c
1 — 27*.1 * c.c c.c c.c c.o. 0.0 0.0 o.co
1- 0.0 F 0.0 0.0 0.0 C.O c.c c.cc C.CI
1- 27*.1 F c.c C.O 0.0 0.0 0.0 0.0 o.co
1- 511.1 F c.c c.c C.O c.o c.o 0.0 o.c
1* **♦.* F 0.0 0.0 C.O 0.0 c.o 0.0 o.c

i CtetCltC* • *35.7 F

1—«*.* F C.O c.c 0.0 0.0 0.0 0.0 c.c
1—511.1 F c.c c.c C.O c.c 0.0 0.0 o.c
1—286.1 F 0.0 0.0 0.0 c.c c.ci 0.01 C.C3
1» C.O F C.O C.O 0.0 c.o 0.08 0.07 o.n
1- 276.1 F C.C c.c C.O c.o 0.01 0.01 0.C3
1- 5W.I F 0.0 0.0 C.O c.o c.c 0.0 o.c
1- <**.* F C.O C.O 0.0 c.o c.c c.c c.c

I CIRCCriCK • 355.0 *

1—<6*.* F c.c c.c c.c c.o 0.0 0.0 0.0
1—511.1 F 0.0 0.0 0.0 c.o c.o c.o o.c
1»-276.l F C.O C.O 0.0 c.c c.c* C.17 0.27
I* C.C * C.C c.c 0.0 0.0 0.31 0.86 1.16
1* 276.1 1 C.O 0.0 0.0 c.o C.C5 0.17 0.27
7- 511.1 F C.O C.O C.O c.o c.c c.c c.c
I* 666.6 N c.c c.c 0.0 0.0 0.0 0.0 o.c

I C1*FCT1C* • . 252.5 F

1— 66*.* F 0.0 C.O 0.0 c.o 0.0 0.0 0.0
1—511.1 W C.O C.O 0.0 c.o c.c c.c c.c
1e—26*.1 F c.c c.oi 0.18 0.57 0.9* 1.21 1.26
7> 0.0 * c.c I.C7 3.9C 5.72 6.10 6.03 5.92
1» 21*.1 * C.O C.C1 cae C.53 ca* 1.21 1.26
1- 511.1 F c.c c.c 0.0 0.0 c.o 0.0 C.C
1» <**.* • c.c c.c c.c c.o 0.0 0.0 0.0

I OIFECTICN • 15C.0 F

1««66*.* F C.O C.O C.O c.c c.c * c.c c.c
1— 511.1 F c.c c.c C.O 0.0 0.0 0.0 c.c
1—276.1 F c.c C.J1 1.16 1.72 2. 10 2.26 2. J*
1* 0.0 F 35.65 32.81 25.2C 18.21 n. 5? 11.17 K. 12
1- 376.1 F c.c C.H 1.16 1.62 2.10 2.26 2.2*
1- 513.1 F c.c C.C c.c c.o c.o 0.0 O.C
1* 666.6 " 0.0 0.0 0.0 c.c c.c C.C c.c

1 01RECTI0* • 75.3 F

1—66*.* F C.O C.C 0.0 0.0 0.0 0.0 o.c
1—511.1 F C.C C.C c.c c.o c.o 0.0 0.0
1—266.1 F 0.0 0.C2 C.27 0.77 1.21 1.5 7 1. 72
1« C.C F c.c 1.71 5.85 7.61 7.67 7.53 7.21
1* 2F6.X F C.C C.C2 C.27 C.77 1.21 1.57 1.72
»• 519.1 F 0.0 0.0 0.0 C.O c.o 0.0 O.C
1» <66.6 » C.O 0.0 0.0 c.o c.c 0.0 o.c

1 CI8CCTICK • 12.1 *

1—«*.* * C.O C.C C.O 0.0 0.0 0.0 o.c
• •’■519.1 » 0.0 0.0 0.0 c.o c.o c.o O.c
1—286.1 F C.O C.O 0.0 0.17 0.65 1.12 1.22
1* C.O F C.O C.C C.O 1.80 3.7* ♦ .90 ♦ .78
I* 28*•1 F 0.0 0.0 0.0 0.17 C.65 1.12 1.22
1- 511.1 F C.O 0.0 0.0 c.o C.C c.c C.C
1* <<*.♦ F C.O C.O 0.0 0.0 c.o 0«0 0.0

I CKtCIlCX • 0.0 F

•••66*.* ■ 0.0 0.0 e.o 0.0 c.o 0.0 0.0
1 — 311.1 F C.O C.O 0.0 0.0 c.c c.c c.c
1 — 276.1 F C.O C.O 0.3 0.15 0.6) i.to 1.20
»• 0.0 F C.O 0.0 0.0 1. * 6 3,51 ♦ .76 ♦ .6*
I- 26*.1 F C.O o.o C.O 0.15 ( . 6 3 lac 1.2C
1* 5H.I * C.O C.O 0.0 0.0 0.0 0.0 0.0
!■ 66*.6 F c.c c.c C.O 0.0 0.0 0.0 0.0

40. min)

c.o 270.1 1355.1 3095.S *95*.5 66*6.6 7725.1 KCC.C

CC*Cfkr*»TICN<FC/Cl .F 1

0.0 0.0 0.0 c.o c.c 0.0 o.c 0.0
c.o c.o 0.0 c.o C.CI C.CI c.o c.c ?
c.o c.c 0.0 0.0 0.05 0.06 0.C9 ca i
c.c c.c c.o c.o c.ci C.OI 0.C2 0.02
c.o 0.0 c.o c.o c.c c.c c.c c.c
c.o c.o 0.0 0.0 0.0 o.c c.c c.c
c.o c.c c.o c.o c.c 0.0 o.c 0.0

0.0 c.o 0.0 c.o c.c C.C c.c c.c
c.o c.c 0.0 0.0 0.01 C.C? C.C) c.c*
c.c c.c c.c c.o C.C7 C.C8 na? 0.13
0.0 0.0 0.0 c.o C.CI C.C 1 C.C2 ca;
c.o c.o 0.0 0.0 0.0 0.0 c.c c.c
c.o c.c c.c c.o C.O 0.0 o.c c.c
0.0 0.0 c.o c.o c.c c.c c.c c.c

c.o c.o 0.0 0.0 0.0 O.C c.c c.c
c.c c.c c.c c.o C.C2 oa i 0.17 oae
0.0 0.0 0.0 C.O C. 12 C.*5 C.e? c.ee
0.0 c.c 0.0 0.0 0.01 0.07 C. J1 c. u
c.o c.c c.c c.o c.o c.o c.c c.c
0.0 0.0 c.o c.o c.c 0.0 c.c 0.0
0.0 0.0 0.0 c.c c.c 0.0 c.c c.c

c.c c.c c.c c.o c.o 0.0 O.C c.c
0.0 0.01 0.12 0.62 c.73 C.9! 1.C2 l.C*
c.o C.57 2.2C 3.60 3.8* 3.8« ». .7 1!
c.c c.cc C.C8 C.26 C.66 0.61 O.e8 C.7C
0.0 0.0 c.o C.O c.c c.c o.c o.c
c.o 0.0 0.0 c.c c.c c.c ca c.c
c.o c.c 0.0 0.0 c.c 0.0 o.c o.c

0.0 0.0 0.0 0.0 c.c c.c o.c c.o
c.o 0.26 0.99 I.57 1.87 1.97 1.99 1.95

21.27 2C. t* 16.*8 12.61 9.FA 8.16 7.22
c.o oa* 0.57 C.”5 lae 1.28 1.12 Lil
c.o 0.0 0.0 c.o c.c c.c c.c c.c
c.o c.c 0.0 0.0 c.o C.ti c.c o.c
c.o c.c c.c c.o c.c 0.0 c.c 0.0

c.o c.o 0.0 c.o c.c c.c c.c c.c
c.o c.ot oa j 0.*2 C.7 J O.H 1 .C 3 l.C*
c.c C.*7 2.2C 3. 19 3,8* 3.86 3. )9 3.7?
0.0 c.co o.oe C.25 cae c.e i c.ee C.7C
c.o c.c 0.0 0.0 0.0 c.c c.c c.c
c.o c.c c.c c.o c.o 0.0 o.c 0.0
0.0 0.0 0.0 c.o c.c c.c c.c c.c

c.o c.c 0.0 0.0 c.o 0.0 c.c c.c
c.c c.c c.c c.o c.c* 0.13 0.20 0.22
0.0 0.0 0.0 c.c c.17 ca* C. 12 ca?
0.0 c.c 0.0 0.0 0.02 C.OI ca? ca*
c.c c.c c.c c.o c.c o.c c.c c.c
0.0 0.0 c.o c.o c.c c.c o.c c.c
0.0 0.0 0.0 c.o c.o C.C c.c c.c

c.o c.c c.c c.o c.c 0.0 o.c c.c
0.0 0.0 0.0 c.o C.C2 C.C) cae cae
c.o c.o c.o 0.0 0.05 oa i C. 19 C.4 1
c.c c.c c.c - c.o c.oi c.o? c.c* c.c*
0.0 0.0 0.0 c.o c.c o.c o.c u.o
c.o c.o 0.0 c.o c.c c.c c.c c.c
c.o c.c 0.0 0.0 c.c 0.0 c.c c.c

0.0 0.0 0.0 c.o c.c C.C o.c 0.0
c.o 0.0 0.0 c.o C.CI c.c? c.c* cae
c.o c.o 0.0 0.0 C.C2 0.08 oa* cae
c.o 0.0 0.0 c.o C.CI o.c? O.C) 0.0*
0.0 c.o 0.0 c.o C.C c.c c.c c.c
c.o c.o 0.0 0.0 0.0 o.c c.c o.c
c.o c.c c.c c.o c.c o.c c.c 0,0

CO = 
Cfi =

3 ICCCC.C

0.0 
c.c
o.cc 
o.oi 
c.cc 
c.c 
0.0

c.c 
c.c
0.00 
C.C2 
o.cc 
o.c 
c.c

c.c 
0.0 
C.C3 
C.l!
0.03 
0.0 
c.c

0.0 
0.0C.IS 
1.21 
0.21 
C.C 
0.0

0.0 
c.c 
1.31 
5.86 
1.31 
C.C 
0.0

c.c 
0.0 
2.3* 
i.ej 
2.3* 
O.C 
c.c

c.c 
0.0 
1.72 
7.C3 
1.75 
0.0 
C.C

o.c 
c.c 
1.2C 
*.11 
i.zc 
c.c 
0.0

0.0 
c.c 
i.n

ta> 
0.0 
0.0

CJII<*/ltC|e *111.7* 507*.3J 5136.57 5031.7* *1*0.68 *850.25 6626.11 *713.18 2111.8* 3031.01 3126.1) 3IU.6* 3C**.*8 302*.*2 2101.57 2*w*.5f



Table 6.8 Continuation

i cutcnc* nereis)

(0 = 80 min)
(Q .= 90 min)

*••• lllel 1806.1 6113.1 1306.0 1661.) 10000.0 c.o

114

V OHteCTtCN IFtTCRSI

110.1 1139.2 SOIS.S 6194.9 6644.0 3121\1 KCC.C

CC6Cf6ri»TICM*C/CU.F> COhCfuteAtirMNC/ci .*>

I OlOtCIIOH • 5(1.0 »

c.o 
c.c 
0.0 
0.0 
c.c 
o.o 
0.0

c.o 
c.c 
0.0 
C.c 
c.c 
0.0 
0.0

0.0 
c.c 
0.0 
c.o 
c.c 
c.o 
c.o

0.0 
c.o 
c.o 
c.o 
c.o 
c.o 
c.o

0.0
0.0 
c.c 
0.0 
c.o
c.o 
c.c

0.0
0.0
0.0
0.0
0.0
0.0
c.c

o.c 
o.c 
c.cc 
C.C1 
o.co 
0.0 
c.c

C.C 
0.0 
C.CC 
C.CI 
o.cc 
0.0 
o.c

0.0 
c.o 
c.o 
c.c 
0.0 
c.o 
c.c

0.0 
c.o 
c.o 
c.c 
c.o 
c.c 
c.c

o.c 
c.o 
0.0 
c.o 
0.0 
0.0 
c.c

c.o c.c C.O O.C 0.0
C.o C.CI c.ci C.CI C.C!
0.0 0.05 0.06 0.10 C.ll
C.o C.CI C.01 0.C2 0.C3
c.o c.c c.c c.c c.c
0.0 0.0 c.o c.c c.c
C.O C.O 0.0 O.c 0.0

1 CUtCHCN • 412.1 li

9-’<e4.4 W 
* 

9«-284.l w 
*• C.O R 
9* 2e*a *■ 
9* 519.1 * 
9» <64.4 F

c.c 
0.0 
c.o 
c.c 
c.o 
c.o 
c.o

c.c 
0.0 
c.c 
c.o 
0.0 
c.o 
c.o

c.c 
0.0 
c.o 
0.0 
c.o 
0.0 
0.0

c.o 
c.o 
c.o 
0.0 
c.o 
c.o 
0.0

c.o 
c.o 
c.c 
c.o 
c.c 
c.c 
0.0

0.0
0.0 
c.c 
0.0
0.0 
c.c 
0.0

c.o 
c.o 
c.c 
0.0 
c.o 
c.o 
0.0

c.c 
c.o 
c.c 
0.0 
c.c 
c.c 
0.0

0.0 c.o 
0.0 0.0 
c.c c.o 
0.0 c.o 
0.0 0.0 
c.o c.o
0.0 c.o

c.c c.c
0.01 0.02
0.C7 C.C8
C.CI C.CI
0.0 o.c
O.C 0.0
c.c c.c

c.c c.c
C.CI C.C4
0.12 0.1)
C.C2 C.C!
c.c C.C
o.c c.c
c.c c.c

2 CIHtCflCN • 431.1 P

9«-664.4 F 
9 — 519.1 w 
9*-e<4.1 * 
9* 0.0 f 
9« 264.1 F 
9« si;.! p 
V <64.4 •

0.0 
c.o 
c.o 
C.C 
0.0 
c.c 
c.c

0.0 
c.o 
c.c
c.c 
C.O 
c.o
c.c

0.0 
c.o 
c.o 
c.o 
0.0 
0.0 
c.c

I OUECItC* ■ 359.0 F

c.o 
c.o 
c.c 
0.0 
c.c 
c.c 
0.0

c.o 
c.o 
c.c 
0.0 
c.o 
c.c 
0.0

0.0 
0.0 
c.c 
c.o 
0.0 
c.c
0.0

0.0 
c.o 
0.0
c.o 
c.o 
0.0
c.o

c.o
0.0 
c.o 
0.0
0.0 
c.o 
c.o

c.c 
0.0
0.C5 
C.32 
0.05 
c.o 
c.o

c.c c.c c.c 
0.0 o.c c.c 
0.17 0.26 0.26 
C.66 1.12 UK 
0.17 0.26 c.ze 
0.0 0.0 0.0 
0.0 o.c c.c

c.o 
c.c 
0.0 
c.o 
c.c 
0.0 
c.o

c.o 
c.c 
0.0 
c.o 
c.c 
0.0 
0.0

0.0 
c.c 
c.o 
0.0 
c.c 
0.0 
0.0

0.0 
c.o 
0.0 
0.0 
c.o 
c.o 
c.o

0.0
C.C2 
C. 12 
0.01
0.0 
c.c
C.C

o.c 
oai

0.07 
0.0 
c.o 
0.0

c.c 
oas 
C.6 1 
C. 12 
c.c 
o.c 
c.c

c.o 
0.0 
c.o 
c.o 
0.0 
0.0 
c.o

c.c 
0.01 
C.57 
c.cc 
0.0 
c.c 
c.c

c.c 
oa?
2.2C 
c.ce 
c.o 
0.0 
0.0

c.o 
C.42

C.26 
c.o 
c.o 
0.0

o.c 
C.73 
1.84 
c.46 
c.c 
c.c 
c.c

c.o 
C.93 
3.86 
0.6 1 
c.o 
c.c 
0.0

o.c 
1.(3 
3.14 
o.ee 
c.c
c.c 
o.c

c.c 
l.C«

C.7C 
0.0 
c.c 
c.c

2 GIPECTIC* • 252.5 F

>•-<<4.4 F C.C c.o 0.0 0.0 0.0 0.0 c.c c.c 0.0 0.0 c.o c.o c.c 0.0 O.C O.C
>•-519.1 N c.c c.c c.c c.o c.o 0.0 o.c o.c c.o C.26 C.99 ■ 1.57 I .86 1.97 2.CC 2.CC
7—284.1 * 0.0 0.01 oae C.57 C.95 1.21 1.23 1.36 21.27 2C. 14 16,48 12.&3 9.85 4.1* 7. ?5 r a ?
>• C.C r c.o 1.C8 3.11 5.70 6.14 6.00 i.ei 5. U C.O 0.14 0.57 C.95 1.18 1.29 t. 23 1. 34
>• 284.1 F c.c C.CI cae C.57 C.95 1.21 I • 23 1.36 c.o 0.0 0.0 C.O C.C C.C C.C C.C
7* 919.1 * 0.0 0.0 c.o C.O c.c 0.0 O.C 0.0 c.o C.O 0.0 0.0 0.0 C.C C.C O.C
1* 664.4 • c.o c.o 0.0 C.O C.C C.C c.c O.C c.c C.C c.c c.o c.c C.C O.C 0.0

2 C1t£CTICfc • 150.0 *

c.c 
c.o 
1.16 

25.22
1.16 
c.o 
0.0

c.o 
c.o 
1.81 

16.18
1.81 
c.o 
0.0

0.0
0.0

9.69
2.29 
c.c
0.0

c.o c.o
C.C C.CI
C.C c.57
0.0 c.co
C.C C;C
c.c c.c
0.0 0.0

0.0 
0.13 
2.19 
0.08 
0.0
c.c 
0.0

c.o 
0.42 
2. 39 
C.26 
0.0
c.o 
c.o

c.c 
0.72 
2.64

C.O 
c.o 
c.c

c.c 
O.M 
3.87 
c.ei 
c.o 
0.0 
c.c

I CtFtCTICM •

9«-664.4 N 
9e-5l9.1 F 
9«-2*4.l M 
9* O.C N 
>• 2t*a r 
9* 519.1 p 
9« 664.4 F

0.0 
c.o 
c.c 
c.c 
0.0 
c.c 
c.c

i cipccuck «

c.o 
c.c 
c.c 
0.0 
c.o 
c.c 
0.0

i oiticnck •

c.c 
c.c 
0.0 
c.o 
c.c 
0.0 
c.o

61.3 P

0.0 
c.o 
C.C2 
lac 
0.02 
c.o 
c.c

c.o 
c.o 
0.76 
7.59 
C.76 
0.0 
c.o

c.o 
c.c 
1.22 
7.72 
1.22 
0.0 
0.0

C.O 
C.C 
1.55

1.55 
0.0 
0.0

0.0 0.0
c.c c.c
1.72 1.76
7.23 7.17
1.72 1.76
O.C O.C
O.C 0.0

12.9 P

C.C 0.0
C.O 0.0
c.c c.c
0.0 c.o
C.O 0.0
c.c c.c
0.0 0.0

c.o c.c
0.0 0.0
C.17 0.69
1.42 2.74
0.17 0.65
C.O 0.0
0.0 c.o

c.c 
0.0 
1.10

iao 
o.o 
o.o

c.c 
c.c 
l.4i 
5.31 
l.4| 
0.0 
0.0

C.O P

0.0 
c.o 
C.ll 
1.46 
C.15 
C.O 
0.0

0.0 
0.0 
l.Of 
4.72 
1.06 
0.0 
c.c

c.o 
c.c 
0.0 
0.0 
c.o 
0.0 
c.o

c.o 
c.c 
0.0 
c.c 
c.c
0.0 
o.e

0.0 
c.c 
c.o 
0.0 
c.c 
c.o 
0.0

1.0 c.c c.o c.o 
0.0 0.0 c.o c.o 
c.o c.o c.o c.o 
c.c c.c c.c- c.o 
0.0 0.0 0.0 c.o 
c.o 0.0 0.0 c.o 
C.O C.O 0.0 0.0

o.c 
C.CI 
0.05 
C.CI 
c.c 
c.c
0.0

0.0 
c.c? 
C.ll 
0.02 
c.c 
c.c 
0.0

o.c 
c.ce 
C. 19 
0.C4 
o.c 
c.c 
o.c

€liC8/tU>* 4999.76 9070.20 9144.46 9029.23 4699.94 4624.31 4717.1< 4769.91 2919.86 30)9.97 3129.It 3119.09 309f.2fl 30)1.57 3006.72 2999.IC



Table 6.9 Concentration Distribution for Case #10 
(0 = 0 min, Q = 10 min)

1 oixectick ir<Tt*S)

wui ui*.o >eo*.i *113.1 nce.c itii.i icccc.c iciva.i hisi.i non.s him.5 i****.o nrzi.i itooc.c

CONCtHT**1IOK<>*G/Cl.#'l

1 CIMCCTION • 909.0 *

I*"***.* M C.O c.o c.o 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.c c.c 0.0
9—519.1 * 0.0 0.0 0.0 0.0 0.0 0.0 o.c 0.0 c.o 0.0 0.0 0.0 c.c c.c c.c
9—2**.i * 0.0 0.0 0.0 0.0 o.c c.o o.c c.o c.c c.c o.c c.o 0.0 0.0 o.c
9* 0.0 M c.o c.o 0.0 c.o 0.0 0.0 0.0 0.0 c.o c.c c.c c.c c.c 0.0 c.c
9- 2e*a V 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.o c.c c.c c.c
9» 919.1 X 0.0 0.0 0.0 c.o c.c c.c c.c 0.0 c.o c.c 0.0 0.0 0.0 0.0 o.c
9- <**.* R 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 o.c c.c c.c c.c c.c 0.0

1 CltfCTIO* • *92.1 F

9—*6*.* * 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c
9--519.1 R 0.0 0.0 0.0 0.0 c.c c.c c.o c.c c.c c.c 0.0 o.c 0.0 0.0 o.c
9 —2<*.l * c.o c.o 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.c o.c 0.0
9- 0.0 R c.c 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c
9- 28*.1 F 0.0 c.o 0.0 0.0 c.c c.o c.c c.c c.o o.c 0.0 0.0 o.c 0.0 o.c
9- 519.1 F c.o c.o 0.0 0.0 0.0 0.0 o.c 0.0 0.0 c.c c.c c.c c.c c.c 0.0
9» ***.* K 0.0 c.c c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c o.c

I DtRCCnOH • *19.7 F

9—***.* F 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.c c.c o.c 0.0 0.0 0.0 o.c
9—519.1 R c.o c.o 0.0 0.0 0.0 0.0 0.0 0.0 c.o c.c c.c c.c c.c c.o 0.0
9»-2**.l R c.o c.c c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.o c.c
9« 0.0 F 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.o o.c 0.0 c.o 0.0 0.0 o.c
9- 2a*.1 f c.o c.o 0.0 0.0 0.0 0.0 o.c 0.0 c.c c.c c.c c.c c.c o.c o.c
9- 519.1 " c.o c.c c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c o.c
1- ***.* F 0.0 0.0 0.0 0.0 c.c c.o c.c c.o o.c 0.0 0.0 o.c c.c c.c c.c

1 OtBECIiOR • 355.0 R

9—«**.* N c.o c.o 0.0 0.0 0.0 0.0 o.c 0.0 c.c c.c c.c c.c c.c o.c 0.0
9--519.1 - c.o c.c c.o c.o 0.0 0.0 0.0 0.0 0.01 0.08 0.06 c.c c.c c.c o.c
9—2**.1 f 0.0 0.0 0.0 c.o c.c c.c c.c c.c C.*3 1.2C 0.51 c.o c.c 0.0 0.0
9- C.O F c.o c.o 0.0 0.0 0.0 0.0 c.c c.c c.cc c.c* C.C3 c.c c.c c.o o.c
9- 2**.1 F c.o c.c c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c o.c
9- 519.1 F 0.0 0.0 0.0 c.o 0.0 c.c c.c c.c c.c o.c 0.0 c.o c.c c.c c.c
9- •**.* F 0.0 o.c 0.0 0.0 0.0 0.0 o.c c.c c.c c.c c.c c.o c.o o.c o.c

2 Cf*fCTICI 252.5 N

9—*&*•* * c.o C.C c.o c.o 0.0 0.0 o.c 0.0 0.0 0.0 0.0 c.c c.c c.c o.c
9—519.1 R 0.0 0.0 0.0 0.0 c.c c.c c.c o.c C.19 0.5* 0.23 0.0 c.c c.c o.c
9—28*.1 r c.o 0.01 0.08 O.Oi 0.0 0.0 o.c 21.21 11.58 9.36 2.13 o.c c.c c.o o.c
9» 0.0 * c.o c.ej 1.7* 0.33 0.0 0.0 0.0 0.0 C.IO 0.31 0. 1* c.c c.c c.c o.c
9» 28*.1 F 0.0 o.oi 0.08 0.03 c.o o.c c.c c.c c.o o.c 0.0 o.c c.c c.c c.c
9* 519.1 F c.o 0.0 0.0 0.0 0.0 0.0 o.c c.c c.c c.c 0.0 c.o 0.0 0.0 c.c
9« It*.* R 0.0 c.c c.o 0.0 0.0 0.0 0.0 0.0 c.o c.c c.c c.c c.c c.c o.c

1 oiatctick - 150.0 r

>-***.♦ F 0.0 0.0 0.0 0.0 C.C c.c c.c c.c c.o 0.0 0.0 0.0 c.c c.c c.c
‘-519.1 F 0.0 c.o 0.0 0.0 0.0 0.0 o.c c.c c.ci C.CE 0.C6 c.o o.c c.c 0.0
-28*a f c.o C.2* C.52 C.IO 0.0 0.0 0.0 0.0 C.*3 1.11 o.<l c.c c.c c.o o.c
► 0.0 F 35.*5 22.39 12.0* 1.15 o.c 0.0 0.0 c.c c.co o.c* 0.03 0.0 c.c c.c c.c
• 28*.1 F c.o 0.2* 0.52 0. 10 0.0 0.0 o.c c.c c.c o.c c.o 0.0 c.c 0.0 o.c
‘ 519.1 F c.o c.c c.o 0.0 0.0 0.0 0.0 0.0 c.o C.C c.c c.c c.c c.c c.c
• *6*.* * 0.0 0.0 0.0 0.0 0.0 0.0 o.c 0.0 0.0 0.0 0.0 0.0 c.c C.C c.c

I OI*£C1ION • 45.3 F

I-***.* F 0.0 0.0 0.0 0.0 0.0 0.0 o.c 0.0 c.c c.c 0.0 0.0 0.0 0.0 0.0
-519.1 F c.o c.c c.o 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.c c.c o.c
-2e* a • 0.0 JD.02 0.17 0.0* c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c
* 0.0 F c.o 1.39 2.58 O.*l c.c c.c c.c c.c c.c c.c c.o 0.0 0.0 0.0 o.c
‘ 28*.1 F c.o c.02 0.12 0.0* 0.0 0.0 0.0 0.0 C.C c.c c.c c.c c.c c.c o.c
• 519.1 W c.o c.c 0.0 o.c 0.0 0,0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c
' •**.* F 0.0 0.0 0.0 C.O c.c c.c c.c c.o c.o 0.0 0.0 0.0 0.0 0.0 o.c

1 CiefCIlCh • 12.9 a

—<**.* F c.o c.o e.o 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c 0.0 o.c
-519.1 * c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.o c.c c.c c.c
-2I*.I F 0.0 c.o 0.0 0.00 c.c c.c c.c c.o c.o o.c o.c 0.0 0.0 0.0 0.0

0.0 • c.o c.o 0.0 0.07 0.0 0.0 o.c 0.0 c.o c.c c.c c.c c.c c.c o.c
• 2**.l • c.o c.c c.o 0.00 c.o 0.0 0.0 0.0 3.0 0.0 0.0 c.c c.c c.c o.c
• 519.1 * 0.0 0.0 0.0 0.0 c.c c.c c.c 0.0 c.c 0.0 0.0 0.0 c.c 0.0 o.c
' <t*«* F 0.0 0.0 0.0 0.0 0.0 0.0 o.c c.c c.c c.c c.c c.c c.c c.c 0.0

1 CIBFCflOk

c.o
0.0
c.o
c.o
0.0
0.0
c.o

c.c
0.0 
c.o 
c.c
0.0 
c.o 
c.c

c.o 0.0 e.o
c.o c.o c.o
0.0 0.00 0.0
C.O C.O* 0.0
0.0 c.co c.c
0.0 0.0 0.0
c.o 0.0 0.0

0.0 
c.c 
0.0 
0.0 
c.c 
0.0 
0.0

C*(Ct/SfC>* *999.3* 3*91.e* ?*CC.S* 295.9* C.O 0.0 0.0 2999.1* 20**.21 B97.I* *9*.90 C.C C.C C.C o.c



116Table 6.9 Continuation
(0 = 10 min)
(Q =

‘ I OlOtCTtCH crtrcesi
20 min)

»7.T Ul4.o 3106.9 6193.1 1)06.0 9662.3 10000.0 10270.1 1135$.2 13045.5 14954.5 16644.0 17129.9 IfCCC.C

cotCftumcMt’C/cu.i'i

1 ouectioN • 5C5.0 »

9*—664.4 R C.O ' 0.0 0.0 0.0 0.0 0.0 o.c
t—ma r C.C c.c c.o c.o 0.0 0.0 0.0
9.-264.1 * 0.0 0.0 0.0 0.0 0.0 0.0 0.0
9» C.O R c.o c.o 0.0 c.o c.c c.o o.c
9» 224.1 * c.o c.o 0.0 0.0 0.0 0.0 0.0

519.1 R c.o 0.0 0.0 0.0 0.0 0.0 0.0
9* 664.4 F 0.0 0.0 0.0 0.0 c.c c.c c.c

1 CtHtCTION • 492.1

9»-t<4.4 F c.o c.o 0.0 0.0 0.0 0.0 0.0
R C.O 0.0 0.0 c.o 0.0 0.0 0.0

>•-284.1 F c.o 0.0 0.0 c.o c.c c.c c.c
9" 0.0 R c.o c.o 0.0 0.0 0.0 0.0 o.c
>• 264.1 K c.o c.c c.o c.o c.o 0.0 0.0
V« 519.1 » 0.0 c.o 0.0 0.0 c.c c.c c.c>• 664.4 F c.o c.o 0.0 0.0 0.0 0.0 o.c

2 ctiteciick • 459.7 R

9«-664.4 F c.o c.c c.o 0.0 0.0 0.0 o.e
9—5W.I F 0.0 0.0 0.0 0.0 c.c c.c c.c
9—264.1 F c.o c.o 0.0 0.0 0.00 0.0 c.c
V- 0.0 * c.o c.c c.e c.o C.02 0.0 0.0
>■ 284.1 F 0.0 0.0 0.0 0.0 C.CC c.c c.c
9- 519.1 R 0.0 c.o 0.0 0.0 0.0 0.0 c.c
9* 664.4 F c.c c.c c.o 0.0 c.o 0.0 0.0

i OIKtCIlCN • 359.0 F

V—664.4 F 0.0 0.0 0.0 0.0 c.c c.c c.c
9 — 519.1 F C.O 0.0 0.0 0.0 0.0 0.0 c.c
9 — 264.1 R c.o c.c c.o c.o 0.00 0.0 0.0
9* 0.0 F 0.0 0.0 0.0 0.0 C.C2 0.0 o.c
9- 284.1 F 0.0 c.o 0.0 0.0 0.00 0.0 o.c
9- 51**. 1 F c.o c.c c.o c.o 0.0 0.0 o.c
>■ 664.4 F 0.0 0.0 0.0 0.0 c.o 0.0 0.0

I 016X7104 « 252.5 p

9—664.4 F 0.0 0.0 0.0 0.0 0.0 0.0 o.c
9—519.1 r c.o c.c c.o c.o c.o 0.0 0.0
9--28-..1 * 0.0 o.ot 0. 19 0.37 caa 0.0 0.0
9- C.O F c.o 1.03 4.00 3.80 c.si c.c c.c
9* 264.1 * c.o C.01 0.19 0.37 0.13 0.0 0.0
9* 519.1 R c.o c.o 0.0 0.0 c.o 0.0 o.c
9* 664.4 F c.o c.o 0.0 0.0 c.c c.c c.c

i ci*ecncN • 150.0 R

9—664.4 * c.o c.c 0.0 0.0 0.0 0.0 o.c
>•-519.1 N 0.0 0.0 0.0 c.o C.O 0.0 0.0
9—284.1 F 0.0 eao 1.19 1.20 C.3! c.c c.c
>• C.C • 35.45 32.72 25.44 12.27 2.14 0.0 O.c
>• 264.1 r c.o C. JC 1.11 1.20 C.31 0.0 0.0
>• swa f c.o c.o 0.0 c.o c.c c.c c.c
>■ <64.4 • c.o c.o 0.0 0.0 0.0 0.0 c.c

o.c c.c c.c o.c 0.0 0.0 0.0 0.0
0.0 c.c c.c c.c c.co C.CC c.c o.c
0.0 0.0 0.0 0.0 0.02 C.CC c.c c.c
o.c c.c c.c c.c c.co o.co 0.0 0 ,c
0.0 c.c c.c c.c c.c c.c c.c 0.0
0.0 0.0 0.0 0.0 c.c c.c c.c c.c
c.o 0.0 c.c c.o 0.0 0.0 0.0 o.c

0.0 o.c c.c c.c c.c c.c c.o o.c
0.0 0.0 0.0 0.0 c.co C.CC c.c c.c
c.c c.c c.c o.c C.O) o.cc o.c o.c
0.0 c.c c.c c.c c.co C.CC o.c c.c
0.0 0.0 0.0 0.0 c.c c.c c.c o.c
o.c c.c c.o 0.0 0.0 o.c 0.0 c.c
0.0 c.c o.c c.c c.c c.c c.c o.c

0.0 0.0 0.0 o.e c.c c.c c.c o.c
o.c c.c c.c 0.0 o.ci C.Cl 0.0 o.c
c.c c.c c.c c.c C.C) C.C) c.c o.c
0.0 0.0 0.0 0.0 c.co C.CC c.c o.c
c.c c.o o.c o.c 0.0 c.c c.c c.c
c.c c.c c.c c.c 0.0 c.c o.c o.c
0.0 o.c c.o o.c c.c c.c o.c o.c

c.c o.c o.c 0.0 0.0 c.c c.c c.c
c.c C.Cl C. 14 0.26 0.28 c.c? c.c o.c
0.0 0.55 2.26 2.67 1.55 C.2C c.c o.c
c.o C.Cl o.ca 0.22 0.18 C.C4 c.c c.c
c.c c.c c.c c.c 0.0 o.c 0.0 o.c
0.0 C.O c.c c.c c.c c.c c.c c.c
0.0 0.0 o.c o.c 0.0 c.c c.c c.c

c.c c.c c.c 0.0 0.0 o.c 0.0 o.c
0.0 C.25 1.C1 l.?2 C.7S C.l! c.c c.c

21.27 20.01 16.73 10.75 4.08 C.6 ■ c.c c.c
c.c C. 13 C.5t 0.60 0.47 oao 0.0 c.c
0.0 C.G c.c c.c c.c c.c c.c o.c
0.0 0.0 0.0 o.c c.c c.c c.c c.c
c.c c.c 0.0 c.c o.c o.c 0.0 o.c

0.0 c.c c.c c.c C.C f c.c o.c 0.0
0.0 0.01 0.13 0.36 C.28 C.C) c.c c.c
c.c C.!5 2.25 2.67 1.55 G.30 0.0 o.c
o.c C.Cl c.ce C.22 C.I8 C.C4 c.c o.c
0.0 0.0 0.0 o.c c.c c.c c.c c.c
c.c c.c c.c o.c 0.0 c.c 0.0 o.c
c.o c.c c.c c.c c.c c.c c.c o.c

i ci*tcricK •

*—Sna *

0*0 » 

28*.I » 
ii sn.i * »• * *

c.o 
0.0 
c.o 
C.G 
0.0 
0.0 
c.o

I Dt*tC1Kk •

•5.3 H

C.C 0.0
0.0 0.0
C.ot 0.20
I.>3 5.SS
0.01 0.21
0.0 0.0
c.c c.o

12.1 R

0.0 0.0 
C.O 0.0 
c.c c.o 
0.0 0.0 
0.0 0.0 
c.c c.o
0.0 0.0

c.o 0.0
0.0 c.c
0.49 0.15
4.96 1.04
0.49 0.1$
0.0 0.0
C.O 0.0

0.0 c.c
0.0 0.0
C.09 0.04
0.90 0.24
0.09 0.04
C.O 0.0
0.0 c.o

0.0 0.0 
c.c c.c 
0.0 c.c 
0.0 0.0 
c.c c.c 
0.0 o.c 
0.0 0.0

c.c c.c
0.0 o.c
0.0 0.0
0.0 0.0
0.0 o.c
0.0 0.0
0.0 0.0

0.0 0.0
c.c c.c
c.c c.c

c.c c.c
c.c c.c
0.0 o.c

c.c c.c
c.o c.c
0.0 0.0
c.c 0.0
o.c c.c
0.0 c.o
0.0 0.0

0.0 0.0 c.o
O.C 0.0 o.ci
C.C C.C C.C4
0.0 0.0 c.co
O.C 0.0 c.c
C.C O.C 0.0
c.c c.o c.c

0.0 O.C 0.0 
c.c c.c 0.0 
C.o 0.0 c.o 
C.O 0.0 c.o 
c.c c.c c.o 
c.c c.c c.c 
0.0 0.0 0.0

C.C C.C 0.0
C.Cl 0.0 0.0
C.C) C.C o.c
C.CC C.C c.c
C.C C.C c.c
0.0 c.c o.c
C.C C.C 0.0

C.C c.c c.c 
C.C 0.0 O.G 
C.CC c.c o.c 
C.C C.C C.C 
0.0 0.0 0.0 
c.c c.c o.c 
c.c c.c c.c

4 CUECIIC* •

>•-164.4 p 0.0 0.0 0.0 0.0 0.0 0.0 o.c o.c c.c c.c o.c c.o 0.0 0.0 o.o
>•-1)9.1 F c.o c.c c.o c.o 0.0 0.0 0.0 0.0 o.c c.c c.c c.c c.c c.c c.c
>••264.1 • o.u 0.0 0.0 0.06 0.0) 0.0 0.0 0.0 0.0 €.0 0.0 0.0 c.c c.c c.c
>• c.o • c.o c.o 0.0 o.u C.2C c.c o.c c.c c.o c.c o.c 0.0 0.0 0.0 o.c
>• 364.1 * c.o c.c 0.0 C.OI 0.03 0.0 0.0 0.0 c.e c.c c.c- c.c c.c c.c o.c
>• 919.1 • c.o 0.0 0.0 G.O c.o 0.0 0.0 0.0 0.0 0.0 o.c c.c c.c c.c c.c
>• <64.4 F c.o c.o 0.0 c.o c.c c.c c.c c.c c.c c.c c.c 0.0 0.0 0.0 o.c

CKC»/$CCI* 4919.I* $021.41 92I4.01 $141.1) 102.90 0.0 O.C t991.t< 1C14.4< )U1.22 2441.C0 1240.91 Dl.H 0.0 0.0



Table 6.9 Continuation 117
(0 = 20 min)
(Q = 30 min)

C.l nf.t 1614.C 1606.1 6111.1 •106.0 1662.1 10000.0 102T0.1 Mill.2 1104$.1 14114.5 16644. • 11121.1 IfCCCiC

COkCfMnar let i*c/cu.i»i

I OiatCIlON

• »ICa/$KI» 4111.16 5100.>4 5067.16 1141.54 >614.21 1410.40 t10.il >214.Ot 1102.4C >166.41 1M5.60 >011.17 2112.17 1110.22 1112.65

t 0I06C1IC4 • 1C5.0 1

V«-<64.4 V C.O C.O 0.0 0.0 c.c c.c c.c c.c c.c. c.c o.c c.c c.o 0.0 o.c
i«-n#a * c.o c.o 0.0 0.0 0.0 0.0 O.C c.c c.c c.c c.c C.CI c.ci c.ci 0.01
1—264.1 ■ C.O c.c c.o c.o 0.0 0.0 o.co 0.00 0.0 0.0 0.0 C.C5 C.C4 C.C4 C.C4
1*  0.0 f 0.0 0.0 0.0 c.o c.c c.c c.co C.CC c.o 0.0 o.c 0.01 C.CI C.CI o.ci
>• 2l*.t  • C.O c.o c.o c.o 0.0 0.0 o.co C.CC c.c c.c c.c c.c c.c c.c o.c
1- 519.1 V C.O c.c c.o c.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c C.C c.c o.c
1» 644.4 » 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.o 0.0 0.0 ■ c.o c.c c.c c.c

t OIOCCIIC*  • 412.1 a

1*-<C4. 6 r C.O C.O 0.0 0.0 0.0 0.0 O.C o.c c.c c.c c.c c.c c.c c.c o.c
1 — 519.1 * C.O c.c c.o c.o 0.0 0.0 0.0 0.0 o.c 0.0 0.0 C.CI C.CI c.ci C.CI
1—264.1 F 0.0 0.0 0.0 c.o c.c c.c C.CC o.cc c.c 0.0 0.0 0.C7 C.Ct C.C! c.c*
>• 0.0 • C.O c.o 0.0 0.0 0.0 0.0 o.co C.CC C.CC c.c c.c c.ci c.ci c.ci o.ci
>• 214.1 V C.O c.c c.o c.o 0.0 0.0 o.co o.oc c.c c.o c.o c.c C.C c.c c.c
1- 519.1 N 0.0 0.0 0.0 0.0 c.o c.o 0.0 c.c c.o 0.0 0.0 c.o c.c c.c c.c
1« 464.4 w C.O c.o 0.0 0.0 0.0 0.0 O.C o.c c.c c.c c.o 0.0 o.c 0.0 o.c

2 craccTic*  • 419.1 w

1 —<64.4 V C.O C.C c.o 0.0 0.0 0.0 O.C 0.0 0.0 0.0 • 0.0 o.c c.c c.c o.c
1 — 519.1 > 0.0 0.0 0.0 c.o c.o O.C c.c c.c c.c c.o c.o 0.C2 c.ce C.CI C.CT
9—264.1 • C.O c.o 0.0 0.0 0.01 0.00 o.co o.cc C.C c.c c.c 0.12 0.32 0.26 0.26
>• C.C w C.o c.c c.o c.o 0.07 0.02 0.01 0.01 C.CC c.c c.c c.ci c.c; C.C5 C.C5
1*  264.1 * 0.0 0.0 0.0 c.o o.ci 0.00 o.co 0.00 o.co o.c c.o c.c c.c c.c c.c
9- 511.1 » 0.0 c.o 0.0 c.o c.c c.c c.c o.c C.C c.c c.c c.o c.c o.c c.c
1*  <44,4 F C.O c.o 0.0 c.o 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.c c.c

i Dtmcncx • >55.0 w

1—664.4 W 0.0 0.0 0.0 0.0 c.o . 0.0 o.c c.c c.c o.c c.c 0.0 c.c c.c c.c
9*-519.1  » C.O 0.0 0.0 0.0 0.0 0.0 c.c c.c C.Ct C. 13 C . *2 C. 72 c.te 0.47 C.41
9—264.1 r c.c c.c c.c c.o 0.04 0.05 0.C2 0.01 c.«e 2.11 ? ♦ *2 3. 79 2. 17 l.7« 1.5C
1*  0.0 * o.u 0.0 0.0 0.0 C.25 0.26 0. 10 0.06 0.02 C.CT C.26 c.45 C.43 C.31 C.26
9« 264.1 > C.O 0.0 0.0 c.o C.C4 C.C5 C.C2 C.CI C.CC c.c c.c c.c c.c o.c c.c
9*  519.1 C.O c.o 0.0 0.0 0.0 0.0 u.o 0.0 C.CC c.c c.c c.c c.c c.c c.c
1*  <64.4 N C.C 0.0 0.0 0.0 c.o 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c c.c

I CIOSCTIOk • 252.5 V

9—664.4 r 0.0 0.0 0.0 0.0 0.0 0.0 o.c 0.0 c.c c.c c.c o.c o.c o.c o.c
9—519.1 N C.O c.c c.o c.o c.o 0.0 0.0 0.0 C.2< C.4C 1.57 1.64 1.41 Cell C.6C
1—284.1 • 0.0 0.02 0.17 0.59 0.16 0.39 0.12 21.34 20.18 16.45 12.48 9.73 5.69 1 • 4 3 2.4C
9« C.O • 0.0 Uli 3.84 5.85 4.96 2.CC C.55 C.33 C.23 C.54 c.97 1.16 C.93 O.tl C.53
9» 264.1 * C.O C.QZ 0.17 0.59 0.76 0.39 0.12 0.C7 C.CI c.c c.c c.c c.c c.c O.C
9- 519.1 * C.C C.O 0.0 c.o c.o 0.0 0.0 0.0 0.01 0.0 0.0 c.c c.c c.c c.c
T« <64.4 * 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.c o.c c.o 0.0 c.o 0.0 o.c

1 C1*;tTICN  ■ 150.0 R

9—<<4.4 * C.O c.o 0.0 c.o 0.0 0.0 0.0 0.0 c.c c.c c.c C.C c.c o.c c.c
9«-!l9.l • 0.0 0.0 0.0 c.o 0.0 0.0 0.0 0.0 0.01 0. 13 0.42 c.72 C.t7 c.47 C.41
9 — 284.1 * C.O 0.32 1.14 1.86 1.71 C.73 C.21 C.12 C.tl 2.16 3.41 3.79 2.77 1.76 1.51
9*  C.O 9 35.45 32.97 25.06 18.50 11.09 3.74 0.94 0.5< C. 15 CiC! C.26 C.44 C a 44 C.31 0.28
9« 284.1 - C.O C.32 1.14 1.86 1.71 0.73 0.21 0.12 0.03 0.0 0.0 C.C C.C C.C c.c
9*  519.1 * C.O C.O 0.0 C.O C.C C.C C.C c.c C.CC c.c o.c 0.0 c.o 0.0 o.c
9» <<4.4 » C.O c.o 0.0 0.0 0.0 0.0 O.C O.C c.c c.c c.c C.C c.c c.c o.c

I CI*ECTIC4  ■ 65.) M

9>>t64.4 •• C.O C.C c.o 0.0 C.O 0.0 0.0 0.0 0.0 6.0 0.0 c.c c.c c.c o.c
9 — 519.1 » 0.0 o.c 0.0 0.0 C.C C.C C.C C.C c.c 0.0 0.0 0.C3 C.C9 o.ce o.ce
9«-2<4.l * C.O C.03 0.25 o.ao 0.93 o.4i 0. to O.C! c.c c.c c.c C.16 C.36 C.20 0.27
9« 0.0 4 C.O 1.66 5.75 7.81 5.96 2.06 0.45 0.20 0.06 0.0 o.co C.C2 C.Ct C.C5 C.C5
1*  284.1 > 0.0 0.03 0.25 0.60 0.13 C.41 C. IC C.C5 C.CI o.c o.c C.O C.C c.c c.c
9« 519.1 » C.O C.C 0.0 0.0 0.0 0.0 O.C C.C c.c c.c c.c o.c c.c c.c 0.0
>• <64.4 * C.O C.C c.o C.O 0.0 0.0 O.C 0.0 c.c c.c c.o C.C c.c c.c c.c

I DIHtCIIC4 • 12.9 w

9—<64.4 r 0.0 0.0 0.0 0.0 c.c c.c c.c C.C c.c o.c 0.0 C.O c.c c.c c.c
9—519.1 » C.O c.o 0.0 0.0 0.0 c.o c.c C.C c.c c.c c.c C.Ct C.CI c.ct 0.01
>*-364.1  * C.C c.co c.o 0.20 0.37 0.13 0.01 0.0 o.c c.o 0.0 C.C2 C.CI 1 C.C4 0.C4
9« 0.0 » o.O 0.0 0.0 1.75 2.23 0.61 O.CI c.c C.CC 0.0 C.OI c.co C.CI c.ct c.ct
9*  214.1 » C.O c.co 0.0 C.20 0.37 0.13 C.CI 0.0 c.c c.c c.o c.o c.c c.o 0.0
1*  519.1 w C.O c.c c.o C.O C.O 0.0 o.c 0.0 c.c c.c c.c c.c C.C c.c c.c
1« 664.4 F 0.0 0.0 0.0 0.0 C.O 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c c.c

0.0 0.0 0.0 
C.C C.C C.O 
0.0 0.01 0.0 
C.O C.O 0.0 
c.c c.ci o.o 
0.0 0.0 6.0
C.O 0.6 0.0

0.0 0.0 0.0
C.O C.O 0.0
0.16 0.J1 O.H
1.61 2.C5 C.S2
0.16 0.15 O.tl
C.O C.O 0.0
0.0 c.c c.c

O.C 0.0 c.c 
0.0 0.0 c.c 
0.0 0.0 0.0 
O.C 0.0 c.c 
0.0 0.0 C.C 
0.0 0.0 0.0 
c.c c.c c.c

O.C C.C 0.0
c.c c.c c.co
0.0 0.0 c.co
c.c o.co o.co
c.c c.c c.c
0.0 0.0 c.c
C.C 0.0 0.0

C.O 0.0 O.C
C.CC C.Ct C.CI
C.CI C.CI C.O
C.CO C.CI O.CO
C.C O.C 0.0
c.c c.c c.c
C.O 0.0 O.C



Table 6.9 Continuation 118
CO = 40 min)
(Q = 50 min)

M ClttcnoN

<•0 1J1.I Hotel tm.l 1)06,0 1662.J 10000,0 10270,1 11)15.2 1)068.5 16154.8 W<44.f 11725,1 ItCCC.C

CCkOIMMiT rCkikC/CU.N)

I 0I61CUC6 • 501,0 »

0.0 
0.0 
c.c 
0.0 
0.0 
c.c
0.0

0.0 
c.o 
c.c 
0.0 
c.o 
c.c 
0.0

0.0 
0.0 
c.o 
0.0 
0.0
c.o 
0.0

c.o 
0.0 
c.o 
0.0
0.0 
0.0 
0.0

c.c 
0.0 
c.o 
c.c 
0.0 
0.0 
c.o

c.c 
0.0 
0.0 
c.c 
0.0 
0.0 
c.c

c.c 
o.c 
o.co 
C.CI 
o.co 
0.0 
c.c

c.c 
c.c 
o.oc 
c.ct 
c.cc 
0.0 
c.c

c.c • c.c o.c 
c.c c.c c.c 
0.0 0.0 0.0 
C.Ck C.C2 O.C) 
C.CC C.C) O.C) 
0.0 0.0 0.0 
C.C 0.0 0.0

1 OI*CCTICN ■ 412.1 *

7*-<<4.4 ► 
1»-5)9.! «• 
V—284.1 » 

c.o » 
284.1 ■ 

V* SH.l »» 
664.6 »

c.o 
c.c 
0.0 
c.o 
c.o 
0.0 
c.o

c.o 
c.c 
0.0 
c.c 
c.c 
0.0 
c.o

0.0 
c.o 
c.o 
0.0 
c.o 
0.0 
0.0

0.0 
c.o 
c.o 
0.0 
c.o 
0.0
0.0

0.0 0.0
C.O 0.0
c.c c.c
0,0 0.00
0.0 0.0
C.O 0.0
0.0 0.0

c.c 
0.0 
c.cc
c.c: 
o.co 
0.0 
o.c

c.c
0.0 
c.cc 
c.ci 
o.cc 
o.c 
o.c

c.c 
0.0 
c.c 
C.C2 
c.cc 
c.c 
c.c

c.c
0.0 
c.o 
C.C4
C.O) 
c.o 
c.c

c.c 
0.0 
0.0 
C.C4 
0.01 
o.c 
c.c

c.c 
c.c:
C.C7 
C.C2 
c.co 
c.co 
c.o

c.c
C.C2 
c.ce 
C.CI 
c.c 
c.c 
c.c

c.c
C.C) 
C.12 
C.C2 
c.c 
c.c 
0.0

o.c
C.C4 
c. u 
o.c?
c.c 
c.c
o.c

I CietCTICR ■

1-044.4 P C.O c.c c.o 0.0 0.0 0.0 0.0 o.c 0.0 0.0 0.0 c.c c.c c.c c.c
i-5H.t r 0.0 0.0 0.0 c.o o.c o.c c.c c.c c.c c.c 0.0 C.C2 C.ll c.ll c.ie
-204.1 * c.o c.o 0.0 0.0 0.0! o.oi O.C) c.c? c.c c.c c.c C.t) C.45 0.62 C.t6
> C.C R c.o c.c c.o 0.0 0.00 0.07 0.11 0.1? o.u C. 14 C. 12 C.CI C.CI C.ll C.I2
• 204.1 X 0.0 0.0 0.0 0.0 0.01 0.01 0.0) 0.03 0.0) C.C5 0.C4 c.o: c.c c.c c.c
• 511.) » c.o c.o 0.0 c.o c.c c.c o.c c.c c.c c.c o.c c.co c.c o.c o.c
• <<4.4 R . c.o c.o 0.0 0.0 0.0 0.0 0.0 0.0 o.c c.c c.c c.c c.c c.c o.c

f CINCCHC6 ■ 355.0 R

V®—664.4 ■ 0.0 0.0 0.0 0.0 c.o 0.0 o.c c.c c.c o.c 0.0 c.o C.C c.c c.c
1—511.1 V C.O c.o 0.0 c.o 0.0 0.0 o.c c.c C.CI C. 1) c.43 C.73 C.ll 1.C2 I.C5
1—214.1 ■ c.o c.c c.o c.o 0.05 0.17 O.?7 0.24 C.fl 2.54 3. it 3.53 ?.<• 3. It 1
)• 0.0 M 0.0 0.0 0.0 0.0 0.J1 0.06 1.16 1.21 1.24 1.33 1.12 0.72 C.61 c.te c.te
)• 204.1 w c.o c.c 0.0 c.o C.C5 C.ll C.27 0.24 C.K C.ll C.ll C.C4 C.C o.c o.c
1- 519.1 x c.o c.o 0.0 0.0 0.0 0.0 o.e 0.0 o.cc C.C2 c.c* C.C2 C.C c.c o.c
1« 464.4 • c.c c.o 0.0 0.0 0.0 0.0 o.c 0.0 0.0 0,0 o.c C.C C.C c.c c.c

I OllteCirOR ■ 252.5 V

c.o 0.0 0.0 c.o C.C c.c o.c c.c c.c c.c C.C c.c C.O o.c o.cc
c.o c.o 0.0 c.o C.O 0.0 o.c o.c c.se C.41 t.t! l.M 1.97 1.99 1.19
c.o 0.01 oae 0.57 C. 94 1.21 1.36 22.64 21.52 17.ec 13.48 ic.u 8.11 7 . * C 7.1 I
C.O i.ca 3.90 5.72 4. 1C 6.C3 5.12 i.et 5.44 5. 59 3.64 1.95 1.30 1. < 6 I. <3
c.o C.Ol oae 0.57 0.94 1.21 I.!6 1.31 1.34 I. K C • 4 4 C.14 C.C c.c C.C
c.c c.c c.c C.O c.o 0.0 0.0 0.0 0.04 0.14 0. 1? c.ct C.C C.C C.C
0.0 0.0 0.0 0.0 C.C c.c c.c c.c C.C O.C O.C C.C c.c O.C O.C

I CIRCCT1C6 • 18C.C P

le-CCl.l > C.O c.o 0.0 0.0 0.0 0.0 0.0 o.c c.c c.t c.c C.C c.c c.c o.co
9 — 519.1 * c.c c.c 0.0 0.0 c.o 0.0 0.0 0.0 0.01 0.14 0.44 C.74 C.1) l.c? 1.C5
9—284.1 P c.o cat 1.16 1.82 2.10 2.26 2. 34 2. 34 2.87 4.29 4.64 4.17 3.86 3.16 ),73
9- C.C r )5.45 32.C9 25.20 18.21 13.57 11.18 10.12 9.8? 9.44 1.SE 4. 49 1.47 C.61 C.59 C.54
9* 2I-..1 * C.O cat t.u 1.82 2.10 2.26 2.34 2.34 2.)0 2.01 ta? cae C.C C.C C.C
9e 519.1 P 0.0 0.0 0.0 C.O C.C C.C C.C C.C c.cc C.C) 0.C5 C.C) c.c C.C O.C
9- <<4.4 • c.o c.o 0.0 0.0 0.0 0.0 O.C C.C c.c C.C O.C c.c c.c v.C O.C

I HU CT IC6 • 65.3 N

9 —«4.4 R c.o c.c C.O 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 c.c c.c O.C c.co
9—5H.1 r 0.0 0.0 0.0 0.0 C.C c.c c.c c.c c.c 0.0 o.c C.C4 C.t) 0.20 0.22
9—aei.i » C.O C.C2 0.27 0.7? 1.21 1.57 1.12 1 • ? 4 1.4? C.1! C.'4 C « 24 C.*3 C.71 C.7)
9« 0.0 i c.o t.et 5.85 7.61 7.6? 7.53 7.21 7.0) 6.68 5.39 2.59 C.54 c.ce C.C? C.C5
9* 284.1 » 0.0 0.02 0.27 0.7? t.21 1.51 1.72 1.72 1.67 1.4? 0.76 0.16 c.c C.C C.C
9* 519.1 » c.o c.o 0.0 0.0 0.0 0.0 O.C C.C C.CC c.c: C.CI C.CI c.o c.c O.C
I* <64.4 P c.o c.c c.o C.O 0.0 0.0 0.0 0.0 C.C c.c C.O C.C c.c c.c c.c

I DI*ICT|C6 • 12.1 V

*••664.4 N 0.0 0.0 0.0 0.0 c.c c.c c.c C.C c.c 0.0 0,0 0.0 c.c c.c c.cc
9«-siia * c.o 0.0 0.0 0.0 0.0 0.0 O.C c.c c.c c.c o.c 0.C2 C.C) 0.C6 C.C7
9»-21-*a v c.o c.c c.o oa? 0.65 1.12 1.22 1.2C 1.25 1.1) 0.42 C.CI cai C. 11 C.21
*• 0.0 V 0.0 0.0 0.0 1.60 3.74 4.90 4.18 4.51 4.11 2.15 1.C8 0.12 C.C2 C.C4 C.C2
*• 214.1 p c.o c.o c.o C.t? 0.65 1.12 1.22 !.2C I.II 0.84 0.1) C.C4 O.C o.c O.C
9* •11.1 » c.c c.c c.o C.O 0.0 0.0 0.0 0.0 c.cc C.CI C.CI C.CC c.c c.c c.c
9* 664,4 * 0.0 0,0 0.0 6.0 0,0 0.0 O.C 0,0 0.0 0.0 o.c C.O c.c c.c c.c

I PIRCCtlCN

c.o 
c.o 
0.0 
0.0 
c.o 
c.o 
c.o

0.0 
c.c 
0.0 
C.O 
c.o 
0.0 
c.o

0.0 
c.o 
0.0 
0.0 
0.0 
0.0 
0.0

0.0 
0.0 
0.6) 
).:i 
0.6) 
0.0
c.c

0.0
0.0 
1.10
4.11
1.10 
0.0 
c.c

o.c 
0.0 
1.20
I*.20 
0.0 
c.c

c.c 
0.0 
i.n 
r.n 
0.0 
c.c

c.c 
o.c 
0.61 
4.£2
I.08 
0.00 
c.c

c.c 
c.c 
c.ei 
2.11 
0. M 
0.01 
c.c

o.c 
c.c 
O.)5 
0.16
C.K 
0.C1 
o.c

0.0 
c.c:
0.C5 
C.CI 
C.C) 
c.co
0.0

0.0
C.C2 
c.ce 
C.C2 
c.c 
c.c 
c.o

0.0 
C.CI 
C.K 
0.04 
c.c 
c.c
0.0

o.co 
o.cc 
C. If 
0.C2 
o.c 
c.c 
c.c

€l<C6/StC)* 4111.16 5014.)2 51)4.50 50)1.14 4060.40 4010.25 4024.15 im.l) 104«. 12 1104.21 51)5.12 >42).C4 1021.65 2150,54 2120.C2



Table 6.9

c.o

Continuation 119
(0 = 80 min)
(Q = 90 min)

i eiatcticN <rcre*si

111.1 K14.C >666.1 IIH.I U06.0 16<2.3 1C0CC.Q IQ27O.I il»5.1 I3O41.5 1415*.1 !<•**.f 11721.1 tfCCC.C

CC*CfM6<TK* IPC/CU.NI

I oiaicttc* ■ 5C$.O F . .
V«-C4*.* F o.o C.O 0.0 0.0 c.c c.c c.c c.c c.c c.c o.c c.c c.o o.cc o.co
ImSM.I f c.o C.O 0.0 0.0 0.0 0.0 o.c c.c c.o c.c c.c C.Cl c.c? C.CJ o.c*
9—28*a • c.o c.c c.o c.o c.c 0.0 o.co 0.00 0.0 0.0 0.0 c.ce C.ll cat cae
9* 0.0 F 0.0 0.0 0.0 0.0 c.c c.c C.Cl C.Cl C.Cl C.Cl 0.C6 C. 1C C.15 0.19 C.iC
$• 21*.1 F C.O c.o 0.0 0.0 0.0 0.0 o.co c.cc c.cc C.Cl O.Cl C.Cl c.cs c.ce C.C7
1« 519.1 F C.c c.c c.o c.o c.o 0.0 0.0 0.0 0.0 0.0 0.0 c.cc c.cc C.Cl C.Cl
9« 66*.* F 0.0 0.0 0.0 0.0 c.c c.c c.c c.c c.c o.c 0.0 c.c c.c c.c c.c

I DIUCCTtON ■ *12.1 F

9*-<e*.* f c.o c.o 0.0 0.0 0.0 0.0 o.c c.c c.c C.C c.c c.c c.c o.cc o.cc
9 — 519.1 K C.C c.c c.o c.o c.o 0.0 0.0 0.0 0.0 o.c 0.0 C.Cl C.C? c.c* c.c*
7«-28*.l F 0.0 0.0 0.0 0.0 c.c c.c c.cc c.cc c.c c.c 0.0 0.10 C.12 cai cat
9" C.O F C.O C.C 0.0 0.0 0.0 0.0 C.Cl C.Cl C.C2 c.c* C.C7 C.ll C.17 cai 0.22
9» 21*.! * C.O c.c c.c c.o 0.0 0.0 o.co o.cc C.CC C.Ol 0.01 C.C3 c.cs C.C7 C.C7
7« 519.1 F 0.0 0.0 0.0 0.0 o.c 0.0 o.c c.c c.c c.c o.c c.co c.cc C.Cl C.Cl
9- 46*.* F C.O 0.0 0.0 0.0 0.0 0.0 o.c c.c c.c c.c c.c c.c o.c 0.0 O.C

2 CUfCTIC* • *31.7 *

9 — 44*.* * C.O C.C c.o c.o 0.0 0.0 0.0 0.0 0.0 0.0 o.c c.c c.c c.cc C.CC
9 — 519.1 F 0.0' 0.0 0.0 0.0 c.o o.c c.c c.c c.c c.c 0.0 C.Cl C.12 cai cac
9—28*.l F C.O 0.0 0.0 0.0 O.OL 0.02 0.C3 C.C2 c.c c.c c.c C.2* 0.41 oai cae
9- C.O N C.C c.c c.o 0.0 C.08 0.07 0.11 0.12 c.i! cat c.i* C. It C.S1 c.ec c.e?
9- 2#*.1 F 0.0 0.0 0.0 0.0 C.01 0.02 0.03 0.03 0.C3 c.cs 0.C8 C.12 c.u C. 14 C. 17
9- 519.1 f C.O c.o 0.0 c.o c.c c.c o.c o.c c.c c.c c.c C.Cl c.c? O.Cl C.C?
9» 44*.* 1* C.O c.o c.o c.o c.o 0.0 0.0 0.0 c.o c.c c.c c.c c.c c.c c.c

1 0U6C7IC6 • 355.0 F

9—46*.♦ F 0.0 0.0 0.0 0.0 c.o 0.0 o.c c.c c.c o.c 0.0 c.c c.c C.Cl C.C2
9 — 519.1 F 0.0 c.o o.o 0.0 0.0 0.0 o.c c.c C.Cl C.13 O.*3 C.75 C.97 1 .ca I.Il
9—24*. 1 F C.C c.c c.o 0.0 0.05 0.17 C.26 oat C.87 2.*) 3.87 *. * c *.!C * . * 7 *.*e
9- 0.0 F 0.0 0.0 0.0 c.o 0.32 0.86 1.12 i.ie 1.23 1 • * $ 1.82 2.17 2.39 5 , i.!2
1- 26*.1 F C.O c.o c.o c.o C.C5 C.17 C.54 C.2f C. 29 C.3* c.*o C.*6 C.52 cae ca?
9« 511.1 H 0.0 c.o 0.0 0.0 c.o 0.0 0.0 0.0 C.CC c.c; c.cs C.Cl C.ll C.12 C.12
9« 46*.* * C.C c.o 0.0 c.o c.o 0.0 0.0 0.0 0.0 o.c 0.0 C.C c.c C.C c.c

I DlliClIOk ■ 252.5 F

1 — 46*.* F C.O 0.0 0.0* c.o c.c c.c o.c c.c c.c c.c c.c c.c c.c 0.C2 c.c*
1—511.1 R C.O c.c 0.0 c.o 0.0 0.0 0.0 0.0 C.24 cat l.CC I.<3 2.Ct 2.12 2.1*
1—28*.! *« C.O 0.01 0.18 C.57 C.95 1.21 1.33 22.63 21.52 17.5* I*.18 llae 5.8! 1.C? tas
1» C.o p C.O 1 .c« 3.91 5.70 4.1* 4.CC $ai 5.74 •a 5 4.C5 6.18 6.LC $.97 5.79 5.75
»• 28*.1 F C.C C.Cl 0. 18 0.57 0.9$ 1.21 1.33 1.36 1.32 i.a l.!C 1.3 7 I.*2 I. *5 I.*6
I- 519.1 M C.C c.c c.o c.o c.o C.O o.c 0.0 0.0* 0.1* oao C.<2 C.i* C « 2 4 cat
1» 66*.* F 0.0 0.0 0.0 c.o c.c c. c c.c c.c C.C c.c o.c c.c C.C O.C o.c

1 CtRECTICK •

7*«<t*.* ■ 
1—511.1 * 
i«-2e*a * 

o.o r 
i« ae*.t *• 
1- SH.l N 7* It*.* •

e.c 
i.c* 
6.25 
7.U
2.26 
C.23 
C.C

I CtatCTICN •

c.o 
c.o 
0.76 
7.59 
C.76 
0.0 
C.O

C.O 
C.C 
1.22 
7.72 
1.22
0.0 
0.0

0.0 
C.C 
1.72 
7.23 
1.72 
C.C 
0.0

0.0 
o.c 
1.70
7.17
1.7< 
C.C
0.0

0.0 
C.C 
1.17 
7.12 
1. 71 
c.cc 
C.C

0.0 
O.C 

6*92 

1.92 
C.Cl
C.C

0.0 C.C
0.0? 0.16
1.74 2.1*
6.0 4.27
2.08 2.21
C.C5 C.12
o.o c.c

c.cc 
o.*e,
3.11

< OIRtCIIC* • 12.1 F

0.0 
c.o 
c.o 
0.0 
c.o 
c.o 
0.0

0.0 
c.o 
c.c 
0.0 
c.o 
c.c 
0.0

0.0 
0.0 
c.o 
0.0 
0.0 
c.o
c.o

0.0 
0.0 
0.17 
1.62
0.1? 
c.o 
c.o

c.c 
0.0 
0.6$
3.7* 
0.6$ 
0.0
c.o

c.c 
0.0 
tao 
*.8* 
1.10 
0.0 
0.0

c.c 
c.c 
u*i 
$.31 
l.AI 
0.0 
0.0

c.c 
c.c 
tac 
$.36 
l.*4 
c.cc 
0.0

0.0 o.c o.c
C.C 0.10 C.16
1.93 2.CO 2.13
5.53 5.63 $.6*
1.63 Ut6 2.C8
C.C! C.Cf C.I5
0.0 o.o o.c

t OI*cC1ION • C.C »

C.O 
c.o 
0.0 
c.o 
c.o 
c.o 
c.o

c.o 
c.c 
c.o 
o.c 
c.o 
0.0 
c.o

0.0 
c.o 
0.0 
0.0 
0.0 
0.0 
0.0

0.0 
c.o 
0.1$ 
I.*6 
C.15 
t.o 
0.0

0.0 
0.0 
0.43 
3.5f
0.6 3 
C.C 
c.c

0.0 
0.0 
1.00
*.72 
t.oe 
o.o 
c.c

c.c o.e c.c c.c 0.0 e.c 0.0 0.05 0.C5
0.0 0.0 c.c c.c C.IC C.I6 c.i* C.3C C.J2
i.i* 1.40 1.0$ tac 1.9* 2.C9 ?ac 2-31 ?.*l
5. 1* 5.22 S.27 5.*5 5.S7 1.19 5.5* 5.37 sac
ia* t.*C >.*S 1.43 I.f4 2.Cl 2.21 7.23 2.21
o.c 0.0 0.00 0.01 0.08 C.I5 C.i? C.i! cat
ca C.C c.c c. c O.C C.C 0.0 0.0 o.c

C<U*/ltCI- *119.7* 50V0.20 $l**.*6 $02$.2> *899.5* *12*.18 *717.>4 1745.11 >H*.95 l?9>a> 7755.Cl 170*.23 74*2.32 7577.07 7550.39
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Sensivity Analysis

The merit of any model depends on its ability to 

represent the actual physics and chemistry.

It is evident from the diffusion equation that both 

the turbulent diffusivities and the velocity profiles have 

a direct influence on the values calculated by the present 

model. This is the reason why, as was previously dis­

cussed, general expressions are provided for the turbulent 

diffusivities and the velocity profiles by means of several 

parameters. Tn this way, different functional relation­

ships can be easily tested with the present model.

All the parameters given in Table 6,10 must be 

supplied as input information by the user. Therefore, 

these parameters can be selected to obtain the best set 

which will represent the actual conditions of the 

problem to solve.

The influence of these parameters on the concentra­

tion distribution is discussed next. The basis of this 

analysis is the parametric study on hypothetical cases 

previously presented.

The influence of AM can be observed from a comparison 

between cases 2 and 3. As the wind velocity increases, 

i.e., 7VM decreases, the values for the mean concentration 

at a same position decrease. This effect is more evident 

for the concentration distribution at the ground level.
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Table 6.10 : Parameters in Turbulent

Diffusivity and Velocity

Profiles

ISTB the stability class

ALPHA the coefficient in the equation for the 

y-component of the turbulent diffusivity 

vector

UST the geostrophic wind speed

AT4 the exponent in the power law equation for 

the velocity profiles

P the constant that determines the direction 

of the mean wind velocity

TCH the parameter that specifies the time required 

for the y-component of the wind velocity to 

change from its value at t=0 to its maximum 

value, P*u

A comparison between cases 1 and 3 shows the effect 

of alpha on the concentration distribution.. An increase 

in alpha (Case 3) means an increase in the y-component 

of the turbulent diffusivity vector, and thus more dis­

persion occurs in the y-direction. The net effect, as 

can be observed in Tables 6.4 and 6.5, is that the 
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concentration at the centerline decreases, and at any 

y different than zero increases, when compared to the values 

at same x and z for case 1.

The effect of the chemical reaction on the concentra­

tion distribution can be observed from a comparison 

between cases 3 and 4. The concentration values at any 

location, x, y, z, in case 4, where a chemical reaction 

occurs, are smaller than the values in case 3, where the 

rate of reaction is zero.

A comparison between cases 4, 5, and 6 shows the 

effect of the atmospheric stability on the concentration 

distribution. As the atmospheric stability increases, the 

concentration values at the centerline increase, and the 

concentration distribution at ground level decreases. It 

can also be observed that as the instability increases, 

the pollutant dispersion increases, and the x-position of 

the maximum ground level concentration moves closer to 

the source.

Case 7 shows the effect of the stack height on the 

concentration distribution. It is evident that as the 

stack height increases, the concentration values at 

ground level decrease (compare with case 4).

Finally, the effect of the y-component of the wind 

velocity (case 8) is shown in Tables 6.6 and 6.7. In this 

case, V was directed in the positive y-direction (from
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-YMAX to YMAX), and the net effect is to move the plume 

more towards that direction.

From this analysis it can be concluded that the 

present model responds to variations in atmospheric con­

ditions. Furthermore, the results indicate good agreement 

when compared to an actual response one would expect.

There are two additional parameters that will also 

influence the results of the present work. Although they 

do not affect the solution as much as the previous ones, 

some attention should be devoted to them.

One arises because of the use of RKGS subroutine for 

solving the system of first-order ordinary differential 

equations. This parameter is the upper error bound, 

which must be supplied as input information by the user, 

and is called PRMT(4) in the computer program.

Neither the truncation errors nor estimates of them 

are obtained in the calculational procedure performed by 

"RKGS". Therefore, control of accuracy and adjustment 

of the step size is done by comparison of the results due 

to double and single step size calculations.

The procedure is the following: a test value 6 (see 

RKGS [14]), which is an approximate measure for the local 

truncation error, is compared to the given tolerance 

PRMT(4). If 6 is greater the PRMT(4), the step size or 

increment of integration of the independent variable is 
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halved, and the procedure starts again. However, if 6 is 

less than PRMT(4), the results are assumed to be correct.

It can be observed that the larger the value of 

PRMT(4), the faster the integration is performed. This 

indicates a decrease in the computing time required, but 

there is a possibility of obtaining less accurate results.

In order to avoid this inaccuracy on the results, 

the value of PRMT(4) is usually given small, i.e., in the 
-3 -5range of 10 to 10 . However, its value and the value

for PRMT(3), the initial step size, are actually depen­

dent on the problem to be solved. Unfortunately, there 

is no general formula to evaluate these parameters. There­

fore, for each particular problem, their values have to 

be studied in order to obtain a fast and accurate solution.

In the present work, this study was performed in the 

following way: initially, a small value for PRMT(4) was 
. . -5given, i.e., 10 . -Then, this upper error bound was

increased and the results for the concentration distribu­

tion compared to the previous ones. This procedure was 

stopped when a change in the second decimal on the 

concentration values was observed. The corresponding 

PRMT(4) was then used thereafter, for all the other cases 

solved.

A similar procedure was performed to obtain the best 

value for PRMT(3). In this case, several values were
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tested and the corresponding computing times compared.

It should be pointed out that this parameter affects only 

the number of bisections done on it, which is also related 

to the given tolerance PRMT(4).

For the present study, the best values obtained for 

these two parameters are given in Table 6.11.

Table 6.11 : PRMT(3) and PRMT(4) Values

Used in the Simulations

PRMT(3)

PRMT(4)

Prairie Grass Hypothetical
Runs Cases

.05 min 2.5 min

.01 min 1.0 min

It can be observed that the values of PRMT(3) and 

PRMT(4) for the Prairie Grass runs are much smaller than 

those for the hypothetical cases. The reason being the 

much smaller dimensions in the three coordinate directions 

and thus a smaller step size of integration and smaller 

upper error bound were needed.

Orthogonal collocation introduces a second parameter 

that can affect the solution of the model. It is evident 

that the number of equations increases as the number of 
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orthogonal points used to obtain the solution is increased. 

This situation will therefore increase the computer time 

requirements.

Having this in mind, the present method was developed 

for a variable number of orthogonal points in the x, y, 

and z directions. They must be supplied as input infor­

mation by the user, and can be changed from one simulation 

to another. However, in the present program there is a 

restriction to use not more than 15 points in each direc­

tion and the product (Nx+l)*N^*Nz be less than 700. The 

reason being dimension and common statements presently 

used in the computer program. Actually, no limit exists 

except for computer capacities and time requirements to 

solve the problem.

A similar analysis to the one performed for PRMT(4) 

was done for the number of orthogonal points needed to 

obtain accurate results. It was concluded that 5 to 10 

points in each direction were enough.

Facilities at U. of H. and Time Requirements

The computer facilities at the University of Houston 

consist of a UNIVAC 1108 digital computer at the University 

Computing Center and of an IBM 360 Model 44 digital 

computer in the Engineering Systems Simulation Laboratory 

of the Cullen College of Engineering.
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The computer time required to simulate atmospheric 

diffusion by the present method depends on the type of 

problem to be solved. For all the hypothetical cases 

simulated, with the exception of cases 5 and 10, the ratio 

of CPU time to real time was about 1/93 on the UNIVAC and 

1/16 on the IBM. Case 5 was solved with a ratio of 1/53 

on the UNIVAC and 1/10 on the IBM, and the two sources 

case had a ratio of 1/46 and 1/7, respectively.

The computer time required to solve each of the 

Prairie Grass runs was higher than the hypothetical cases. 

The reason being the small dimensions in the x, y, z 

directions, and thus a very small diffusion time. This 

required, as it was previously discussed, a very small 

step size in the integration of the differential equations 

and a very small upper error bound. In these cases, the 

ratio of CPU time to real time was about 1/2 on the UNIVAC 

and 3/1 on the IBM..
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Chapter VII

SUMMARY OF RESULTS AND RECOMMENDATIONS

Turbulent diffusion from single or multiple point 

sources in the atmosphere was successfully simulated using 

the K-theory and a new numerical technique, orthogonal 

collocation.

Excellent agreement was observed between simulated 

and experimental concentration profiles for ground level 

emission sources. The present model had also an excellent 

response to variations in atmospheric conditions. This 

was obtained by simulating hypothetical elevated source 

cases.

Empirical equations were used to describe the mean 

wind velocities and the turbulent diffusivities. Several 

parameters were included in these equations so that many 

atmospheric conditions can be simulated by the present 

technique.

The present method has several very significant 

advantages over other available methods, i.e.,

1.)  A general 3-dimensional, unsteady state problem can 

be solved using a simpler numerical technique. 

Accurate results can be obtained in very reasonable 

amount of computer time.
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2. ) The method can handle multiple sources put at any

position, depending only on the orthogonal points 

considered.

3. ) Several meteorological effects are taken into

consideration.

4. ) Mean velocities and turbulent diffusivities can be

functions of all three position coordinates, time, 

and meteorological conditions.

5. ) Cases with or without an inversion layer, and with

or without generation or deposition at the ground 

level can be solved.

6. ) The concentration at the source or the emission rate

can be given as input information. The method will 

also calculate the flux across y-z planes at 

x=constant.

7. ) Chemical reactions in the atmosphere can be incor­

porated.

8. ) Most of the assumptions involved in the present

method are in the input information.

Although the present model gives an improved method 

for solving atmospheric diffusion problems, it should be 

extended such that any general case could be solved.

These extensions should include:



130

1. ) A better representation of true dispersion processes

by means of improving the expressions for turbulent 

diffusivity and mean wind velocity profiles;

2. ) The incorporation of more realistic chemical reac­

tions and in general any type of removal processes;

3. ) The incorporation of other atmospheric effects such

as the Coriolis effect;

4. ) Improvements in orthogonal collocation such as

removing the restriction on the position of each 

point source; and

5. ) Extension to area and line, sources.
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APPENDIX A

COMPUTER PROGRAM LISTING

The computer program used in the present work is shown 

next. All statements are written in Fortran IV. This 

program can be executed in IBM 360 or UNIVAC 1108 digital 

computers.



PA3F 1

1: 0 '‘c # -V Sr # # # # # # 50 # ’X # ❖ # ’r # # # 3{C X' ❖ # V 5X # # Xs ’r 5!'- ’X ’r ’r ❖ * >}J # I,1'. ********* ^ A IN 10
2 : 0 MA I N 29
J 2 0 MOO^L FUR Airr SPHERIC DIFFUEIE'N BY nPTHC.GONAL COLLOLAT ION MAIN 30

0 MAIN 49
c MIGUEL T. FLEISCHER MA I M 5 0

. ; 2 c MA IN E.U
7: L j,1!: >>: ij; jjt 2^: t}c X" s’r ’’r ijc ijc 2^ J1,: ^4 sft sjc 5^ X* ■’r ’X X' Sr 3r s»c 4'- Sr ’X Sp Si- M A IM 70
8 : 0 MAP 80
'): 0 main 90

10: r HUMF.slCLATUR"" MAIN 100
11: C MAIN 110
12: r MA I "J 120
13: 0 11 MIT,ENDS - initial and final simulation times f'A IN 1 ID
14: c Y - CONCENTRATION (IJSFU FOR PKCS) MAIN 140
15 : c CC(I,J,K,L) - Cf)NCcNTR AT ION AT POPT (J,K,L) DUE PRIMARILY TO MAIN 1 BO
16: c I TH. SOURC.c (iJSCf) FDR OUTPUT) M A IN ICO
17: c C ( J , K , L ) - CONCENTRATION AT POINT (JtK,L)(USED FOR ZERO AND AVOMAIN 170
18 : c NX - NUMBER OF POINTS II X DIRICTIUN MAP' 1 -0
19: elY - NUMutR OF POINTS P' Y DIRECTION '-AIN 1 JO
20: c 1 j L - NUMBER OF POINTS IN 7 DIPPCTICN MA pl 200
21 : c XMMl I ) - MAXIMUM DISTANCE FROM THE IIH. SOURCE IN THE < main Pl )
22 : c DIRECT IC N MAI N 220
23: c Yh'AX - MAXI"U*' DISTANCE If! Y DIRECTION f'A IN 230
24: c H - MAXP’UM HEIGHT ABOVE TF^BAfj MAIN 240
25: c AKY , 'IKZ - TURBULENT EDDY DI rF'J S IV IT I C 5 1*1 Y AND Z IIRPCTICINS MAP’ 2 50
2u: c l-LPHA - CONSTANT USCD TO CALCULATE AKY MAIN 2P)
27: c U , V , - COMPONENTS OF ilBAN HIND VELOCITY VECTOR M A I \| 270
28 : c IISF, \M - PARAMETERS Pl U EXPRESSION MA I M 2{,0
29: c TCH - TIME CHEN V BECOMCS 100 I! ■1A Pl 2 #0
30: c P - CONSTANT USC.) TO SPECIFY TIP VALUE OF V MA PI 3 00
31 : 0 il;r - VELOCITY AT UPOUN'D LEVEL MAP1 110
32 : c AK - RATE OF RfACTIOf MAP. 320
33: c I STB - STABILITY CLASS (1 7CPY IINSTABLF, 6 VERY STABLE) MAIN 3 jO
34: c IMVRS - 1 Oy 0, IF 1 THERE IS IIVFRSIUN AT 7 =H; IF 0 THERE IE.MAIN 14U
35 : c *|0 I NV E RS I 0’.' MAIN 3c0



2PA^c

5b : C riSRCS - NUMt’uR OF SOURCES ma I r, 3 30
57: C Kr,( I ) ,LS( I )- POSITION OF ITO. SOURCE H' THE Y AND Z DIRECTIONS MA IN 3
3P : c CO ( I ) - CDNCEVT»ATII?N AT ITO. SDUPCL MAIN 3 8 0
57: c MA Ir 3 )0
^0: c. M A I \ 400
41: EXTERNAL FCT,OUTP MAIN 4 10
42 : DIMENSION PR* T (5 ) , Y1 ( 700) , Y2( 7 00 ) , Y3( 700 ) , i)EP Y 1 ( 700 ) , T E R Y 2 ( 7 lO ) , MAI N 42 0
4 5 : luERY )(700) ,AUK(8,7 00),FA(15),FT(15),FC(15 ) , Rf JOT(15),VEC(15), MA IM 4 3 0
44 : 2X7 ( 16 ) ,AKY( 15) , AKZ ( 15) ,0AKH 1 5 ) ,rnEF)( 4) ,DKN(4) ,TDFKN(4) MAIN 44 0
45 : DEFINE FILE 2 ( 2000,2 25 , (J, I I P N T ) MA I N 4 50
46: IFFIIE FILE 5 (200,225,U, IPDI O MA I N 4 AO
47: DEFINE FILE 4 ( 200,22 5 , ij, I po I NT ) MAIN 470
48 : COMMON /RLK 1/ A 1( 15, 15), A2( lb, 15) , A 3( lr>, 1 6) ,hl( 15,15) ,P.2( 15,15) , MA I N 4 8 7
49: U"5(15,15),R1(15),R3(15),P5(15),P<, (15),R3 6 1(15),R362(15),APA1(15), MA I M 4 70
50: 2> 361 ( 15,15) ,0(700) , U ( 1 5 ) , V ( 1 ,> ) , X X X ( 3,1 5 ) , X Y Y ( 1 5 ) , X Z 7 ( 1 5 ) , K'* A X ( 3 ) , MA IN 5)0
51: 3Y'1 AX, U, AK , TCH, P , K S( 3 ) ,LS( _>) ,C0( 3) ,NX,HY, M7 ,N1 ,h.2 , N3 ,KX ,KY , K7 , MA IN 5 10
52: 4'v 1 ( 15 ), W2 ( 1 5 ), L'3 ( 1 5 ), N SR C S , I FL 6, m,fl 5, CC ( C 1 5, 1 5, 1 5), PL DEL , PR M T3 , MA I N 5 20
5 i: 51 NVRS MA IN 5 30
54: c MAIN 540
55 : L MA I "1 510
56: C READ AND WRITE Idpijt DATA MAIN 5 t>0
57 : C M A 1 M 5 70
5« : c MAIN c HO
59 : DATA COEFK/294D.,540.,25K.,70./ MA I N 5 80
b0: DATA DKN/125. , 125. , 100.,7j./ MAI J 6 0')
61: hRlTE(6,205) MAIN 6 10
62: uRITKt ,2 06 ) MAP' 623
o 5: R FADI 5, 100) TI M T , ENDS, PR MT (3 ) , P'^'T (6 ) ►’A IM £ 50
64: t>P IT*- ( 6,200) T IN I T , ENDS, PPM T( 3 ) , PR^ T ( 4) MAIN 640
65 : RFAD(5,109) NSRCS MAI N 6 6 0
66 : MR ITE(6,209) N5PCS MAIN 6 60
67: FAL'l 5, ic 6) PRDEL MAIM 6 70
68 : VRITL(6,208) PRDEL MA I N 6 RO
69: KcAD(5,101) MX,MY,NZ MAIN 6 30
70: LRITr(6,201) NX,EY,NZ MA IN 700
71 : PFAD(5,102) YMAX.H MAIM 710



P/\3F

72: a 18 HE ( 6,202 ) YMAX,H MA I M 720
7i : IP 85 I=1,MSROS MA I M 7 30
74 : 8FAD(5,104) KS(I),LS(I),CO(I) , XMAX( I ) MA IM 740
75: 8 5 k- « ITL ( 6, 2 04 ) K S( I ) , L S ( I ) , C 0( I ) , Xf’ A X ( I ) MAIM 7..0
76 : 81 A(J( 5,105 ) I STh, TIVRS , ALPI.A, AK MA I I 76 0
77: wK I I*- U ,207) I STR , I MVR S , A LPH A , AK *'A PI 7 70T°: RFAD( 5, l'i3) IIST,UGR , AM,TOil,P MAIM 780
79: ^0 1 11 (6,203) UST , U3R , AM, JO)., D MAID 7 NO
80: C MA PI ROO
81: C MAIM 8 10
82 : C INITML COMOlTinNS MA I M 8 20
83 ; 0 MAIN P 30
84: C MA IM 840
8 5 : UUIM= (NX+1 )3^iY*\|7 MA I N 8 >0
86 : pRMT3=PRt T ( 3 ) MA I N 8<j0
87: 51 I=1,NI)IM MA IN P70
88: •J( I ) = o. MA IN 8 80
89: Y1 ( I )=0. MA I r P ?0
90: Y2(I)=0. MAIN 900
91: 51 Y 3( I )=0. MAIN 9 10
92 : LUA=0. MA I N 720
9 3: KK=l|Ul M-l MA PI 9 30
94: an 52 1 = 1,kk MAIN 9 40
95 : uCRYl ( I )= 1 ./Finn ( \D I M ) MAIN 9 jO
96: 52 3UM = SUM + I>E»Y1 ( I ) MA I m 9(,0
97: DEC Y1 ( NOP') =1 .-SU1' MAIN 9 70
98: on 86 1= HKD IM MA III 909
94 : UFRY2( I )=LERY1(I) MA I M 7 90

100: 8 6 I'PY >( I ) =DFRY1 ( I ) MA IN 1000
101: Jl=N<+2 MAIN 1010
102 : N2 = rjY + 2 MAPI1020
103: \3 = tl2 + 2 ma PI 10 30
104: KX = N <+ 1 MA IN 10 40
105 : KY=NY+1 MA INI 050
1 06: K 7 =*') 7 + 1 MA P* 10< 0
107: l?U 5 5 Pl/lS^C^ ••A PI 10 70
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pa or 4

10P: rtl 5/> J = 1,N1
109: on 53 k=?,ky
110: on 53 L=1,N3
111: 53 CC(I,J,K,L)=O.
112: C
113: c
114: C CALCULATinU OF ORTHHCf^lM POINTS, ClIADRARIRr KIGHTS, ANl
115: C "AT tI CFS A AMD B
116: c
117: C
113: C X DIRLCTICJH
1 19: c
120: c
121: c*ll jcpi (NX,i,i,o.,o.trAtrp,Fi,,RnnT)
122: L>0 20 1 = 1,N1
123: XXX ( 1, I )=P0DT ( I ) nMAXI 1)
124: I F ( NSP.CS. E(j. 1 ) CO TO 20
125: X XX ( 2 , I ) =KU0T( I ) * <-nx ( 2 ) + X"AX ( 1 )
126: IF(NSPCS.tU.2) CD TO 20
127: XXX ( 3 , I ) = POOT( I)AX( 3 ) + XMAX(2)
123: 20 l.riNTI MUE
129: DC 60 I = 1, M
1 30: CALL DFOPR(MX,1,1,I,1,FA,F-,,FC,R HOT, VEC )
131: JO, 70 K = 1,N1
132: 70 Al(I,K)=7EC(K)
133: CALL UFIIPR (tJX , 1, 1, I , 2, F A , FF , FC , ROD T , VEC )
134: lit! 80 K = ] ,N1
135: RO Bit I,K)=VCC(K)
1 16: 60 CllNTIMlJE
1 37: CALL DFOPR (NX , 1 , 1 , I, 3 , FA, FI., FC , Rl MT , W 1 )
1 33: r
1 j9: c
140: C Y DIPrCTKFJ
141 : C
142: c
143 : CALL DC 31 (NY, 1, 1,U.,O.,FA,83,80,4 00 7)

M A 1 0 0 
MAI\'1O KJ 
pm i tn i ou 
rA rj 11 io 
man1120 
MA I Ml no 
MA I Ml 140 
MA 10 11?0 
MA I tJl 1 uO 
MA I til 170 
M A IM 1 1 ° 0 
MA IM 11 K 
MAI JI2OU 
MA IM12 10 
M A IM 1 2 20 
MA IM 2 30 
MA IH 12 40 
’ A IN 12 50 
MA IM 200 
MA I '''12 70 
"A It 12MO 
M. A IM 2 00 
MA I wn DO 
"A I Ml 310 
MA I '113 20 MA IM M 
MAPI 340 
M A I \ 1 3 5'J t'AIN13hO MAPI1370
A I \l 1 3 < O 

MA IN 1300 
MAINnUO 
^A IN 14 1U MAIN1h2O 
MAPH430
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144: 1)0 21 1=1, N2 MA IM14 40
145: 21 KYY( I I )*2.*YMX-YMA>< MA I 01450
146: 00 61 1=1,M2 '-’A IM 1460
147: IM.L DFOPR ( MY, 1, 1, I , 1, F 4 , F3 , FO ,Rt)OT , VHC ) MA 101470
14R: DO 71 K=1,N2 MA I l''14r0
149: 71 A2(I,K)=VEC(K) MA IN 1^90
1 50 : CALL DFOPRIMY, 1,1, I , 2, FA , FP ,FC ,PljilT , VF C ) MA IM 1500
151 : If] 81 K = 1 ,N2 M A I M 6 1 ()
1 52 : 81 l'2( I ,K) =VCC (K ) MA IN 1520
153: ol LliMTINUE MA IN 15 30
154: CALL DFOPP(MY,1,1, I,3,FA,FT,FC,RIOT,W2) MAIN1540
155: c MA INI 5 50
156: C ^AIN 15 69
157: C 7 OIRFCTIDM MA IN 1570
1 58 : C MA I 1 5 8 0
1 59: C t'A IN 15 90
150: CALL JCP I (MZ, 1, 1,0. ,0. ,FA ,FB, FC,Rnr'T ) MAIN1600
161 : L 0 92 1 = 1 ,M3 MA INI 610
152: 92 ,<Z( I ) =Rnoi( I ) MA IN 1620
163: DI 2 2 1 = 1, M3 MA IN 1630
164: 22 XZ7 ( I ) = Rf)OT( I ) MAIN1640
165: DO 62 1=1,M3 MAIF 16 50
165: CALL l)F0PR(M7,l,l , I , 1 , F A , FP , FC , ROOT , V EC ) MA IN 1660
167: L)D 72 K=1,N3 MA IN167O
168 : 72 A3(I,K)=VLC(K) MA Im 16 80
167: CALL PFOPUMZ,1,1,I ,2,FA,Fy,Fc,ROOT,V FC) MA IN 1690
170: DO 82 K=1,N3 MAIN1700
171 : 82 D3( I ,K)=\/EC(K) MALm1710
1 72: 62 COMTI^UE MA IN 1720
173: CALL DFOPXtN7,1, 1, I ,3,FA,FF,Fv,P0nT,3 3) MA IN 1730
174 : C FA INI 740
175: C MAIM 1750
175: C CALCOLATIllN CF EXPRESSIONS USPU IM ’ODEL MA IN 1760
177: C MA INI 770
17 8: c MA I' 11 7 P 0
177: I F ( I STL1.5E .5 ) 3(1 If 10 MA IM790
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180: U ( 1) = UG P ,^A IM800
181: TDFK'l ( I STH )=0K^( I STP ) /H MA PH A 10
182 : TISK'J=1 .-100./H MA I 01820
1 G3 : tin 2 L = 2,0'3 HA PI 1 8 30
1 84: !F(XZ(L)-TDFK'HISTB) ) Utl2,12 M A 10 1 k’ 4 0
1 35 : 11 AKZ ( 1 ) =0nEFK ( ISTi* ) *X7 ( L ) /TDFKN ( I 5 TP )+( 0. MAPI18c0
1 86 : MKZ( L)=Cr)5FK ( ISH )/OI<M( ISTP) MA PI 18( 0
187: U(L ) = U5T»( XZ ( L)*H/L)Kr1.( I ST3) )** AM MA 101°70
188: uH TO 16 MA I 111 880
189: 12 I F ( X 7 ( L )-TDSK \l ) 13,13,14 MAI 118 90
190: 1 3 AK/(L)=CCEFK(ISTH)+60. ^A Pl 19 00
19 1: I AKZ(L) = o. MA I i'H910
192 : uO TO 15 MA P'19?0
19 3: 14 AKZ ( L ) =CfirFK( I ST O *H* (1 . - X Z ( L ) )/100.+o0. MA P-19 50
194: !OKZ(L)=-COFFK(I STH)/100. MA PI1940
198 : 15 U(L)=UST vAPI19rJ
196 : 16 AKY(L)=ALPHA*(COEFK(IS TP)+60. ) MAPH9'>0
1 97: 2 LUNTINUE MA IN 19 70
198: uD TO 50 MA I Ml 980
197: 10 IF(I STH.FL.6 ) on TH 40 MAIM]990
200: । >0 3 L = 2,1 j 3 MA IN2000
201: AKZ (L ) = to. MAIK2O1O
2 02 : U(L)=UST MAPI2020
2 0 3: i'AKZ( L) =0. MA IN20_,0
204: 3 AKY(L )=ALPHA*AKZ(L) v A PI 2 0 4 0
2 05 : ,0 TO 50 MA I M20 50
206: 4 L = ?,‘!3 MAP12G6O
207: AKZ(L)=30. M MN2070
2 08: U(L)=U3T MAP2O8O
2 09 : OAKZ(L)=0. MA I N'2 0 50
210: 4 mKY(L)=ALPHA*AK7(L) MAIM2100
2 11: 50 CONTINUE MA PI21 10
212 : 1’0 4 1 L=2 , K Z MA PI21 20
213: K 3 ( L ) =l)Ak.Z(L) /ll**2 VA PI21 jO
2 14: H5(L)=AKY(L)/(4.*YMAX**H) MA IN21^0
215 : 41 26(L)=AKZ(L)/H**2 MA I 121 50
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2 16: uD 30 1=2,KZ
217: <361(L)=R3(L)*A3(L,l)+R6(L)*r3(L, 1)
21R: 30 3 62(1 )=? 3( L ) »A3 ( L, 03)+f?6(L) *36(1,03)
2 19: )F*J=\3( M3,l)*A3(l,0 3)-A3(l,l)*A3(N3,N3)
220: 1 (? 31 I =2 ,KZ
221: 31 APAK I ) =( A3( 1 , 1) *A3 ( 03,1 ) - A3 ( i'P , 1 ) * A 3 (1 , I ) ) / DEN
2 22: I'll 32 L = 2,K7
"223 : on 3 2 1=2, K7.
224: 32 R 361 ( L , I ) =M3 ( D* A3 ( L , I )+R6 ( L ) *P 3 ( L, I )
2 2 5 : 0
2 26: C
2 2 7: C ite initial comi'Itinos
22R: C
2 29: C
2 30 : MFLG=1
231: IFLG=O
2 32; PPMT( 1)=O.
2 3 3 : !>Pmt(2)=0.
2 34 : CALL nUTn(C. , Y1 , HERY1,0, *iu I M , PP »"T )
235 : 0
236 : C
237: C PJTE3PATI0‘l USING R.<CS
23R: C
2 39: C
240 : MFLG=2
241: PRfNt 1)=TINI T
242: PRMT(2)=ENDS
24 3 : IFLG=1
244: CALL PKGS(PRMT,Y1,DERY1 ,OU IM, I HLF,EOT,OUTP,AUX)
245 : I F ( NSRCS. FO. 1 ) (,0 TO 5 3
246 : IFLG=2
247: CALL RKGS (PRMT,Y2 ,DERY?,E-DIM, 11 IL F , FCT , 011T^ , Alix )
24R: IF(NSRCS.E( . 2) GO TO 59
249: I FLG= 3
2 50 : CALL 9KGj (PRMT,Y 3 , DER Y 3 ,*j|) IM, I ULF , FCT , OU TP , AUX )
251: )9 '.OflTINUL

^AIN216:) 
MA IN'11 70 
MA IN?1 U) 
MA I M2140 
MA I ri?2C0 
f’A PJ221O 
MA IN222O 
MA 1*122 30 
MA I\22AO 
MAI\22>0 
MA I N22 f-O 
MA 11'2270 
MAIN22tO 
MA I 02240 
MA I 023 00 
mA IM231O 
MA 102320 
MAP 2 3 3 0 
M A IN 2 3 0 
MA IN23t>0 
MA P 2 360 
MA PP370 
MA 10231'0 
MA IN2300 
MA I M 2A 30 
‘^A IN2A ll) 
MA 102^20 
MAP’2A3O 
MA I024A0 
MA 1024 50 
MA 1024 60 
MAP'2^70 
MA 10244.0 
MA I 024 ->0 
MA IV25U0 
MA 1'125 10

4^NJ



PA 3E

252 : 
253: 
254 : 
2 ^5 : 
255: 
2 57: 
2 58: 
253: 
2bO: 
261 : 
2 6 2: 
263:
2 64 :
3 65 : 
2 66 : 
2b7: 
268 :
269:
270: 
271 :
272:
273:
274:
275:
276:

100 FORM XT(4F10.5)
101 FCIRMM(3I5)
102 FORMAT!2F15.7)
103 FORMAT!5F10.3)
104 FriPMAT(2Ij,2F15.4)
105 FOP MAT! 21 2, Fl 0.2,0 12. 3)
106 FORMAT!F10.4)
109 Ffio.MAT (13)
200 FORMAT(5X ,« TINIT = • , F 5.1 , 5> , ' E’'TlO =',FA.1,« M I j ' , 6 X , ' P RM T ( 3 ) 

lFo.2,' MI '!• ,5K,'RP'1T(4) = ' , F R . 5 , / )
201 FORMAT! 5X, 'MX = ', I 3,5 X, ' o y = ' , I 3, 5 X , '‘I =',I3,/)
202 FOR/AT(5X,•Yhax =',FR.l,' M',5X,'H =',F?.2,' M',/)
203 FORMAT! 5X UST =',F8.2,' M/M I M X , ' 1.15 < ^'.F41^,'

1,F7.3,5X,'TCH =',F5.1,' MM',5<,'P =',F6.2)
204 FORMAT ( 5 <, 'KF =',I3,3X,' L r> =',H,2X,' CO =',F9.2,' r^/CU.M 

1'XMAX =' ,F >.1 , ' mi ,/ )
205 FORMAT! 1 )(/) ,j>5X, ' INPUT DATA')
206 FORMAT(35a,'***** ****',//)
207 F ORM*' T( 5 < , ' STACI L I TY CLASS =',I4,5X,' I IVn-> =',I3,5X,' ALPHA

M A IN ? r 2 0 
MAI \I25 30 
!’A 1025^0 
MA IN25 10 
MA IN25 6O 
MA I.J2r 70 
MA I '12 5 <0 
MA IFJ25 >0 
MAI 02600 

= ' , M A I N R 6 1 3 
MA IU2620 
MA 1026 0) 
MA I ’■'?( 0 

A" ='F’AIN2653 
MA 102660 

, 3X, MA I 02 6 70 
11A IM 26 3 3 
*M rj2690 
M,A I 02700 

= ' , F7MA pp7 ID
1.7,5 <, ' uK =' ,E 1 3.2 , ' 1/M IN',/)

208 FORM AT( 5X, 'pRUFL =',F6.2,' HI J',/)
209 FORMAT ( 5X ,'MUM 3LI1 OF SnURC = j =', 14,/) 

S TOP
r N L)

MAIU272O 
MA I M2730 
MAIH2740 
MA IN 2760 
mAIN27t0
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PAC,*- 1

1: Sl*f3R JUT I JF FCT(X,Y,DFRY) FCT 10
2 : C FC T 20
3: C FC T >0
4: c THIS SUHRDUT IMF CO'ipiJTES THC DR < I V AT I Vc S ( R I 3HT HAt.D SIOFS) LF THE FCT 43
5 : c SY5IFM TO 3IVEM VALUlS DF XITI^t) A'lD Y ( CONCE 4TR AT I OH) FC T 5 0
6: c FCT L 3
7: C FCT 70
8: J IM EMS IH'J Y( 700) , HER Y( 700) , P AC ( 70 0) , C 7 0 ( 7 00) , C Z 1 ( 700 ) , C Z 2 ( 7 00 ) , FCT 80
4: 1CZI (700) ,CY^ ( 700 ) , R2 ( 15 ) , .<5 21 (15,15,15), CLC( 15,15) FC T ->0

10: COMMON ZBLKl/ A1(15,15) ,A2(15, 15) , A3(15, 1 r),b1 (15,15 ) ,02( 15, 15 ) , FCT 100
11: 11 3( 15, 15) ,R1( 15),X 3( 15) ,7 5( 15) ,R 5( 15) ,8301 (1') ,R 36 2(15 ) , APA1 (15) , FCT 1 10
12 : 2R36 I ( 15,15 ), 0(700 ) ,U ( 15 ), V( 15 ), X*-X ( 3, 15) , XYY( 15) , XZ7 ( 15) , XMA X( 3 ) , CCT 120
13: lYMAX.H, AK , TCH ,P, KS( 3 ) , IS ( 3 ) ,C0 ( 3 ) , NX , JY , \ Z, N1, h'2, M3 , K X , K Y , K Z , FC T 1 30
14: 4v 1( 1j),0 2( 15), 0 3( 15), M SRC S, IF LC,*'FL3,CC( 3,15,15,15) ,P8|)EL,PRMT 3, FCT 140
15 : 5 IMVRS FC T 150
16: I NTEO'R v AR 1 , VAK? , V AR3 , V AR^ , V AP5 , V AP.6 , V A R7 FCT 1 SO
17 : .ll)IM=(MX+l)*!,IY*MT FCT 170
18 : >0 4 L =2,K Z FCT 1 50
17: 4 R1 ( L) =U( L) /XMAX ( I FLO FCT 1 70
20: c FCT 200
21: c VARIATION n THC V VLLDCITY FCT 210
22: c FCT 7?0
23: IF(X-TCH) l,"1^ FCT 2 30
24: 1 CO’JTINUL FCT 240
25 : Of) 5 L=2,KZ FC T 2 50
26 : V(L)=P*IJ(L)*(X/TC!I) FCT 2uO
27: L R2( L )=V(L ) /( 2.*Y'1 AX) FCT 270
28 : CO TO 3 FCT 2 8 0
27: 2 crMTINUE FC T 2 TO
30: 00 6 L=2,KZ FCT 300
31: V(L )=P*U(L) FCT 3 10
32 : 6 K? ( L ) =V ( L ) / ( 2 . *YAX ) FC T 320
33: 3 CONTI Ml IF FCT 3 jO
34: c FCT 340
3 5 : c COMPUTATION OF THE DERIVATIVES FCT 3 >0
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■Sfx: r FCT 3{ 0
37: ori 3 ! L=/'> ,KZ FCT 3 70
3? : <>0 3 3 K = 2,kY FCT 3 80
37: IK) 33 1=2,KY FCT 3 A)
4D: 33 P52I(L ,K, I )=R5(L)*92(K , I )-92(L)*A7(k,I ) FCT 4 CO
41: DO 39 LL=1,NDIM FCT 4 10
47 : 0 7f>(LL )=0. FCT 4 2 J
4 3 : L ZI (LL)=J. FC T 4 10
44: l7’(LL)=n. FCT 44')
45 : 39 CYK(LL)=0. FCT 4 5 3
46: J = 1 FCT 4 uO
47: J J = K < FCT 470
48: IF( IFLG.Eo.l) uO TO 35 FCT 4 8 0
4 7 : IX=IFIX(X/(P^^T3-.O1)) FCT 4 )0
50: I IrK=(IFLG-2)*97+( IX+l) FCT 5 CO
51: REALM 4' I IKK ) ( (CCU(K , L) ,K = 2,KY) ,L = 1,03) FCT 5 10
52 : 3 5 COOT INUE FCT c20
53: -0 51 LK=2,KY FCT 5 3 0
54: 1)0 51 LZ = 2,KZ FCT 5 40
5 5: nfl 50 LJ = J,JJ FCT 5 )U
56: 7AR1=KS(IFLG-1) FC T 5 60
57: VAR2=LS(IFLG-1) FCT 5 7'.)
58: /AP3=LJ-(J-l)+1 FCT 5°’3
57: IF(IFL3.EQ.1) 30 TO 40 FC T u" )0
o0: IF(LK.EQ.KStI FLO).AOD.LZ.lQ.LS(IFLG)) on TO 10 FCT 600
61: PAC(LJ)=0. FCT 6 10
62 : I F ( CCC ( V \R1 , V AR2 ) . ',T .0 . ) P AC( L J ) =CCC ( LK, 1.7 ) *A 1 ( VAR 3, 1) FCT 6 2 0
0 3: 30 TO 20 FCT 6^0
64: 10 PAC(LJ)=C0(I FLO)*A 1(VAR 3, 1) FCT 640
u5 : IF(CCC(V AR 1,VAR2) .GT.0.) PAC(LJ) = ^ AC(LJ)+CCC(LK,L 7)1(V A? 3 , 1) FCT 6 50
66: co TO 20 FC r 650
67: 40 IF( LK .EG.KSl 1) . AOO. L7. c0. LS I 1 ) ) (-1) TO 11 FC1 6 70
68 : P AC(L J)=0 . FCT ( (.o
69: uO TO 20 FC T (. 30
70: 11 PAC(LJ)=CO(1)*A1(VAP 3,1) FCT 7'30
71 : 20 CONTINUE FCT 710
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72: I.n 60 1=1,KX FCT 7 20
73 : vAP4=1+1 FC T 7 3 0
74 : VAR5=I+J-l FCT 7'tO
75: 6 0 HAC(LJ)=PAC(LJ)+A1(VAD. 3,VAP4)*Y(VAP. 5) FCT 7 >0
76: L’G 70 1=2,KZ FCT 760
77: VAR6=LJ+KX*(I-LZ ) FCT 770
7P: uZ?(LJ)=LZ2(LJ) + APAl(I)*Y(VAP6)*FLOAT(IM VPS) FCT 780
79: c70(LJ )=CZO(LJ) + A H 1, I )*Y(VA^6) FCT 7 90
80: 70 LZI (LJ)=CZI (10)4-93 6 I (LZ, I )*Y(VAPf,) FL T 8 00
81: Z1 (L J) = ( - A3( 1 ,N 1) *CZ? ( LJ) -CZO (LJ ) ) Z A3 ( 1 , 1 ) FCT 8 10
82: t;Cl 80 I = 2,KY FCT 8 20
8 1: VAR7=LJ+(I-LK)*(KZ-1)*KX FC T 8 3 0
84: 80 I YK ( L J) =C. YK ( L J ) 4-X )2 I ( L Z , L K , I ) *Y ( V A97 ) FCT 8 40
85 : 50 UCP Y ( L J ) =-R 1 ( L Z ) *P AC ( L J ) 4- < 36 1 ( LZ ) *0 Z 1 ( 1 J ) + 8362 ( LZ ) *C Z2 (LJ)+CZI (LJ)FCT 8 80
86 : 14-CYK(l J )4-(?(LJ )-AK*Y(l J ) FCT 8.6 0
87: J = J J4- 1 FC T 870
88: J J=J4-KX- 1 FCT 8^0
89: 51 CLMTIMIJt FCT 8 90
90: RETURM FC T 9C0
91: F ‘J I) FCT 9 10
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1 : SUBROUTI' F JCBI ( N,N(l,Ml , AL ,PE ,FA,FP , FC, J)C)T ) JCI I 10
2: C JCF'I 20
3 : 0 JCT I 30<v. c THIS SUrROUTI'Jr COMPUTES THr ROOTS HF AN MTF.HEGPEE JACT’r, I POLYNOV I ALJCLSI ^0
L> I c ANfi THE DERIVATIVES OF THF POLY\|(P‘IAL AT THF1^ POINTS act i >9
6 : c JCr>I tn
7: c JCHI 70
8: I 1 - THE NU^EFR OF I’lTFRIOP POINTS JCH I riO
): 0 .<0 - 1 IIP 0 IF X=o IS INCLUIIL-I) DR .mOT JC" I TO

10: c •'1 - SANZ AS NO, FnR THE POINT X = 1 JCII IGO
11 : c ALtB" - THE OOANTITIFS ALFA AND tOR THE UFIGHTIN3 JCH I 1 10
12: c FUNCTION JCI-1 120
13 : c FA,FL',FC - THE FIRST,SECOND ANo THIPD |, “k IV AT I V c S IF TUL JCP I 1 30
14: POLY JI If* I AL AT THE ROUTS JCH I 1-40
lb: •>0OT - OOTPUT A’RAY CONTAINING THE N+N0+N1 ROOTS OF THE JCI I 1 3 0
16: c POLY IOHI AL jc r i 1 -jC
17: 0 JCHI 170
18: c JCH I 1 °0
19: DIMENSION FA( 1 ) , Fu, ( 1 ) , FC( 1 ) ,ROOT( 1 ) JCHI 1 ^o
20: AP=AL+PE JCHI 200
21: AD=B--AL JCP I 2 10
22 : AP = [r*AL JCI I 220
23: EA(1)=(AD/(AB+2.)+1.)Z2. JCHI 2j>0
24: FP( 1)=0. jcr i 2 40
2 5: ID 10 1=2, J JCCI 2>0
26: /1=FLOAT( I )-l . JCH I 2 jO
27: 7=AB+2.*71 JCHI 2 70
2«: FA ( I ) = ( AH/Z*AL)/( 7 + 2. ) + l. ) Z2. JCL I 280
29: IFII-2) 11,12,11 JC2I 2 n
30: 12 FK I ) =( Ar + AP + Zl ) 17.111 V 7 + 1 . ) JCHI 300
31: -DTU 10 JCP I 3 10
32 : 11 z=z*z JCP I 3 20
33 ; Y=Z1*(An+Zl) JCP I 3 3 0
34: Y=Y*(AP+Y) JCP I 34)
35 : FP( I )=Y/7/(Z-l.) JCUI 3 50



PACE 2

36. : 10 CONT INOF JCBI 3 50
37: \ = 0. JC 'I 3 70
3R: CO 20 I=1,N JC JI 3l' 0
39: 11=1-1 JCP I b >0
40: 2 5 < l) = 0 . JCF I 4C0
41: XN=1. JCBI 4 10
42: KH1=O. JCPI 4 20
43 : KM1=0. JCP I 4 ’ 0
44: on 30 J=1,M JCP I 440
45 : KP = ( FA ( J ) - X) *XN-Fh ( J ) *XI) J C Pi I 4 >0
46 : XP1=(FA(J)-X)*XN1-FB(J)*XD1-XN JC 31 4 60
47: AO = X 4 JCP I 470
45: XD1=XN1 JC» I L -AO
49: X'J = XP JCF I 4')0
50: 3 0 «M1=XP1 JC'I 5 CO
51: Z C = 1. JCBI 5 10
52: Z = XN/XN 1 JCBI 5 20
53 : IF( I 1) 21,21,22 JCP I 5-0)
54: 72 0023 J=1,I1 JC'3 I 540
55 2 23 ZC = Z(.-Z/( X-ROOT( J ) ) JCt3 I 5
56 2 21 Z=Z/7C JCPI 5 60
•57: X = Y-Z JCBI 5 70
55: IF( AriS(7)-l.E-7 ) 26,26,25 JCP, I 3 30
d9: I’.OOK I ) = K JCi-1 5 n
60: X=X+0.0005 JCF I 6 CO
61: 20 CONTINUE JCB I 6 10
62: rt=n+mo+ni JC ’I 6 20
6 3: IF(NO-1) 35,36,35 JCP. I 6 3 )
64: 3G 1 o 42 1=1,M JCBI 6 4 J
65: J = M+ l-I JCPI 6 ,0
66 : riil(JT(J+l) =RDDT(J) JCt I 66 0
67: <00T(1)=0. JCBI 6
6P: 35 IF(Nl-l) 38,37,33 JCL’ I 6 6 0
66; 3 T ROOT(NT)=1. JCl'I 690
70: 3 8 l-r 40 1=1, NT JCPI 7C0
71: X = POOT( I ) JCPI 710
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P\C-F 3

m F A ( I ) = 1. JCB I 72 J
73: FJ(I)=0. JCI' I 7 30
74 : FC(I)=0. JCf I 74 115 : । n *tc j = i th-T JCB I 7 3 0
76: IF(J-I) ^1,40,41 JCHI 7t>0
77: 41 Y^X-RCOT(J) JCI’I 7 70
7R: FC(I)=Y*CC(I)+1.*FL(I) JCF I 7 ►’(J
79: FP( I )=Y*FP.( I )+2.*FA( I ) JCF I 790
30: FA(I)=Y*FA(I) JC! I 800
81: 40 CONTINUE JCt I 8 10
82: r.FTUP'J JCP I 0 20
83: ECU JC .* I ° 30
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P & G R 1

1 : 51 Jf ROUT IMF OFfJPR ( J, NO ^11, I , ID , F A, F B , FC , P 00 T , VE C T ) DFOP 10
2 : c OF OP 20
5: c OF OP ^0

c THIS SUr TOUT IME CMCUL^TFS THE AND P PATPICES AP’D THE (JUAliR A TORE DFOP 43
5 : c WEIGHTS FOO'i THE l.'U/^TITIES OERIVEU I'J SUF ? i)UT I HE JCPI OF op rn
6: c DFOP z,0
7: c DFOP 70
P : c rj,NO,Nl - SAME AS JCPI PFOP HO4: c I - DIFFEWEOTI AL nprRATDp AT X=^OOT(I ) DFOP 30
10: c ID - INDICATOR, I.F. 1 FUR a, 2 FDR MATRIX R, DFOP ion
11: c 3 FOR QU A[)R A TURF ^FIGHTS W L'FOP 1 10
12: c FA,FP,FC - COMPUTED IN JCrtl DFOP 1 23
13: c ROOT - CUf r,ljTED I'J JCrtl DFOP 1 30
14: c VFCT - CONTAINS THE COMPUTED VlCTOR DFOP 143
15 : c DFOP 1 jO
lb: c DFOP 1 jO
17: uIME 'ISID 1 F A ( 1) , Fl> ( 1) , FC ( 1) , ROOT ( 1 ) , VECT ( 1 ) DFOP 1 70
18 : .|T=N + NO+N 1 DFOP 1 HO
M: IF( I‘>-3) 1,10,10 DFOP 150
20: 1 DO 20 J=1,NT DFOP 200
21: IF(J-I) 21,2,21 DFOP 210
22: 2 IF(IU-l) 5,4,5 )FCP 220
23: VEC T( I)=FE(I)/FA( I )/?. dFOP 2 30
24: <,0T0 20 DFLIP 240
2 5 : 4- V^CT( I )=FC( I )/FA( I )/3 . DFOP 2. J
?'. : GOTO 20 DFOP 2c 0
27: 21 Y = PD )T ( I ) -Rl)3T( J ) DFOP 2 7023: VECT( J)= F A(I)/FA(J )/Y DFOP 2nO
27: IF(Id-2) 20,22,20 JFf'P 2 30
30: 22 VCCT( J)=VECT(J)*(Frt(I)/FA(II-2./Y) DFOP 300
31: 20 CONTIMUF DFOP 3 10
32: unT0 50 DFOP
33: 10 Y=0. DFOP 3 30
34: IF(IL>-4) 31,30,31 0Fi IP 340
35 : 31 in 25 J = 1 ,riT DFOP 3 5 0
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36 : X=8001(J) IT-CP 3 6 0
37: 1X = X*( 1.-0 OFf)P 370
5R: IF(NO) 26,27,26 PFOP 3 ’,0
3'#: 27 AX=AX/X/X DFOP 3^0
40: 26 IK'Jl) ZH,2?,23 DFOP 4C0
41: 2 0 »'X = AX/( l.-X)/(l.-O DFfJP 4 10
-^2: 28 >/l-CT( J ) = 3X/FA ( J ) /F M J ) DFOP 4 20
4 3 : 2 5 Y=Y+VECT(J) nrr'P 4 a 3
44: rom 60 DFOP 4^0
45 : JO jfl 35 J=1,'JT DFOP 4 jJ
46 : x=root(j) DFCP 4 60
47: IF(NO) 36,37,36 l'F(JP 470
48: 37 A X=l./X LFCP 480
40: 3o IF(N1 ) 38, 37,38 DFCP 4 70
50: 3 ) /K=l./(1.-X) DFOP 5 C 0
51: 3 8 VLCT(J)=AX/FA(J)/FA(J) DFOP 510
52: 3 5 Y=Y+VFCT(J) CFTP 5 20
53 : 6 0 1061 J=1,NT DFCP 5 30
54: 61 rci( J)=VECT( J)/Y DFCP 560
55: 50 ETU1', J DFOP 5 .'0
56 : bN[i DFCiP 5 60



1

U1 to

1 : r,lJ[-R'JIJT I JE niJTP ( y , Y, l)E»Y, IHLF,'IDP ,P8MT) OUTP 1 0
2: C OUTP 20
3: 0 OUTP 30
4 : c THIS 5U 3r<0UT PIE GIVES THE OUIPIIT l)F THE MOtjcj CUTO 4 0
5: c OUTP uCh* c OUTP ( 0
7: c PROEL - THE IMTF-PV/1L IT WHICH THE RESULTS WILL i'E PRINTED OUTP 70
H: c T OR TIItT^ - TIME t’ETWEEM THE ^nLLUTA^'T R17 L c3 SE ( T I o I T ) THE OUTP HO
9: c IJITIATION OF THE AV Fl’. W, IIP, TIME OUTP 10

10: c IP EGA - END OF THE AVFRAGIN^ TI‘'E OUTP 100
11 : c i.X(I,J) - FLUX ACROSS Y-Z I’LAjE AT v * JTH. POINT ullE TO I TH. OUTP 1 10
12: c AND PRECEDING SOURCES OUTP 1 20
13: c OUTP 1 AO
14 : r CUTP 140
15: DI MENS I O’i PRMT (5 ) ,Y (700) , hERY ( 700 ) , CZP ( 700 ) T CZ 1 ( 700 ) ,L Z 2( 700 ) , C UTP l^O
b: 1L( 15, 15,15) ,OX(3,15) , IHL( 3,50) OUTP 150
17: COr-MUN /I’LK 1/ All 15, 15), X2( 15, 15) ,A3( 15, 15) ,?1( 15,15) ,12(15,15) , CUTP 170
18: li 3 ( IP ,15) ,R1 ( 15 ) , R3 ( 15 ) , R 5 ( 15 ) , Rt ( 15 ) , R36 1( 15) ,R362( 15 ) , APM ( 15) , OUTP 1 HO
19: 2-' 361 ( 15,1 5) , J( 700) , U ( 1 5 ) , V ( 1 5 ) , X X X ( 3,1 5 ) , XYY (1 5 ) , X ZZ ( 1 5 ) , X^ AX ( 3 ) , OUTP 1 90
20: 3YMAX,H,AF ,TCH,P,K S(3),LS( 3) ,C0(3) X,NY,N?,N1,02,N i,KX,KY,KZ, CUTP 2 00
21: 4).l ( 15 ) , W2 ( 15 ) , W3 ( 15 ) ,-NSPCS , IFL.,, MFLG, CT ( <, 15, 15, 15) ,PKl)EL ,PRiMT3, OUTP 2 10?'>•. 51NVRC OUTP 220
23: I sITE 3FR V A < 10, VAR 11, VAR 12 , VAJ 1 3, VAR 14 , V Au 1 > OUTP 2 30
24 : IFLA3=IFLG OUTP 240
25: IF(NFLG.E0.1) SO TO 15 OUTP 2 jO
2 0: IFINSRCS.imE. 1 ) GO TO 70 OUTP 2hO
27: IF(X.FQ.O.O) I II 1 = 0 CUT P 270
28: IF(X.FO.O.0) GO TO 71 OUT? 2°0
29: sA I=FLOAT(I I I I ) OUTP 290
30: AAU=AAI-X/PPDEL CUTP 3 0 0
31: IAl = IFI X(AAI1»10 ). ) OUTP 3 1 0
32: I F ( I A 1. E'J . 0) GO TO 71 OUTP 3 20
33: GO TO bOO OUTP 3 30
34 : 70 IF(X.EO.O.J) 11=0 OUTP 3 40
35: I F ( X. EG.0.0) GO Tfl 71 OUTP ’’GO



9PAf^t

: ,.I=FLCAT( I I ) nuTP S' 0
17: 4 1 l = /> I-X/P8!‘T( J) outp 170
38: 11= I F I X(AI1*100.) CUTP 380
39: I K II . t'J.U ) on TO 71 OUTP D )0
40: on in koo OUTP 400
41: 71 CONTI "'JU F CU IP 4 10
42 : J = 1 OUTP 420
43: J J = KX OUTP 4 30
44: *iO 2 ID=l,fJY (.DTP 4h0
45 : i.'O 1 LJ = J,JJ TUT9 4 50
4 6 z CZO(LJ)=o. OUTP 410
47: CZ?(LJ)=O. OUTP 470
4R: I.n 5 1 = 2,KZ CUT 9 4 80
49: V \»1)=LJ + KX*( 1-2 ) OUT0 4 1C
50: LZ2(LJ)=CZ2(LJ) + 4PA1( I ) »Y ( VAR 10 )<-FLOAT ( I T'VFS ) OUTP 5 00
51: 5 CZO(LJ)=CZ0(LJ) + ,\3(l,I)*Y(VA<10) CUT? 8 10
52 : CZl(LJ) = (-A3(1,N 3)*CZ2(LJ)-CZO(L J ) ) / / 1 ( 1, 1) OUT? 5 20
5 1: 1 (.CNTiriUE OUTP r 30
54: J= II.^NZ X + 1 OUTP 5^0
5 5: J i = J+ KX-1 nuTi’ 5 50
56: 2 LOMTIMUE nui p 5 oO
57: I rji'= 2 OUTP 8 70
5 8 : f 1 = 1 CUTP 5 80
5 9 : r 2 = K X (III TP 5 00
go: JO 10 K=2,KY OUTP f 00
61: J = 2 CUTP 610
62: L>0 21 I=M ,M2 OUTP 6 30
o3: C(J,K,1)=CZ1 ( I ) OUTP 6 30
64: 21 J=J+1 CUTP 6 40
tj 5 z ■13 = M OUTP 6 50
6 f-< z f'4 = N’2 OUTP C oO
67: 00 20 L=2,KZ CUTP 6 70
6 8 : J = 2 CUTP 6 80
f 9: HO 31 I=03,^4 OUTP 6 90
70: C ( J , K , L ) = Y ( I ) OUTP 700
71: 31 J=J+1 CUTP 710

U1U)



pa(;f 3

72: 113=0-++ 1 GO TP 7 20
73 : r 4 = 1 -1I)*KX OUTP 710
74 : [ Mf) = I Nl)+ 1 CHJTP 7-tO
7r : 20 CONTINUE OUTP 7j0
76 : J=2 OUTP 760
77: L 0 22 I=M1,M2 OUTP 770
7»: C ( J , K , N 3 ) =C Z 2 ( I ) OUTP 780
79: 22 J = J + l CUTP 7 JO
AO: P1=M3 OUTP Q0U
81: :i2 = M4 OUTP CIO
32: 10 LriMT IMUF CUTP 820
8 3 : CALL ZERU(C) OUTP r, 10
84 : I F ( NSRCS. LU. 1 ) Gr) TO 6' LIU TP PAD
8 5: IX=IFIX(X/(PRMT3-.01)) CUTP 8 ,()
86: I IHK = ( IFLG-l)*97+( IX+1) CUTP 860
87: WRITb(4'I IEK) ( (C(’11,K,L) ,k = 2, KY ) ,L=1 ,'i3 ) CUTP P70
88: 11=11+1 OUTP 8"0
89: IF(X.FQ.O.O) I I 1 = 0 CUTU 890
90: I F ( X. EQ.O .0 ) on T(J 15 OUTP 90)
71 : ,xl I =r L oa T ( III) CUTP 9 10
92: Al I 1=AII-X/PRDFL OUTP 920
93 : I I 1 = 1 FIX(Al I 1*100. ) HUTP 910
94 : I F ( I I 1. E( .0) 30 TO 65 OUTP 940
95 : GO TU 800 OUTP 98)
'96 : 6 5 LUNT INUF CUTD 960
97: I I I=1 I 1 + 1 OUTP 970
98: !F(IFLG.FO.l.ANU. JSkCS.EO.l) I I II = 1 I I 1 + 1 CUTP Qi’O
93 ; I IX=IFIX(X/(P9l)EL-.0D ) CUTr> 990

100: I F( IF LG.Eu.MSRCS) GO TO «0 OUTPICC 0
101: 0 90 J = 2,M OUTP 10 10
li>2: l6LK = J + ( IFLG-1)*4 + 1 Iy*15 CUTP1020
103 : )0 WRITT(2' I 1 LK) ((C(J,K,L),K=? ,KY),L=1,'J3) OUTP10 10
104 : 1HL(IFLG,I IX+l)=1HLF OUTP 10^+0
105: .0 TO 800 OUTP1O‘.IJ
106: 80 CALL AVG(C,I IX, I FL AG) OUTP1060
107: IF(I I X.FA.1.AND.OoRCS.EO.1) GO To 800 OUTP1070
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PA jE
10R: IF(IIX.ED.I) GO T(l 79 OUTP1050
109: JD 6 7 J = 2,01 0UTP1090
110: li(J 67 K = 2,KY CUTP1100
111: i n 67 L = 1 , N3 OUTP1110
112: 6 7 CC ( I F L 0,, J , K , L ) =C ( J , K , L ) 0UTPU20
113: IFtX.IQ.O.O) uJ TO 800 CUT Pl 13 J
114: T=X-2.*PPDEL OUTPU+U
115: IHKIFLG,! I X+ 1 ) = T HLF OUTP 11 0
116: IF(NSPCS.FU. 1 ) GO TO IB 0UTP11 t.O
117: 74 I I FL 5=I FLO OUT^l170
11R: 78 IIFL3=IIFLG-1 OUTP1180
119: IF(I IFLG.ro.0) GO TO 18 0UTPIP0
120: to 75 J = 2^11 CUTP1200
121 : 1 i'L! = J+ ( I IFLG-1 ) *4 >*15 + 11 X*1 5 0UTP121U
122: 75 ;r/\D( ?• IPLI ) ( (C( J,K,L) ,K=2,KY) ,L = 1,N3) OUTP 12 20
123: ^'LL AVG(C,I IX,1IFLG) CUTP123O
124 : I F ( I IX . Ei?. 1. 3ND. I I FLG. EO . 1 ) .GO TO +00 0UT31250
1?5: .'0 75 J = 7,M OUTP1250
126: on 7r K=7,KY OUTP1250
127: uo 76 L=l,03 CUTP1270
12«: 76 Cr:(IIFLG,J,K,L)=C( J,K,L) OUTP12°0
129: CO TO 78 0UTP12>0
130: 15 T=0. CUTP1300
1 il : I IX=O 0UTP1310
1 R2 : UP 91 J=1,MSKCS OUTP1320
133: 91 IHL(J,1)=O UUTP13 <0
1 34 : IF(MFLG.Ei.’.l) GO TO 16 CUTP1 HO
135: CALL AVG(C,IIX,IFLAG) OUTP1350
1 36: I I 1 = 1 I 1 + 1 GUTP136.O
137: uO TO BUG CUTD137O
1 3R : IB COOT PHIL 0UTP1 3 -19
1 39: VAPU = KS( 1) OUTP1390
140: VAP12 = LS( 1) 0UTP14OO
141 : lC( 1, 1,7^11, VAP 12)=C0( 1) CUTP1410
142 : lr(NSRCS.EQ.l) G'l TO 16 OUTP1420
143: i)0 17 1=2,7 SPCS OUTP 1430

in
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PA32

1^4; VA?13=1-1 CH)TP 1440
145: V '\R14=KS( I ) 00721450
146 : V ARl'-^LS f I ) 0UTP1469
147: 17 CC ( VAR13, M , VAR14 , VAP15 ) = CC ( VARI 1 , .U , V AlU4, V ARI? ) +00 ( I ) flUTP 14 70
14?: 16 hRITF(6,131) T,X,( IHL(J,I IX+l) , J=1,NSRCS) OUTP 1 4 H 0
149: ’wRITL(6,204) CLTR14 H)
15 0: HR I Tl (6,210) XXX(l,l),((XXX(J,I),I = 2,r!]),J = l,M5RCc) 00 TP 15 00
151 : aR ITF(6,2 15) r,UTP1510
132 : HPITF(6,?08) 00 rnl520
1 53: 1=03+1 fotp 1c 30
154: 33 L=L-1 nUTP154()
155: ^RITE(6,205) X7Z(L) OOTPIE50
156: HD 41 K=2,KY OOTP1C60
157: wPTIF(6,134) XYY(K),CC(1,1,K,L),( (CC( I , J ,K,L ) ,J = 2,N1),1=1,\SKCS) 00 TPlc 70
1>P: 41 COOT INUF FI0TP15E0
159: IF(L.EO.l) on TO 40 0UTP15?0
160: 30 TO 53 OIJTP 1600
161: 40 cfl’JTIOUE 00TP16 10
lh? : 30 50 I=1,MSRCS CUT°162O
163: on 50 J=11 00 FP 16 3 )
1 u4 : 0X( I,J)=O. noTPif40
165: 00 52 K=2,KY CUT Pl 6 ,0
166: DO j>? 1 = 1,N3 OUTP1660
167: ?2 6 X( I , J ) =0X( I , J)+Cc ( I , J ,K , L)*U ( L) - A? (k ) HL ) OOTP 16 70
16? : UX( I, J )=CX( I, J )/60000. *I|X-2.*YMAX 00 TP 16+0
169: 50 CONTINUE 00 TP 1790
170: HR I TO (6,220) OX ( 1 , 1 ) , ( ( OX ( J , I ) , I = , N1 ) , J = 1, MSF C S ) OOTP1700
171: uoo lootlxiuf OUTP 17 10
17? : C CUTP1720
173: 151 FORfHTt 8(/), ?0X, 1 THETA =’,F6.2,' M 10 • , / , 3 0 X, ' Or. E 3 A =',F6.2,' MIO* ,OUTP17uO
174: 110X, ' IHLF =' ,31 3) UUTP1740
175: 134 FOR)* XT ( IX , *Y= ' , F6. 1, * ',15F8.2) COTP175O
176: 204 FORMAT (//, 3 IX , ' X OIRECTIO'I ( H - T Fl. S ) ', / ) 00 1° 17f 0
177: 205 FORMX T(//,5X, ' Z Jl-'-ECTION =',F10.1,' '■',•,//) OOTP 1770
178: 5 0 5 FOP*1 AT ( 3'■> X , 1 *■***<■ ***<• *****»<=*** • ) CUT Pl 7> 0
17 1: 210 F ORM H(11X,FB.1,IX,14F? . 1 ) 0UTP1790
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180: 215 FIW'U (//,3P.X, ' CiFlCb^TR tT I(iN ( MVCU .M ) ' )
181 : 220 FOPI^nM/) ,1X,'i1X(0'!/SFC) = ' ,15F‘'.?)
182: -IFTUP'J
183: LNIJ

FJUTt’lPOO
OUTP18 in
QUTP1820
0UTP1P30



1

1: SUOPdUT Ir)E 7E9()(C) ZEI-'O 10
2: L tpl r. 20
3: C ZFPO 3 0
4: C THIS c.ui,9(iur INE CLLA4S THE OUTPUT OF THF "ini-tL ZERO AO
5: C. Zcl 0 .-0

: C 7FIH] ( 0
7: OIHF'IS 100 C( 15, 15, 15) ZERO 70
P: cor MOO /I LK 1/ Al ( 15 , 15 ) , 32 ( 15 , 15 ) , A 3( 15, 1 5 ), P 1 ( 1 , 1 5 ) , P 2 ( 15,15), ZE ''0 RO
9: lr.3( 15, 15) ,\1 ( 15) ,1’3 ( 15 ) ,'-5 ( 15 ) ,R > (1 5 ) ,P' 36 1 (15 ) , 93 62 ( I1' ) , AP Al ( 15 ) , ZF (C W

10: 2P 36 I ( 15, 15 ) ,0( 700) , 11 ( 1 5 ) , V ( 1 ">) , X X X ( 3, 1 r ) , XY Y ( 1 5 ) , X Z L ( 1 5 ) , X m A A ( 3 ) , ZERO 100
11 : 3YFt\X,H, AK,TCH,P,K5 ( 3 ) , L S ( 3 ) , CO ( 3 ) , UX , f1Y , 0 Z , H 1,0 2 , *13 , K X , K Y , K L , ZERO 1 10
10: 4a I ( 15 ) , w2 ( 1 5) , UL3 ( l.a ,NSKC5, I FLO, 'FLG,CC ( 3,15,15,15), PnUEL ,PP IT 3, ZE '0 120
13: 5 1 4VRS ZF'-T) 1 3.0
14 : J = 2 ZtR^ 1 AO
15: 55 k=KS(IFLO) ZF so i ;o
16: L = LS( IFLC.) ZERO 1 < o
17: I F(C(J,K,L).LF.O.) GO TO 10 ZERO 1 70
IK: 12 L=L+1 ZERO 1 l’O
19: I F( L.OT.,43) r;o TO 14 Zr R 0 1 00
2(i: IF(C(J,K,L).LE.O.) GO TO 20 Z^RO 2 00
21: GO TO 12 ZFR/I 2 10
22: 14 L=LS(IFL2) zcr o 220
23: 15 L = L- 1 ZF ^0 2 30
24 : IF(L.LT . 1 ) GO TO 30 ZE "Vi 2 4'J
25: I F(C(J,K,L).LE.O.) GO TO 2^ ZERO 2 50
26: ',0 TO 15 ZFPO 2 60
27 : 20 1'0 21 I=L,N3 iv on 2 70
28 : 21 C(J,K,I)=O. ZERO 2^0
29: GO TO 14 ZERO 2 ?0
30: 2 5 L(J,K,L) = 0. ZERO 30 0
31 : L=L-1 ZFRO 310
32: IF(L.EU.O) GO TO 30 ZCRO 320
33: GO TO 25 ZFRO 3 3 0
34 : 30 L=lS(IFLm) ZERO 3 40
35: K = KS( I FL") ZERO 3 ,0
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PA 3E

36: 33 L = LS( I F L 3 ) ZE"' 3 0
u7: K = K + 1 7 E i-f 0 3 7D
3A : IYD=1 ZERO 3 R D
37: IF(K.FC.,J2) n0 TO J2 ZE 8 0 370
40: 52 IF(C(J,K,L).LE.O.) 30 TO 35 7EP0 400
41: 60 TO 37 ZE 20 4 10
42 : 35 [r 35 1=1,03 ZE 8 0 4 20
4 i: 3 5 0(J , K,I )= 0. ZERO 4 30
44: IF( IYD.FO . 1 ) ol) TO R5 ZE80 4<t0
45 : 30 TO 56 ZERO 4 50
46: 55 HP 80 I=k,KY ZF ?0 4 bO
47: ?o L(J,I,L)=0. Z F 8 0 470
4P : ;o TO 8 7 ZcRO 4R0
4 7: 86 hI00=K Z E8 ri 4 70
50: 10 L( J,KINI),D=0. ZE^o 500
->1: I F(KIMD.FQ.1) 30 TO 87 ZE»O 5 10
52 : K I M[) = K I f| ,)-l ZERO 5 20
53: i,0 TO 88 ZERO 5 $o
54: 87 CO'ITIMUL ZERO 5 40
55 : I F ( lYD.Ei'.l ) GO TU 33 ZERO 650
56: 30 TO 51 ZR-’O 5 60
57: 37 L=L+1 ZERO 5 70
5R : IFd.GT .03) GO TO 38 ZERO 5°0
57 : IF(C(J ,K , L).LE.0. ) 30 TO 3Q ZERO 5 )0
60: ,,0 TO 37 ZERO 600
61: 3Q ijD 40 I=L ,03 ZERO 6 1(1
62 : 40 C(J,K,I)=0. ZERO 6 20
63: 38 L=LS(IFLO) ZE"-0 e. 30
64: 68 L-L-l 7FR0 640

: IFd.GE.l ) GO TO 6 3 ZERO 6 50
6 6: I F ( I Yl). EG. 1 ) 30 TO 3 3 ZFI 0 6 60
67: 1 F ( IYO. E(.. 2) GO TO 51 ZERO 6 70

: 63 IKC( J,K,L) .LE.O. ) GF TO 4? ZERO 6 <0
6'7: 3 0 Tri 6 8 7^8 0 7, )()
70: 42 C(J ,Kd)=0. ZE >0 700
71 : L = L-1 ZERO 710
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P^GE A

72 : IF(L.38.1) GO TO 42 ZFPO 72 0
73 : IF ( IYn.E v.1) GO TO 3 3 ZERO 7 50
74: I F( I YD.EO.2) (iO TO 51 ZF«O 740
7'.>: 32 L = LS( IFLu) ZERO 7 50
76: K = KS(IFL J) ZERO 7oO
77: 51 L=LS(IFLG) ZF >.0 7 70
74: k = K -1 ZFRO 78 0
79: IYD=2 ZERO 7 90
80: IF(K.EQ.l) GO TO 50 zn.o FOO
Rl: GO TO 52 ZERO p 10
82 : 50 J=J+1 ZFRO 8'2 0
8 3 : IF ( J. GT.‘'I ) .GO TO 60 ZERO 8 30
84: .,0 TO 5 5 Z F P 0 840
85: 10 I 0 58 I=J,N1 ZERO 8 ?0
86: 00 58 K=2,KY ZERO P' 0
87: 1,0 58 1 = 1,03 ZF >0 8 70
88: 58 6( I,K ,L ) = 0. ZFRO .8 8 0
89: 60 CONT I NOL ZFKO » 90
90: 8F TURN ZFF. 0 900
91: ^Nl) ZERO 9 10

160



1 
?
3

5
6
7
8

10
11
12
1 3
14
15
16
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IP

I n
20
21
22
23
24
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31
32
3 3 
34
35

1PA 3E

• SURROUTIAVG(C,I I, IFLAG) AV u 10
: C AVg 2 0
: C AVG 30
: C THIS SUBOnuTIUF COMPUTFS THF AVEOAGF CO\C FNT RAT 107.S (AVCI- AGING AVG 40
: C TIMC = 2*PROI-L) AVI, -iG
: L AVG to
: C AVG 70
• I) I M E.'4 S I ON Cl 15, 1 *>, 15) ,0( 15, 15, 15) AVC 50
• COMMON /i’LKI/ Al(15,15),A2(15,15),A:'(l^,lr),!’l(15,15),32(15,15), AV ,
• 11' 3( 15,15) ,P1 ( 15) , R 5 ( 15 ) ,R5 ( 15 ) tRc ( 16 ) ,1-3 >1 ( 15 ) ,R362( 15 ) , APA1 ( 15) , AVG ICO
• 2'^ 361 ( 15, 15) ,('( 700) ,U( 15) , V( 15) , XXXI 3 , 15) ,XYY( 15 ) ,XZ7 ( 15 ) , XP AX ( -I ) , AV 3 1 If)
• 3Y MAX , H, AK , TCH, P, KS ( 3 ) , 1 S ( 3) ,C0( 3 ) ,’l <,’17,07,0 1 ,N2 ,N 3 ,KX ,KY ,KZ , AVC 120

4'11 ( 16 ) ,H2 ( 15 ) ,W3 ( 15 ) , MSR0.5 , IFLO, HFLG,CO. ( ', 15, 15, 15 ) ,PWUEL .PR’-.T.i, AVG 1 30
• 5INVR5 AV 3 IhO
* I F ( I I . uT.2) GO TO ')0 AVu 1 _>0

M = I I + 1 AVG 160
• 1 0 10 J=2,N1 AVI, 170
z IPLK = J + ( IFLA3-1) *1d+( M-l) x-45 AVG 1 80
• 10 VP I Tb(3• I ILK ) ( (C(J,K,L),K = 2,KY),L=1,03) AVC 1 )0
z IF(I I .E Q.2) GO TO 80 AVG. 2uO
• RETURN AVG 210
• >0 M=2 AV., 220
z or. 15 a =2,ri AVG 2 30
• IHLK=J+l I FLAG-1)*15+(S-l)*45 AV fG •’40
• 15 ^F ADI 3 ' IPLK ) ( ( 0 ( J , K , L ) , K = 2, K Y ) , L = 1,0 3) AVG 2 >0
• 0 = 1 AVG 2,0
• 1'0 2r J = 2,N1 AVI, 270
• I P.L K = J + ( I FL A G- 1) * 1 5+ ( M- 1) *4 5 AV<, 2 30
• 25 WRITS (3* li’LK) ( ( I) ( J , K , L ) , K= 2, K Y ) , L = 1, ’J 3 ) AVG 2 yO
• M = 3 AVG 3 00
• GO 35 J=2,N1 AV, 3 10 m
• 1 PI K=J+(I FL A0-1)*15+(M-l)*4 5 AVG ^2 0 H
• 35 k«:'P(3'IHK) ( (0( J ,K,L ) ,K=2,K Y ) ,L=1 ,* 3 ) AVG 3 30
• *i = 2 AVG 340
• CFI 4 5 J = 2,M AVG 3 50
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36 : IPLK=J+(IFLAJ-1)*15+(M-1)*45 AV , 3 60
37: 45 14-U T." ( 3* I ELK) ( (,) ( J , K , L ) , K =2 , K Y ) , L= 1 , *1 3 ) AV ' 3 70
38: f =3 AVG 3.V)
39: JC1 5 5 J = 2,M AVu 390
40: 1 1LK = J+( I HA3-1 ) vl5+( M-l ) *45 AVG 4 00
41: 55 kRI Th. ( 3 ' I PLK) ( ( 0 ( J , K , L ) , K=2 , KY ) , L= 1 ,\3 ) AVG 419
42: RO cUNTTNUb AVG 4 23
4 3 : M = 1 AV', 4 3 J
44: fin 79 J = 9,M AVG 4h0-t5 : IFLK = J + ( I FLAC,-1) *15+( M-l) *4 5 AV U 4 50
4 6: 70 READ! 3* II'.LK ) ( ( C ( J , K , L ), K = 2, K Y ) , L = 1, \ 3 ) AV<, 4b0
47: m = p AVG 479
m3: on 71 J=2,N1 AV 0 4 10
49: I^LK^J + t IFLAG-1)*15+(M-1)*45 AV 4 30
50: 71 PtAl)( 3' Ir LK) ( (D( J,K, L ) ,K=2,KY ) , L= l,f|3) AV 3 5 CO
61: on 79 j=9,ni AVG 5 10
52: 0(1 72 K = 2,KY AV4 520
53 : on 72 L=1,N3 AVG 5 30
54: 72 0(J,K,L)=0(J,K,L)+D(J,K, L) A Vo 5 40
55: M= 3 AVG 5 20
j 6 : on 73 J=2,N1 AVu r 6 0
57: I F'LK= J+ ( I FLAG-1) *153- (*>1-1 ) *45 AVG r 70
5R: 73 '< P/nX 3'L3LK ) ( (D( J,K,L) ,K = 2,KY) ,L = 1 ,’B) AV 5 90
59: >0 74 J = 2,N1 AV^ 5 M
60: 1,0 7^ K=2,KY AVG 6 CO
51 : in 74 l = 1,n3 AVG 6 10o2: 74 C(J,K,L)=(C(J,K,L)+D(J,K,L))/3. AV.", 6 2063 : RETURN AVG 6 3 0
64: L ')!> AV ; 61 0
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1: SIJI'RniJTI ’IE RK 3S( Pi^'T ,Y , f)- RY , '*>11) I , IHLF, FCT , OIITP, AUX ) PKGS 10
2: C PK GS 20
3 : c RKuS A )
4: C. THIS SU ROUT I HE SOLVES A SYSTEM OF FIRST OR| CR ^RI’IMARY I IFFEKEHTIAL P.K GS 6 0
->: C EOU^TIDmS WITH 0 IVEH INITIAL Cl) JDITIONS RK GS jO
6 : C RK^S i u
7: C, RK GS 70
9: (. P'i^T — A J Ls.PUT OHTPIIT VECTOR. UTH OIMEMSION GREATER OR RK GS ->0
4: 0 EQUAL TO 5 ° K G S NO
10: C PPMT(l) — LOWER RrHJMij OF THE INTERVAL RK GS l-iO
11: C P R M T ( 2 ) — UPPpP. BOUNO OF THP IMTF'VAL RK GS 1 10
12: C PRMT(3) — INITIAL INCPFf-’ENT OF THE IIP EPENDFNT VARIABLE RKCS 120
13 : C L’RhT(4) — UPPER ERROR rOUHO RKG S 1 3 0
14: C PRr’T(5) — NO I IPUT PARAyrTF°. IT IS T unless the ulfr wants to RK GS 140
15: C TERMINATF RKjS AT ANY CUTPUT POINT RK uS ISO
16 : C HbnY — INPUT VECTOR OF LRRQR WEIGHT S. LATERON IS THE VcCTD1 RKGS 160
17: c OF HFRIVATIVCS °. K G S 1 70
18: 0 ’'ll'IM — THF 'IIIMHEP OF EQUATIONS Iv THE SYSTEM RK GS 1H)
io: C I ULF — THF NUMi’ER OF PISFCTIDNS OF TOE INITIAL INCREMENT RKGS 1 M)
20: L mU* — AT AUXILIAPY STORAGE ARRAY (P ROUS ANO MPIM COLUMNS) RKGS 200
21: 0 PKGS 21D
22: c PKGS 2/0
2 : IHMtHSI0M Y ( 1 ) ,l)ERY ( 1 ) , AUX (8, 1 ) , A (4 ) , R (4 ) ,C(^),PRMT(1) R K G 3 2 3 0
24: l-H 1 I = l,\')I’l PK(,S 24 G
25: 1 "JJX ( 8, I )= . 06666667*1)6° Y( I ) RKuS 2 >0
26: X = r,RMT ( 1 ) PKGS 2 60
27: XF,ll) = PRMT ( 2) RKGS 270
28: H = Pr?r T( 3) RK OS 2 50
20: PPM!(5)=J. RKGS 2 10
30: CALL FCT(X »Y, DERY ) RK G S 3 00
31: C PK OS 3 10
32: C ERP.HP TEST RKGS 320
3 3 : C RKGS 3 jl)
34: I F(H*(XE -X) ) 35, S7,2 RKGS "3 40
35: r RK GS 350
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36 : C PPPPAP AT ID'JS FOP. RIJ'JGP-KIITTA ^FTnn^) Ph OS 3uO
37 : C. RK 3S 3 70
3R: 2 H1)=.5 PK US 3 30
3 7: A(2)=.2922932 RK.uS 3 70
40: A(3)=l.707107 ”K 400
41 : H 4)=. 1666667 RK 3 5 4 10
42: 3( 1 ) = 2. RKUS 420
h3: P ( 2 )= 1 . RK ,5 4 H)
44: f ( 3 ) = 1. rk ;s 4^0
45: F (4)-->. RKD.S 4 50
46: 0 ( 1 ) = . 5 P. K C 5 4oO
47: 6 (2> = .2925932 KKuS 4 70AH: (. ( 3) =1. 707107 RK 65
^+7: C ( 4 ) = . 5 RK 6S 4 m
50: 0 RKuS TOO
51 : C PREPAR A TI OUS C’F FIRST RIJFIGF-KOT T A STrP RK 5 5 5 10
52: C RK. uS 5/0
5 3: DO 3 1 = 1,ND IM RKuS 5 0
54: AUX(1 , I ) =Y(I ) RKGS 5sO
55: UJX(2,I)=UEPY( I) RKJ.S 5‘.0*d6 : MIX( 3, I ) = 0. RK 560
57: 3 4UX(6,I)=0. RK55 5 7.)
5R: IPrC=O PKGS C P()
59: h=h+h RKGS 5 10
60 : IHLF=-1 RK " S 60 0
61: I5TEP=0 PKGS 6 10
62: I FM|)=0 RK OS 620
6 3 : c RK ^3 6 si)
64 : C START F.F A Kljrr,r-KUTT A STEP RKGS ( -,0
65 : C RK uS 6506t> : 4 I F ( ( X +H-X END ) *||) F, 6, 5 R K 3 o J
67: 5 H = XE 'D-X R K 3 3 6 70
ar : 6 lFDfi=l RKGS 7 -'U
69: c RKGS A 70
70: c REORI'I 13 OF INITIAL VALUES GF THIS STLP RKGS 700
71: c. RK GS 7 10
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72: 7 u ALL OUTP ( X, Y,L)E ■> Y , I '* FC ,^'1. I M, P'H-'T )
73: IF(PRfiT( 5) ) 40,8,40
74: 8 I TEST=O
75 : 9 I STEi’ = I 5TFP+1If.: C
77: 0 ST1RT OF rJOLRMCIST SU'IGl-KUT IA I OOP
78: C
79: J= 1
80: 10 AJ=A(J)
81 : t3J = B( J)
82: LJ=C(J)
3 3: )0 11 I = l,rjl;IM
84: 91=H*OERY(I)
8.5: -<2 = A J*( Rl-P J* AUX ( j , I ) )
86: Y ( I ) = Y( I ) +R2
87: R?=R2+R2+92
88: 11 AUX(6,I)=AUX(6,I)+R2-CJ*R1
8 7: I F(J-4) 12, 15, 15
90: 12 J = J + l
91: 10(3-3)13,14,13
99: 13 X=X+.5*H
93: 14 CALL FCT(X,Y,UERY )
94: "'DTO 10
95: (.
96: C TFST OF ACCURACY
97: C
98: 15 IF(IST) 16,16,20
99: C

100: C I\' LACE ITEST = 0 THERI I” MO POSSIPILITY FO^ TESTirOJ OF ACCURACY
101: C
102: 13 Dil 17 1 = 1, Mb IM
103: 17 AUX(4, I )=Y( I )
104 : ITEST=1
105: ISTEP=ISTEP+ISTFP-?
106 : 18 IHLF= IHLF + 1
107 : X=X-U

PA3l

3KGS 720
PK 3r 7 3 (J
RKG S 740
PKG 5 7 50
PK GS 7_)0
PKGS 770
P.K (>S 78 0
PK 3S 7 m
RKoS P 00
RKG S o 10
RKi.S 8 20
R K C 5 8 3 0
c KGS 840
rk <;s 8 50
PK 3S 860
RK IS f 70
RKGS PHO
P.KCS 8 90
RKGS 9 00
RK 3S 910
PK'-.S 9 20
PKGS 9 10
RKGS 9 aU
PK IS 9- 0
R K S 9<. 0
RKGS 9 ZO
PKGS 9»0
RK GS 9 JO
RKGS1GJO
RK3S1010
RKGS1020
RKGS 10 30
P. K G S IOaO
RKGSIDLU
PKGS 106 0
PKGS1O70
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10R : R K G SI 0 8 0
109: 17 I=l,N0Ii1 RKGS10M0
110: Y ( I ) = AUX( 1, I ) RKCSUOO
111: 1 FRY(I)=AUX(2,1) RK <,S11 10
112: 19 1IJX ( 6,T ) =AUX( 3 , I ) PKGS 1120
113: i,HTO 9 RKGS1130
114: 0 RK SSI 1 4 J
115: r. IN CASE ITEST = 1 TESTING OF ACCURACY IS PriSSIFLF RK GS1150
116: c RK cS 1 KO
117: 20 IMUU=ISTFP/2 RK.US 1 1 70
HR: I F ( I STEP-I NTH)-I you) 2 1,23,21 RKCSU80
1 19: 21 CALL FCT(X,Y,DERY) PK US 1190
120: UO 2 2 1=1, ND IM DK.C51209
121: dJX(5 , I )=Y( I ) R K G S1 2 1U
122: AUX( 7,1) =I'FRY( I ) PKGS 1220
123: C.DTO 9 RKOS 1 2 30
124: c PKG SI 2^0
125: c COMPUTATION IF TEST VALUC ncLT RKGS12>0
126: c RK 3S12<J)
127 : 23 l)ELT = O. RK..S127 )
12R : 1'0 24 I =1 ,•41)111 RKGS12^0
129: 24 )PLT = PFLT + AUX( 8, I ) *APS( AIIX(4, I )-Y ( I ) ) PKGS 12W
130: IF(DELT-PPMT(4))2R,28, ’5 RKGS 13 00
1 <1 : c RKGS1310
1 42: LPRiTP IS TOO GRFAT RKGS 13 29
133: c RKCS1330
1 34 : 25 IF( IULF-10)26,36, 36 RK3S134O
135 : 26 i)0 27 1=1 ,M)P- RK. ,S1 3 30
1 36: 27 AUX ( 4, I ) = MlX( '■>, I ) RK GS1 360
1 37: I STE^ = ISTr‘5+ISTLr’-4 RKSSI 4 ZO
13 8: x = x—!: RKGS13 HO
13 9: I E:Ni)=O RK GS13 >0
140; GOTO 18 RK. Gr 14 JO
141 : c R K 3 S 14 10
142: c RESULT VALUES A ’.E (UlOi) FKGS 1420
143: c PKGS 1430

cr>
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14^: 28 CALL FCT(X,Y,DE8Y) PK '5144 9
145 : 
1 46 1 
147: 
148 : 
149:

i-O 29 1=1 ,ML1I M 
UJX( 1 ,1 ) =Y{ I ) 
AUX(2, I ) = DERY( I) 
JJX ( 3 , I ) = AUX (6, I )
X(I)=AUX(5,1)

RK 0 5 1450 
PKGS 1460 
RKo31470 
RKGS14SO 
PK G514 ;o

150:
151 :
152:

29 UERYf I ) = MJX( 7, I )
CALL OUTP ( X-ii, Y, OERY, IHLF , MOM, P’t T ) 
[FIPRMK'J ) 40,30,4 J

RK EClr )0 
RK ',515 10 
P.K3Slr-20

153:
1 54 :

30 T) 3 1 1 = 1, NO IM
Y( I ) = AUX( 1, I )

RK 55 1 5 30
PK ;r 1 5't(j

15 5:
1 56:
1 j7:
158: C

31 LE»Y( I)=AUX(2,I ) 
M’FC=IHLF
IF( IEND )32, 32, 39

RK3S15 > ) 
RKGSlc 60 
RK531570 
R K 3 1 5 J 0

159: L
160: C

INCRFME'JT SETS rmilRLTf) RKGS1590
RKoE1600

161 :
162:
163:
164 :

32 IHLF=IHLF-1
I SIE'^I STEP/2
H=H + H
IF I IHLF)4,33,33

R K 5 S16 10 
r K u 5 1 6 2 9 
RK331630 
PKCS1640

165 :
166:

33 I rinu = i STrP/2
I FI 1 STEP-LPOO-I.1' 01)) 4,34,4

R K 6 5 1 6 j 0
R.K 3S16H)

lo7: 34 IF ( UFLT-.OZ* ’RM ( 4 ) ) 35, 3 5,4 RK ',S1 6 70
168:
139:
170:
171 :
172: C.

3 5 IHLF=IHLF-1
ISTEP=ISTEP/2
H=H + H
OTO 4

RK 5 516 f’O 
RK CS 16, K3 
RKoS1700 
RKGS 1710 
RKGS1729

173: C
1 74 : C

RETUR’'IS TO CMLIOG P MJSRAM RK351730
RK5S174 J

175:
176:
1 77 :

3 5 IIILF=U
CALL FCTIX,Y,JFRY)
GOTO 39

R K G S 1 7 50
RKCS17 )0
RK ;si770

178:
1 79:

37 I1ILF = 12
•'fITO 39

l>K"517»0
RKk,S1790

167
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180: 38 IHLF=13 RKcS1o00
181: 3) CALL OUTP(X,Y,i)F8Y, IhLF, 'IH I M , P 0 T ) RKJS1810
182: 40 8ETUk|,i RK0S1°20
183: L 41) 8X351830

168
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APPENDIX B

INPUT DATA REQUIRED

As examples, the input information for the hypothetical 
cases 8 and 10 are given next.

(Case #8)

TIMT » C.O ESCS • SO.O FIN PRHT(2) « 2.5C MIN PRMTI4I « l.CCCCO
NUMBER OF SCLRCES * 1
PRCEl » 5.CO NIN
NX * "t NY • 7 M « 7
YMXX = 7CO.O H F « 505.CO M
K$ * ! IS • CC » 35.45 MG/CU.M Xt>»X » IGCOO.O M

STABILITY CL«SS = 4 INVRS = 1 ALPHA - 2.CC AK * C.5BE-C4 1/MIN
UST • 3CC.CC M/MIN LGR » 30.CO M/MIN AH * 0.250 TCH * 15.0 MIN P = 0.0

(Case #10)

UNIT * 0.0 ENCS » 90.0 MIN PRHT13) • 2.50 MIN PRHT(4) * l.CCCCO
NUMBER OF SOURCES » 2
PROEL • 5.CO MIN
NX • 6 NY « 7 NZ - 7
YHAX • 7CC.0 M H • 505.CO M
KS • 5 US • 4 CO • 35.45 MG/CU.M X*AX • ICCCO.O M
KS • 4 LS * 5 CO • 21.27 MG/CU.H XMAX » 8000.0 H
STABILITY CLASS » 4 1NVRS « 1 ALPHA « 2.00 AK • C.58E-C4 1/MIN
LSI • 3C0.CC M/MIN LGR • 30.00 M/MIN AM • 0.250 TCH • 15.C MIN P a 0.0
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APPENDIX C

NOMENCLATURE

a Constant in equation (4.8)

a.i Parameters defined by equation (4.2)

a. . =13 
A

Parameters defined by equation (4.41)

Matrix defined by equation (4.19)

AM Represents the exponent m

b Constant in equation (4.29)

i Matrix defined by equation (4.20)

c Constant in equation (4.29)

c .3 Coefficients in equation (4.3)

C.i Instantaneous concentration of species i, 
mg/m3

CB Background concentration

co(i) a , • • thConcentration at i source

d.i Coefficients defined by equation (4.11)

d. . Coefficients defined by equation (4.42)

D.1
2Molecular diffusivity of species i, m /min

D' Eddy diffusivity tensor used in equation (3.1)

e.i Constants defined by equation (4.43)

f.
3

G.1

Constants defined by equation (4.50)

Constant given by equation (4.9)
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G. * i Constant in equation (4.33)

H Maximum height above terrain (in some cases refers 
to the elevation of the inversion base)

INVRS Constant used in equation (4.105)

ISTB Stability class (1 very unstable, 6 very stable)

(JS,KS,LS) (x,y,z) coordinate position of a point source

k Reaction rate constant, min }■

k o Von Karman's constant

K 2Turbulent diffusivity, m /min

£ Height defined by equation (3.11)

L Effective emission height, m

m Exponent in equation (4.65)

N Number of interior collocation points

N .3
jth independent Gaussian white noise

NSRCS Number of sources

P Exponent in equation (3.10)

P Constant in equation (4.67)

P o First orthogonal polynomial

p.1
•th . . .i orthogonal polynomial

p.3
PRMT(3)

Power spectral density of the white noise

Initial step size of integration

PRMT (4) Upper error bound in "RKGS"

Q Source emission rate, mg/m mm

Q(i) Strength of i^ continuous point source, kg/s

Q Matrix used in orthogonal collocation theory

Qx Mass rate through y-z plane at x = constant, kg/s
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Q(x,t/x*,t*) Transition probability density function

R Matrix used in orthogonal collocation theory

R.1 Rate of generation of species i

s Number of species

S(x,t) Spatial-temporal distribution of particle sources

t

T

Time, min

Matrix used in orthogonal collocation theory

TCH Parameter in equation (4.67)

u Velocity in x-direction, m/min

u Variable in equation (4.31)

u.3
jth component of fluid velocity, m/min

u* Friction velocity

UGR Mean wind velocity in the x-direction at ground 
level

UST Geostrophic wind speed, m/min

V Velocity in y-direction, m/min

V* Pseudo-velocity defined by equation (3.1)

w Velocity in z-direction, m/min

w(x) Weighting function

W.3 Quadrature weights

X Cartesian coordinate in mean wind direction

X Refers to independent variable in orthogonal 
collocation theory

X .3 Collocation points

X max Maximum distance in the x-direction
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y Cartesian coordinate in horizontal direction

y Refers to dependent variable in orthogonal colloca­
tion theory

y Jmax Maximum distance in the y-direction

z Cartesian coordinate in vertical direction

z o Characteristic surface roughness length

Z1 Reference height

Greek Symbols

a Constant in equation (4.63)

a Exponent in equation (4.5)

V Gradient vector
v2 Laplacian

Exponent in equation (4.5)

r Gamma function

6 Test value Used in "RKGS"

6 . .13 Kronecker delta function

A Knee height, m

C Function that represents Kz

n Function that represents v

e Time between the pollutant release and the initiation 
of the averaging time, min

Function that represents K

0 Standard deviation

<t> (x,y) Function of the independent variables x and y, 
given by equation (4.41)
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ip Function that represents u

2 End of the averaging time, min

Superscripts

1 Denotes the fluctuating component when used in a
concentration or velocity variable

~ Denotes the mean value when used on a velocity
variable

* Refers to shifted polynomials

= Refers to a matrix

Subscripts

. thi i species

i Index in collocation equations

i Index used in orthogonal collocation theory
j jth direction.in Cartesian coordinates

j Index used in orthogonal collocation theory

j Represents the x-direction in collocation equations

k Represents the y-direction in collocation equations

£ Represents the z-direction in collocation equations

n Index used in orthogonal collocation theory

s Denotes ground level

x Refers to x coordinate direction

y Refers to y coordinate direction

z Refers to z coordinate direction

Denotes a vector quantity



Brackets

< > Denotes ensemble averages
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