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Network Formation Games Among Relay Stations
IN Next Generation Wireless Networks

Walid Saad, Zhu Han, Tamer Basar, Mérouane Debbah, andHfgmeingnes

Abstract—The introduction of relay station (RS) nodes is a key link-level performance assessment [L]-[3]. Consequgedtig
feature in next generation wireless networks such as 3GPPleng  to this performance gain that cooperative communications
term evolution advanced (LTE-Advanced), or the forthcomirg can yield in a wireless network, recently, the incorponatio

IEEE 802.16] WiIMAX standard. This paper presents, using gane f relaving int t fi irel tworks has b
theory, a novel approach for the formation of the tree architecture of relaying Into next generation wireless networks has been

that connects the RSs and their serving base station in theplink Proposed. In this context, the deployment of relay statR)(

of the next generation wireless multi-hop systems. Unlikexésting nodes, dedicated for cooperative communications, is a key
literature which mainly focused on performance analysis, ® challenge in next generation networks such as 3GPP’s long
propose a distributed algorithm for studying the structure and term evolution advanced (LTE-Advanced) [5] or the fortheom

dynamics of the network. We formulate a network formation .

game among the RSs whereby each RS aims to maximize a cross!NY IEEE 802.16] WIMAX standard [6].

layer utility function that takes into account the benefit from For an efficient deployment of RSs in next generation net-
cooperative transmission, in terms of reduced bit error rak, and works, several key technical challenges need to be addresse

the costs in terms of the delay due to multi-hop transmission at poth the uplink and downlink levels. For the downlink

For forming the tree structure, a distributed myopic algorithm is ; ; ;
devised. Using the proposed algorithm, each RS can individily of 802.16j networks, inl[7], the authors study the optimal

select the path that connects it to the BS through other RSs vile placement of one RS which maximizes the total rate of

optimizing its utility. We show the convergence of the algdthm  transmission. In[[8], the authors study the capacity gains
into a Nash tree network, and we study how the RSs can adapt the and the resource utilization in a multi-hop LTE network in

network’s topology to environmental changes such as mobflf or  the presence of RSs. Further, the performance of different
the deployment of new mobile stations. Simulation resultshow relaying strategies in an LTE-Advanced network is studied i

that the proposed algorithm presents significant gains in tans of L .
average utility per mobile station which is at least17.1% better [9]. In [10], the use of dual relaying is studied in the cortex

relatively to the case with no RSs and reaches up ta@0.3% of 80216] networks with multlple RSs. Resource allocation
improvement compared to a nearest neighbor algorithm (for a and network planning techniques for 802.16j networks in the
network with 10 RSs). The results also show that the average presence of RSs are proposed.inl/ [11]. Furthermore, the mutho
tr‘oug‘5bgsosf hops does not exceed even for a network with up i, [17] study the possibility of coverage extension in an ETE
' Advanced system, through the use of relaying.[In| [13], the
communication possibilities between the RSs and the base
. INTRODUCTION

Cooperation has recently emerged as a novel netwoﬁgﬂion is studied and a need-basis algorithm for assngiati

ing paradigm that can improve the performance of wireleS4 RSS to their serving BS is proposed for LTE-Advanced
communication networks at different levels. For instarioe, networks. The possibilities for handover in an LTE netwark i

order to mitigate the fading effects of the wireless cha,nné
several nodes or relays can cooperate with a given souf )
node in the transmission of its data to a far away destinatidH [%]_' h ; q ional
thereby, providing spatial diversity gains for the sourcelen  ~\though the performance assessment and operational as-
without the burden of having several antennas physicalffcts Of RS deploymentin next generation multi-hop neteork
present on the node. This class of cooperation is commoﬁH/Ch as L:]'EIIAdv.anced or ?1925161 ha_s beeln _tholroughly stud-
referred to as cooperative communications [1]. It has beé%j' one challenging aréa which remains re atlvey_unenqnio
demonstrated that by deploying one or multiple relays B[ 'S the format_lon_ of the tree architecture connecting the BS
a significant performance improvement can be witnessed tkrll_e Rﬁ_s in I}:tj coverage area. Oni cr(])ntnlljautlon to(\j/va_rd
terms of throughput, bit error rate, capacity, or other fostr &C 'Qg t 'E pro ern|_|nd802.161 nﬁtwor S ash een made in
In this regard, existing literature studied various aspesft [17] through a centralized approach. However, the work i [1
cooperative transmission such as resource allocafibno4], does not provide a clear algorithm for the tree formation nor
does it consider cooperative transmission or multi-homgyel
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e presence of RSs are analyzedin [14]. Other aspects of RS
loyment in next generation networks are also considered
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throughput and the delays in the network due to the traffic Only HELLO packets
flow (queueing and transmission delay) for generic seryices <<<(( »))/l/ég

new models and algorithms, inherently different from1[18], Relay Station

[19], are required. AﬁL:, Xfff’i,, ;\ é

The main contribution of this paper is to study the dis- Base 4=4+no g i
tributed formation of the network architecture connecting 9 Stafion e forRS , Relays‘a«ion\y
RSs to their serving base station in next generation wiseles 7} by N"V/ S

albs

systems such as LTE-Advanced or WiMAX 802.16j. Another é/ é\ g\mmm

key contribution is to propose a cross-layer utility functihat Relay Station Relay Station L
captures the gains from cooperative transmission, in terfims N @
a reduced bit error rate and improved effective throughput, o padg T R0 *
as well as the costs incurred by multi-hop transmission in “ws ,j@fe'ayﬁmg N Qe

terms of delay. For this purpose, we formulate a network &A N @ @ @

formation game among the RSs in next generation networks, s é s ws

and we build a myopic algorithm in which each RS selects e v

the strategy that maximizes its utility. We show that, thglou rig 1. A prototype of the uplink tree model.

the proposed algorithm, the RSs are able to self-organize

into a Nash network tree structure rooted at the serving baséource of data traffic which follows a Poisson distribution
station. Moreover, we demonstrate how, by periodic runsef twith an average arrival rat&,. With such Poisson streams at
algorithm, the RSs can take autonomous decisions to adaptiife entry points of the network (the MSs), for every RS, the
network structure to environmental changes such as inapmifcoming packets are stored and transmitted in a first-it firs
traffic due to new mobile stations being dep|0yed as well @yt (F”:O) fashion and we consider that we have the Kleinrock
mobility. Through simulations, we show that the proposdfidependence approximatidn[20, Chap. 3] with each RS being
algorithm leads to a performance gain, in terms of averag@ M/D/1 queueing systdn With this approximation, the
uti“ty per mobile station, of at leat1.5% Compared to the total traffic that an RSi receives from the MSs that it is
case with no RSs and up t5.6% compared to a nearestserving is a Poisson process with an average total arritel ra
neighbor algorithm. of A; = > .., A WhereL; is the set of MSs served by an

The rest of this paper is organized as follows: Sectén RS of cardinality [£;| = L;. Moreover, RSi also receives
presents the system model and the game formulation. RAckets from RSs that are connected to it with a total average
Section[Tll, we introduce the cross-layer utility model an#ateA;. For theseA; packets (received from other RSs), the
present the proposed network formation algorithm. Sinmuat sole role of RS is to relay them to the next hop. In addition,
results are presented and analyzed in Sedfion IV. Final@y RSi that has no assigned MSs and no connected RSs
conclusions are drawn in Sectipn V. (Li =0, Ay =0, andA; = 0), transmits “HELLO” packets,

Il SYSTEM MODEL AND GAME EORMULATION generated with a Poisson arrival ratengfin order to maintain

Consider a network of\/ RSs that can be either fixed,its link to the BS active during periods of no actual traffic in
mobile, or nomadic. The RSs transmit their data in the uplifk® network. An illustrative example of this model is shown
to a central base station (BS) through multi-hop links, antf! Fig. 1.
therefore, a tree architecture needs to form, in the uplink,Given this network, the main objective is to provide a
between the RSs and their serving BS. Once the uplifffmulation that can adequately model the interactions be-
network structure forms, mobile stations (MSs) can hook tween the RSs that seek to form the uplink multi-hop tree
the network by selecting a serving RS or directly connectirgjchitecture. For this purpose, we refer to the analytical
to the BS. In this context, we consider that the MSs depo$igmework of network formation games_[21]-[24]. Network
their data packets to the serving RSs using direct tran@niss formation games constitute a subclass of problems which
Subsequently, the RSs in the network that received the détgolve a number of independent decisions makers (players)
from the external MSs, can act as source nodes transmitteng that interact in order to form a suited graph that conneesith
received MS packets to the BS through one or more hops in thee final network graptt: that results from a given network
formed tree, using cooperative transmission. The consitieformation game is highly dependent on the goals, objectives
direct transmission between an MS and its serving RS enab#¥l incentives of every player in the game. Consequently,
us to consider a tree formation algorithm that can be easife model the proposed uplink tree formation problem as a
incorporated in a new or existing wireless networks withoietwork formation game among the RSs where the result of
the need of coordination with external entities such as tBsM the interactions among the RSs isdaected graphG(V, €)

To perform cooperative transmission between the RSs awdh V = {1,..., M + 1} denoting the set of all vertices
the BS, we consider a decoded relaying multi-hop diversif}/ RSs and the BS) that will be present in the graph &nd
channel, such as the one inl [3]. In this relaying schem@enoting the set of all edges (links) that connect diffepeits
each intermediate node on the path between a transmitting ®9RSs. Each directed link between two RSand j, denoted
and the BS combines, encodes, and re-encodes the recelved) € £, corresponds to an uplink traffic flow from RS0
signal from all preceding terminals before relaying (desod
and-forward). Formally, every M& in the network constitutes Any other queueing model, e.g., M/M/1, can also be accomtedda



RS j. We define the following notion of a path: Vot1, we haveN, ;) = {V1,...,Vi_1}. Therefore, given this
Definition 1: Given any network graplG(V,€&), a path notation, the BER achieved at the B§,, between a source
between two nodesec V andj € V is defined as a sequenceRS V; € V that is sending its data to the BS along a path
of nodesiy,...,ix (in V) such thati; =i, i = j and each qv, = {V4,...,V,41} can be calculated through the tight
directed link (i, i,11) € G for eachk € {1,..., K — 1}. upper bound given in_[3, Eq. (10)] for the decoded relaying

In this paper, we consider solely multi-hop tree (or forést, multi-hop diversity channel with Rayleigh fading and BPSK
some parts of the graph are disconnected) architectures simodulatiofi as follows
such architectures are ubiquitous in next generation nétwvo

, [8l, [9]. In this regard, throughout the paper we ad t e 1 Vi,i
61, 8], [©] g 9 pap dyet < Y o Y I1

following convention: m NN, Ne€Nvo | NEN Vk,i — Vi
Convention 1: Each RS is connected to the BS through DL Ay
at mostonepath, and, thus, we denote bythe path between Vi
any RS: and the BS whenever this path exists. x (1 T/ W)D : 1)
Finally, we delineate the possible actions or strategias trHere g = Pihij g t’;]e average received SNR at nofle
LA o

egch RS can take in the propos_ed network format|on gameﬂlgm nodei where P; is the transmit power of nodg o?
this regard, for each R5 the action space consists of the RSﬁm noise variance antl . — is the path loss withi; ;
2V 5]

1
(or the BS) that RS wants to use as its next hop. Thereforeih dist bet hand i di‘fé th il t
the strategy of an R$ is to select the link that it wants to € distance betweenand, andy the path 10Ss exponent.

form from its available action space. We note that, an Z.RSFlnaIIy,_fo_r RSi Wh('iCh.'S con_nected to_ the BS throughigect
cannot connect to an R$ which is already connected to tran§m|SS|0mathqi with no mtermedlate hops, the BER can
in the sense that ifj, i) € G, then (i, j) ¢ G. Hence, for a € given byPr, = 3 (1 ﬁ) [2], [B]; where; s
given graphG that governs the current network architecturds the average received SNR at the BS from R8sing the
we let A; = {j € V\ {i}|(j,7) € G} denote the set of RSsBER expression in({1) and by having no channel coding, the
from which RSi accepted a linkj, i), andS; = {(i,5)|j € PSRpiq perceived by an R$ over any pathy; is defined as
V\ ({i} UA:)} denote the set of links corresponding to théollows

nodes (RSs or the BS) with which RSwants to connect Pig:(G) = (1 — P;)B, )
(note thati cannot connect to RSs that are already connected ) ) .
to it, i.e., RSs inA;). Accordingly, the strategy of an RSis Where B is the number of bits per packet. The PSR is
to select the links; € S; that it wants to form, i.e., choose@ function of the network grapli: as the pathg; varies
the RS that it will connect to. Based on Convention 1, an Rdgpending on how Ris connected to the BS in the formed

can be connected to at moste other node in our game soNetWork tree structure. _ _ . _

selecting to form a links; implicitly implies that RS; will ~ Communication over multi-hop wireless links yields a
replaceits previously connected link (if any) with the neWS|gn|f|_cant delay due to multi-hop transmission as well as
link s;. Further, to each selectiof) by an RS: corresponds buffering. Therefore, we let; ,, denote the average delay over

a pathg; to the BS (ifs; = 0, then the RS chooses to bdhe pathg; = {ir,...,ix} from an RSi, = i to the BS.
disconnected from the network). Finding the exact average delay over a path of consecutive

gueues is a challenging problem in queueing systéms [20].
One possible approach for measuring the average delay along
a pathg; in a network with Poisson arrivals at the entry points
A. Cross-layer Utility Function is to consider the Kleinrock approximation as mentioned in

Our next step is to define a utility function that can captuf@e previous section. In this context, the average delay ove
the incentives of the RSs to connect to each others. Rty pathg; can be given by [20, Chap. 3, Egs. (3.42), (3.45),
this, we propose a cross-layer utility function that taketei and (3.93)]

IIl. NETWORK FORMATION GAME: UTILITY FUNCTION
AND ALGORITHM

account the performance measures in terms of the packet Wiy inin 1
success rate (PSR) as well as the delay induced by muftia: (G) = E (2 — g + — ) .
h . . . . A A /’L'Lkvlk+1 (/leﬂwrl Zk-,lk+1) :ulk-,lk+1
op transmission. Hence, considering any tree networkhgrap (ik ik+1)€qs

G, each RS in the network will be given a positive utility ) , (3)
for every packet that is transmitted/relayed successfalihe where 0;, ;, ., = Ay + 4y, IS the total trafﬁc (packets/s)
BS out of all the packets that this RS has received frolffVersing link (ix, ix11) € ¢; between RS, and RSk
the external MSs. In this regard, every packet transmitt@tﬁ'd originating from theL;, MSs in the setl;, of MSs
by any RS is subject to a bit error rate (BER) due to thgPhnected to RS, (A, =3 ;c, ;) and from all RSs that
communication over the wireless channel using one or maiee connected td;, (Ai, = >_;c 4, A;). The ratio Hik,lik ,
hops. For any data transmission between anlRS: V to represents the average transmission time (service timérﬁlon
the BS, denoted by, going throughn — 1 intermediate (ix,ix+1) € ¢; With 4, ., being the service rate on link
RSs {V4,...,V,} C V, let N, be the set of all receiving

terminals. i.e..N,. = {VQ LV +1} and N..» be the set of 2The approach in this paper is not restricted to this channel BPSK
' T " r(i) signal constellation since the algorithm proposed in thieviong section can

terminals that transmit a signal received by a nUdeH.enC.e’ be tailored to accommodate other types of relay channelselisas other
for an RSV; on the path from the sourdg to the destination modulation techniques.




(ix,ix+1). This service rate is given by;, ;, ., = —5=+ either a multi-hop path or a direct transmission dependimg o

with Cy, 4, = Wlog (1 + vy, 4,,,) the capacity of the direct how RS is connected in the grapi that governs the RSs’
transmission between R& and RSiy i, wherey;, ;, ., = network). Furthermore, for any M§ € L; connected to an

Pikh;gim is the received SNR from RS, at RSiy 1, and RS, the delay for transmitting the data to the BS is given

W is the bandwidth available for RS, which is assumed by (@) by taking into account, in addition to the delay on the
the same for all RSs in the set of verticeswithout loss of RS'S pathg;, the data traffic on the linki, j) between the
generality. Similar to the PSR, the delay depends on thespaMS and the RS, i.e., the buffering and transmission delay at
from the RSs to the BS, and, hence, it is a function of tH8€ MS level. Having the PSR given Lyl (5) and the delay, the

network graphG. utility of a MS i connected to RS is given by
A suitable criterion for characterizing the utility in nedvks (N~ Cij (@))%
where the users’ quality of service is sensitive to throughp vi(G) = W 6)
1,95

as well as to delay is the concept system powerln this T
context, power is defined as the ratio of some power dfote that, the MS and RS utilities ifil(4) arid (6) are selected

the throughput and the delay [25]. Hence, the concept tor represent the node’s power which is a metric that links the
power is an attractive notion that allows one to capture tfgiiective throughput to the delay. For the RSs, the power in
fundamental tradeoff between throughput and delay in 1@ is a function qf the_ of the metrics needed for.evaluatlng
proposed network formation game. In fact, the concept Bt€ MSs’ power since it depends on the MSs traffic and their
power has been used thoroughly in the literature to mod@Ute to destination (with the RS as origin). The MSs power
applications where there exists a tradeoff between thrpugh!n @ i, in fact, their QoS metric of interest which depends

and delay [[26]4]29]. Consequently, given the delay and tif& the direct MS-RS link in addition to the subsequent path
PSR, we define the utility of an R8with L; connected MSs, from the RS to the BS (which is completely captured By (4)).

as the power achieved bywhich is given by The parametep; in (@) is sgrvice—dependent a_nd represents
how delay tolerant the service used by a certain MS
(Ai - pig: (G))ﬁi ) Consequently, in this paper (unless stated otherwise) we
Tig (G)O=50) it L; >0, consider that whenever an MS enters the network, it will
ui(G) = (770’_ piq(G))ﬂi _ (4)  connect to the RS which maximizes its utility il (6) given
WM, if L; =0, the current network topologys. This MS assignment is
1,4

considered fixed as long as the RSs’ network does not change,

wherer; .. (G) is the delay given by {3)\;-pi ,, (G) represents otherwise, the MSs can re-assess their utilities and chizwege
the effective throughput of R6and 8; € (0,1) is a tradeoff assignment once to adapt to the changes in the RSs’ network.
parameter. The utility in[{4) can model a general class of Thus, throughout this paper, we mainly deal with the
services, with each class of service having a diffefgnthich  network formation game among the RSs while considering that
can be chosen individually by the RS. A% increases, the the MS assignment is fixed once the MS enters the network.
service becomes more delay tolerant and more throughgiie MSs are, as previously mentioned, considered as ekterna
demanding. For an R3, the paramete; can depend on sources of traffic. The main advantages behind devising a
the requirements of its served MSs. For example, if each M@twork formation scheme that relies mainly on the RSs are
connected to RS requests a different value fagt;, the RS as follows:
can select thg; to be equal to the value requested by the MS 1) The RSs are typically nodes (fixed, mobile, or nomadic)
that is most delay sensitive, i.e., the smallest value retgde that are owned by the network operator and that will
from all connected MSs. As an alternative, the RS can select always be present in the network (except in cases of
a value of 3; that is averaged over all the values requested failures for example). In contrast, the MSs will typically
from the MSs. Note that, unless stated otherwise, throughou connect to the network for a limited amount of time and,
the rest of the paper the term “power” will refer to the ratio then, leave the network once their connection ends. For
of throughput to delay and not to the transmit power of the  this purpose, devising a network formation algorithm
RSs or MSs unless clearly stated as “transmit power”. among the RSs has the advantage that it does not rely

Once the RSs form the tree topology, one needs to assess on external entities such as the MSs which can be
the performance of the MSs in terms of the power achieved entering and exiting the network at random points in
by these MSs (considered as MS utility). In order to compute  time and whose presence in the network can be brief.
the utility of the MSs, the PSR as well as the delay over the  Further, an RS-only network formation algorithm, can
whole transmission from MS to BS must be taken into account.  be incorporated in both existing and newly deployed

Hence, given the proposed network model in Sec@@nfor networks.
each MSi € £; served by an RS, the PSR is given by 2) Although the studied network formation game is be-
Gii(G) = piigy  Pia; (G, (5) tween the RSs, as will be seen in Sectiod IV, a sig-

nificant performance improvement will be witnessed in
where p; (; ;) is the PSR on the direct transmission between  terms of MS utility as per[{6). This is due to the fact
MS i and RSj (which does not depend on the existing network that, even though network formation is considered only
graphG between the RSs) ang ,, (G) is the PSR from RS between the RSs, the utilities defined by the RS$in (4)
j to the BS along patly; given by [2) (the pathy; can be take into the key factors impacting the communication



path of each MS (e.g., the traffic of the MS and itpaper can constitute a key building block for such a multi-
overall path to destination, i.e., to the BS), except tHeader multi-follower game, this extended model is out &f th
direct link from MS to RS which is accounted for inscope of this paper and will be the subject of future work.

the utility of the MS in [[6). This design improves the

performance of the MSs while the MSs do not need. Network Formation Algorithm

to worry about having any knowledge of the network Given the devised utility functions in the previous subsec-
topology or the structure of the tree. The MSs neetbn, the next step in the proposed RSs’ network formation
only to communicate, via a control/feedback channglame is to find an algorithm that can model the interactions
with the RSs, to select their serving RS based[dn (@mong the RSs that seek to form the network tree structure.
For example, the MS utility in[{6) can be computed byirst, we show that, for any network formation algorithm,
the RSs on behalf of any MS requesting a connectiahe resulting graph in the proposed game is a connected tree
and then, it is fed back over the control channel. Thistructure as follows:

scheme for assigning MSs to their serving access point,Property 1: The network graph resulting from any network
i.e., RSs in this paper, is a standard and well-knowormation algorithm for the proposed RSs game t®anected
method which is already used and deployed in curredirected tree structure rooted at the BS.

networks (e.g., cellular or broadband networks) [4]. In  Proof: Consider an RSs network graghwhereby an RS
consequence, utilizing an RS-only network formation is disconnected from the BS, i.e., no path of transmission
game provides a performance gain to the MSs and dgetrect or multi-hop) exists between and the BS. In this

not require additional changes to the standard operaticaise, one can see that, the delay for all the packets at the
of these MSs. disconnected RS is infinite, i.e., ; 4, (G) = oo, and, thus,

3) The MSs can consist of a heterogenous range of devitke corresponding power isas per the utility function in({4).
with different capabilities ranging from small mobileAs a result, there is no incentive for any RS in the network
devices to PDAs, laptops, or smartphones. As a resuth, disconnect from the BS since such a disconnection will
involving the MSs in network formation would requiredrastically decrease its utility. Hence, any network gra&ph
programming a broad range of devices to act stratedérmed using the proposed RSs network formation game is a
cally while making network formation decisions. Thisconnected graph and due to Convention 1, this graph is a tree
process can be quite complex in practice. In contrasboted at the BS. ]
the RSs are, in general, standardized nodes (e.g. IEEEA direct result of this property is that, if any RS is unable to
802.16j or LTE-advanced) and, thus, allowing them toonnect to another suitable RSs for forming a link, this R wi
play a network formation game is more reasonable thaonnect to the BS using direct transmission. In this regards
in the case where the MSs are also involved in the ganvee consider that the initial starting point for our network
One must also remark that the RSs will generally hafermation game is a star topology whereby all the RSs are
better processing capabilities than the MSs. connected directly to the BS, prior to interacting for feth

4) The model proposed in this paper studies a netwonletwork formation decisions.
formation game between a network of RSs with an Whenever an RS plays a strategy; € S; while all the
external incoming traffic which typically comes fromremaining RSs maintain a vector of strategies;, we let
MSs. Nonetheless, this external traffic can also contg,, s , denote the resulting network graph. By inspecting the
from content providers or servers that need to select &8s utility in (4), one can clearly notice that, whenever an RS
RS to connect to (through a wired or optical network); accepts a link, due to the increased traffic that it receit®s,
Hence, one advantage of the proposed model is that itility may decrease as the delay increases. Although e&h R
general enough to accommodate networks with any type A/ can play any strategy from its strategy spakethere
of external traffic whether it comes from MSs, contenhight exist some linls; = (i, j) € S; where the receiving RS,
providers, or other sources. i.e., RSj, does not accept the formation ef, if this leads

to a significant decrease in its utility. In this regard, damp
In summary, by designing an RS-based network formatiday G + s; as the graplG modified when an RS deletes its
algorithm we are able to extract interesting performandesya current link inG and adds the link; = (¢, j), we define the
for the MSs, while requiring little interactions or decigsio concept of afeasiblestrategy as follows:
making from the MSs which are often devices with limited Definition 2: A strategys; € S;, i.e., a links; = (4, 7), is
capabilities that connect to the network for a relativelprsh afeasible strategyor an RS: € V if and only if u; (G, s, +
period. Nonetheless, for future work, the model considémed s;) > u; (G, s_,) — € wheree is a small positive number. For
this paper can be extended to jointly considers the stredegany RSi € V, the set of all feasible strategies is denoted by
of the RSs and the MSs. In particular, when considering bash C S;.
the MSs and RSs as players in a network formation game, weA feasible strategy for an R8is, thus, a links; = (i, 7)
can define an interesting and novel multi-leader multifer which the receiving RS is willing to form with RS4. Hence,
Stackelberg game for network formation. In this game, thgven a network graply, a feasible strategy for any RS V
MSs are considered as leaders, i.e., players who can anmousado form a link with an RS among all the RSs that are willing
their strategies before the other players, known as folleweto accepta connection from RS (and notall RSs), i.e., a
i.e., the RSs, make their strategy choices. Although theeatir feasible path, which maximizes its utility. On the other than



any RSj € V is willing to accept a connection from anyor more iterations. In every iteration during its turn, each
other RSi € V as long as the formation of the link, j) RS chooses to play its best responsge € S; in order to
does not decrease the utility gfby more thane. The main maximize its utility at each round given the current network
motivation for havinge > 0 (sufficiently small) is that, in graph resulting from the strategies of the other RSs. The
many cases, e.g., when the network has only HELLO packéssible best response of each RS can be seenreglace
circulating (no MS traffic), RS might be willing to accept the operation, whereby the RS will replace its current link te th
formation of a link which can slightly decrease its utilitya BS with another link that maximizes its utility (if such akins
given moment, but, as more traffic is generated in the netwodvailable). Hence, the proposed network formation algorit
this link can entail potential future benefits for RStemming is based on the iterative feasible best responses of the RSs.
from an increased effective throughput (recall that thétyti ~ When it converges, such an algorithm is guaranteed to reach
in (@) captures the tradeoff between effective throughmat aa network where no RS can improve its utility by changing its

delay). ~current link, i.e., a Nash network, defined as follows for the
For any RSi € V, given the set of feasible strategi®s, studied game[23]:
we define thebest responséor RS as follows [23]. Definition 4: A network graphG(V, £) in which no RS:

Definition 3: A strategys; € S; is abest responséor an can improve its utility by a unilateral change in its feasibl
RSi: e Vif ui(GS;,sﬂ) > ui(Gs, s_,;), Vi € Si. Thus, strategys; € S; is a Nash networkin the feasible strategy
the best response for RSis to select thefeasiblelink that spaceS;, Vi € V.
maximizes its utility given that the other RSs maintain thei A Nash network is simply the concept of a Nash equilibrium
vector of feasible strategies ;. applied to a network formation game. In the proposed game,

Subsequently, given the various properties of the RS netNash network would, thus, be a network where no RS can
work formation game, we devise a network formation algaomprove its utility, by unilaterally changing its currennk,
rithm based on the feasible best responses of the RSs. §wven the current strategies of all other RSs.
this purpose, first, we consider that the RSs are myopic, suciHaving an analytical proof for the convergence of the
that each RS aims at improving its utility given only thenetwork formation phase of the algorithm, when dealing with
current state of the network without taking into account theractical utilities and discrete network formation stgs
future evolution of the network. Developing an optimal migop is difficult [21], [30]. In fact, in wireless applicationsyen
network formation algorithm is highly complex since therén classical problems such as power control or peer-to-peer
exists no formal rules for network formation in the litenau incentives (e.g., se€l[4], [B1]=[B3]), it is common to prepo
[21]. For instance, depending on the model, utilities, arukest-response algorithms even though no analytical pmof i
incentives of the players, different network formatioresitan found for them, since such algorithms can, in most cases,
be applied. In fact, the topic of network formation is cuthgn converge to a Nash equilibrium (or Nash network in the case
hot in game theory and under a lot of research { [21]-[23] amd network formation).
references therein). The challenging aspect of this proble The iterative best response algorithm we propose in this
stems from the fact that one deals with discrete strateggper can, thus, either converge to a Nash network or cyele be
sets (i.e., forming links) and with the formation of networkween a number of networks, in the case of non-convergence.
graphs. Further, when dealing with practical utility fupas In order to avoid such undesirable cycles, one can introduce
such as[(#), the problem becomes more challenging. In thidditional constraints on the strategies of the RSs such as
context, the game theoretical literature on network foromat allowing the RSs to select their feasible best response, not
games studies various myopic algorithms for different ganoaly based on the current network, but also on the history of
models with directed and undirected graghs [2Z1]-[23]. Rer t moves or strategies taken by the other RSs, e.g., in repeated
network formation game among the RSs, we build a myopiames, this is used to ensure reaching an equilibrium where
algorithm for network formation inspired from those apglie cooperation is enforced [30]. Another example is in caatiiti
in economics problem (e.g., ih [21] arid [23]), but modified tformation algorithms where, to ensure convergence to destab
accommodate the specifics of the model studied in this papesint, one can allow the players to experiment, i.e., tociele
In this regard, we define an algorithm where each round bssed on a given history, a coalition that is not the best
mainly composed of two phases: a myopic network formatidar them so as to deviate from a cycling behavibr][34].
phase and a multi-hop transmission phase. Alternatively, in the non-convergence case, the RSs may be

During myopic network formation, the RSs engage imstructed by the network operator to find a mixed-strategy
pairwise interactions, sequentially, in order to make rtheNash network which is guaranteed to exist![30].
network formation decisions. In this phase, we considet tha Motivated by such approaches, in the network formation
the RSs make their decisions sequentially in a random ordehase of the proposed algorithm, we allow the RSs to ob-
In practice, this order can be decided by which RS requeserve the visited networks during the occurrence of network
first to form its link. Thus, in the myopic network formationformation. In consequence, whenever an RS, based on its
phase, each R&can select a certain feasible strategy whichistory observation, suspects that a cycling behavior ismdo
allows it to improve its payoff. Aniteration consists of a single to occur, it can deviate from its feasible best responséesgtya
sequence of plays during which all’ RSs have made their by selecting, instead, the best response that yields a netwo
strategy choice to myopically react to the choices of theothwhich wasnot previously visitedat the end of past iterations)
RSs. The myopic network formation phase can consist of on®re than a certain number of times. Formally, we define a



history functionh!(G?%) which represents, for every networkutility improvement is possible for any RSusing a feasible
G! reached at an iteratioh during the turn of an RS, the strategy that does not yield a network which has been visited
number of times this graph was visited at the end of iteratiomore thanp times). Reaching such an iteration is guaranteed
1 to t — 1. Further, we define a threshold(positive integer) by the fact that the number of spanning trees for any graph is
for h'(G%) above which an RS is no longer interested in finite. As a result, the sequence [[ (7) will always converge to
visiting this network, since visiting this network may letw a final graphGr after T' iterations, irrespective of the initial
a cyclic behavior. Note that, the history function is assdrite graphG.
be a common knowledge which the RSs can acquire with little Further, in the case where, during the turn of aniR8 an
complexity (each RS can be made aware of the graph reacltegationt there exists a networ&’ that has been visited more
at the end of any iteration by the BS or neighboring RSs).than g, i.e., h/(G?) > ¢, the RSs will seek a mixed-strategy
Thus, at any iteration, if an RS finds out that, by choosing itsNash network. While a detailed treatment of the learning
feasible best responseg, it will yield a network Gy + s7 such  process to find the mixed-strategy Nash network is outsiele th
thath! (G} +s;) > o, then, this RS will experiment alternativescope of this paper (the interested reader is referred t [35
actions by choosing another feasible strategye S; which  for more details), the RSs can apply existing algorithmsisuc
improves its utility and does not lead to a netwérk+s; with  as fictitious play or evolutionary approaches in order to find
h*(Gi+s;) > o. Note that, an RS will always try to use its besthe mixed-strategy Nash network [35].
response first, without reliance on history and it will onseu  As a result, the myopic network formation phase of our
history once and if needed. A critical valdeor the threshold proposed algorithm always converges. ™
o is set by the operator so as to control the behavior of theywe note that, the case in which during the turn of aniRS
network formation process. This critical value is used bg thy; any iteratiort there doesiot exist any networléi that has
RSs, only ifg < o In essence, if, durjng the turn of an R&t  peen visited more thap, i'e.,ht(ézt') < o for any(?i, adding
an iterationt there exists a ngtwork?; that has been visited he history constraints to the strategies of the RSs imiat
more thang (but less tharp times), i.e.,h"(G}) > o, then it the algorithm converges aftéf iterations to a networkiy
the RSs are instructed to seek a mixed-strategy Nash netwoyyat the finaliteration” (not at any iteration, only at the final
The mixed-strategy Nash network is a stable network graghe) there exist an RSe ) which excluded a certain strategy
G in which each RS can use a number of links, with different \yhich yields a better payoff for R&but leads to a network
probabilities, for transmitting its data. This is relatedthe G = Gr + si, Gy # G such thathT(G4) > o, then
concept of a mixed-strategy Nash equilibriuml[30]. The maifhe final networkGs is a history-induced Nash networnd
advantage of seeking a mixed-strategy Nash network is tte faor 5 Nash network in feasible strategies as per Definfflon 4.
that this networkalways existdndependent of the RSS/MSSthe gifference is that, in a history-induced Nash netwoeit th
locations, the circulating traffic, or wireless chanriell[30 s formed after7 iterations, no RS can, unilaterally, change
this case, for finding the m_lxed—strategy Nash network, tﬁe R_its link given that its strategy sedxcludesany strategy that
can use well-kpoy\(n algorithms from_ the theory of learning IDields a networkG,. such thath” (G%.) > o while in a Nash
games such afictitious playor evolutionary approaches [35]. network in feasible strategies, as per Definifibn 4, no RSanas
By using these schemes along with iterative best responggentive to unilaterally change its link given its entiemsible
multiple iterations will b_e run until convergence which Sstrategy set. We should stress that, the use of history bySan R
guaranteed by the following theorem: i at an iterations < 7' doesnot mean that the final outcome
Theorem 1: Given any initial network graplio, the my- || necessarily be a history-induced Nash equilibriumr Fo
opic network formation phase of the proposed algorithfjsiance, an RS can use history instead of using its feasible
converges to a final network graghy after 7' iterations. — pest response at an iteration< 7' and, then, at iterations
Proof: Every iterationt of the myopic network formation ;1 7t will once again revert to using its best response
phase of the proposed algorithm can be seen as a sequefiCRegies, if no need for history arise. In this case, theor
of feasible best responses played by the RSs. In this regaigly eventually, still reach a Nash network in feasibletstias

denoting byG, the graph reached at thend of any iteration 55 per Definitioril4 (not history-induced) at iteratidh As a
t, the myopic network formation phase consists of a sequengg it we have the following property:

such as the following (as an example) Lemma 1: The final tree structuré&r resulting from the

Go—>GL—o>Gy— - oG — - (7) convergence of the proposed algorithm affeiterations is a
Nash network in the space of feasible strategigsVi € V
as per Definitio 4, if, at iteratioff’, there does not exist any
strategys; € Sl-, for any RSi such thath;(Gr + s;) > o

First consider the case in which during the turn of anR§
any iterationt there doesot exist any networIGz that has

been visited r.nore.tha@, i'e"ht(Gig < ¢ for any G In this and u;(Gr + s;) > u;(Gr). Otherwise, the final network is
case, at any iteratiofy denote byG} as the network reacheda history-induced Nash network. Alternatively, if, @iy, the

at lthe t.umef a\_glR% At this iteration,AR_S]:z' atte:npts*to either RSs use different links with different probabilities, thére
select its feasible best responsec S if 1(Gi +s7) < 0, nemwork is a mixed-strategy Nash network.
or, otherwise, it selects a feasible strategyc S, s; # s, Proof: This lemma is adirect consequence of Thedrém 1.

which improves its utility and yields a network: + s; such Upon convergence of the algorithm to a netwdrk after T’
that h(G% + s;) < o. This process continues until finding anterations, we distinguish two cases. If the final netw6ik
iteration where no RS can find any strategy to play (i.e., n® such thath” (Gt + s;) > o and u;(Gr + s;) > u;(Gr)



wheres; € S is a feasible strategy of any RS V, then, this _ ProposED NETWOKNHGRMATION ALGORITHM

network is a history-induced Nash network since the only way '”ﬁi' Sttatrte_ work  where the RSs are directinegad
. . . e . P e starting network Is a graph wnere the S are directin

that this RS can improve its Utl!lty |s.by revisiting a net\kor o the BS (star network).

that was already left more thantimes in the past. Otherwise,  The proposed algorithm consists of two phases

since the myopic network formation phase of the proposed Phase I - Myopic Network Formation:

algorithm is based on the feasible best responses of the RSs repeat

at each iterationt and since an RS that uses history at an In a random but sequential order, the RSs engage in a network
iteration ¢, can, eventually, revert back to using its feasible for:“at'on gime't_  of Phase 1. each Reolavs its best

. . . a) In every Iterationt O ase |, eacC ays ItS bes
best response strategy at iteratiens1, ..., T, then the final ) y pay

response.
a.1l) Whenever, during the turn of an R&t an iterationt
there exists a network:: that has been visited more than

network G is a Nash network in feasible strategies as per
Definition [4. (the convergence of a best response algorithm

reaches a Nash equilibriurh [30]). In this Nash network, no 6,1, ht(GI) > 6 the RSs will seek a mixed-strategy Nash
RS can improve its utility by unilaterally deviating fronmsit network using well-known techniques such as fictitious
currently selected feasible strategy (with no use of hygtor play or evolutionary game§ [35].

Alternatively, in the case in which, during the turn of an RS a.2) Otherwise, each RSmaximizes its utility by playing
at an iteratiort there exists a networi' that has been visited its feasible best respons¢ € S; \ Sg, (with G; being the
more thang, i.e., ht(Gi) > ¢, the final networkGy will be a set of all graphs visited at the end of itergtiohsill t—1).
mixed-strategy Nash network in which the RSs use different b) For a.2), the best responsg: of each RS is aeplace

operation through which an RSsplits from its current parent

links with different probaleItleS. u . RS and replaces it with a new RS that maximizes its utility,
Note that the value ob can be set by the operator In given that this new R@cceptsthe formation of the link.

a way to highlight a certain preference between the mixed- until convergence to a final Nash trégr after T iterations.
strategy case and the history induced case. For examples if t  Phase Il - Multi-hop Transmission:
operator prefers the mixed-strategy case then it cag sep, During this phase, data transmission from the MSs occurgyusi
otherwise, when the operator prefers the history induceshNa the formed network tree structugr.
network, it will sety > p. Whenever no Nash network in  ¢& S0 FUeaient B el Tt T ol o cally
feasible strategies is found, this preference capturesce oif every time period 6, allowing the RSs to adapt the network
between stronger stability (mixed-strategy Nash netwank)  topology.
faster convergence (history induced Nash network)..
After the convergence of the network formation phase 6Rn engage in pairwise negotiations with the surrounding RS
the algorithm, the RSs are connected through a tree stauctiliy order to find its best response, among the set of feasible
Gt and the second phase of the algorithm begins. This ph&teategies and given the graphs that were reached in peeviou
represents the actual data transmission phase, whereby i@@@tions.
multi-hop network operation occurs as the RSs transmit theNote that, although a fully centralized approach can also be
data over the existing tree architectdre. A summary of the used for implementing the proposed algorithm, the need for a
proposed algorithm is given in Tadle I. distributed solution is desirable as it has several adgmsta
Furthermore, as the RSs can engage in the myopic netwéiikst, although the number of RSs compared to that of the
formation phase prior to any MS deployment, we consider tiMSs is generally small, the proposed approach can also apply
following convention throughout the rest of this paper: to the case where the RSs are replaced with relay nodes,
Convention 2: At the beginning of all time, once thewhose number can be significantly large hence motivating
operator deploys the network, the RSs engage in the netwaerldistributed approach. Second, a distributed approach can
formation game by taking into account their utilities inmey reduce the communication overhead at the BS, notably when
of HELLO packets, prior to any mobility or presence of MSsthe BS controls a large area in which the RSs are deployed
The main motivation behind Conventibh 2 is that the RSs cam order to alleviate the communication overhead at the BS
form an initial tree structure which shall be used by any M3sy communicating (instead of the BS) with some of the MSs.
that will be deployed in the network. If any adaptation tasthiAlso, in this case, a centralized approach can require th®BS
structure is needed, periodic runs of the proposed algoritttommunicate with all of its RSs and update the network when-
can occur as discussed further in this section. ever needed, hence, increasing the signalling in the nktwor
The proposed algorithm can be implemented in a distributadd the computational load on the BS. Further, a distributed
way within any next generation wireless multi-hop networkypetwork formation game is more robust to increased delays at
with a little reliance on the BS. For instance, the sole robbe BS (e.g., due to traffic received from non-MS sources such
of the BS in the proposed network formation algorithm is tas content providers), failures, as well as to maliciousca®.
inform the RSs of the graphs reached during past iteratibnsThis is due to the fact that, unlike a centralized approach,
needed, over a control channel. Due to the fact that the numbiee distributed network formation game does not rely on a
of RSs within the area of a single BS is small when comparsihgle controller such as the BS which, if compromised (due
with the number of MSs, the signalling and overhead for thie malicious attacks or failures), can lead to a failure & th
information exchange between the BS and the RSs is minimlalel of the entire network. Finally, although the curreappr
Beyond this, the algorithm relies on distributed decisitak®n mainly deals with networks having a standard infrastruetur
by the RSs. Within every iteratiofy during its turn, each RS (e.g., WiIMAX or LTE-Advanced), the approach can equally




apply in an ad hoc network where the relay stations are, in
fact, relay nodes and the central base station is a commor
receiver for these nodes. In such a case, it is desirable thal il RS4,1MS RS 10, 2 MSs
the nodes take their own decisions on how and where to route
and transmit their traffic. Such distributed decision mgkim RSS,1MS
also of interest in an infrastructure-based network, wiene
the RSs are mobile, or when the number and identity of
the RSs can vary over time. In such a case, it is difficult
(and undesirable) for a centralized entity to keep track of
the variations in the network. For these reasons, a dis&ibu 05r
approach for network formation is well-motivated.

The worst case complexity for implementing Step (a) in
Phase Il of the algorithm in Tab[& |, i.e., selecting the iiglas
best response (finding a suited partner) for any R% RS 7,2 MSs ‘ ‘ ‘
O(M) where M is the total number of RSs. In practice, the -15 -1 O siion nx (k) 1 15
complexity is much smaller as the RSs do not negotiate with
the RSs that are C_OnneCted to them’_nor Wlth the RSs that (ggorithm with M = 10 RSs before (solid line) and after (dashed line) the
lead to a graph visited at previous iterations. We strest thghdom deployment 080 MSs.
the complexity to find the best response in the proposed game
is comparable with some of the most popular game theore$@t the propagation loss {0 = 3. We consider a traffic of
approaches that are used in the literature when tackling-pré4 Kbps, divided into packets of length = 256 bits with
lems such as power control or resource allocation (See 4] RN arrival rate o250 packets/s. For the HELLO packets, we
a thorough overview on such approaches) in which findirgt7o = 1 packet/s with the same packet length®f= 256
the best response can yield a non-negligible and sometinfdis. Unless stated otherwise, we assume that all the RSs and
exponential complexity. In order to evaluate its utility ieh MSs utilize the same tradeoff parameters and its value ioset
searching for the best response, each RS can easily acqdire 5 = 0.7 (for all RS and MSi) to imply services that are
the BER and an estimate of the delay that each neighbor ¢aightly delay tolerant. Further, the parameteis selected to
provide. As a result, each RS:an take an individual decision b€ equal tol% of any RS's current utility, i.e., an RS accepts
to select the links? that can maximize its utility. The signalingthe formation of a link if its utility does not decrease by mor
required for gathering this information can be minimal aan1% of its current value. Finally, we set=1andg > 1.
each RS can measure its current channel towards the BS a# Fig.[2, we randomly deplog/ = 10 RSs within the area
well as the flowing traffic and feed this information back t®f the BS. The network starts with an initial star topology
any RS that requests it during the pairwise negotiations. yyith all the RSs connected directly to the BS. Prior to the
dynamically changing environments, following the formoati deployment of MSs (in the presence of HELLO packets only),
of the initial tree structure as per Conventldn 2, the nekwothe RSs engage in the proposed network formation algorithm
formation process is repeated periodically evérpllowing and converge to the final Nash network structure shown by
the RSs to take autonomous decisions to update the topolddg solid lines in Figl 2. Clearly, the figure shows that tiglou
adapting it to any environmental changes that occurred’]guritheir distributed decisions the RSs select their prefemesatby
6 such as the deployment of MSs, mobility of the RSs and/partners, forming the multi-hop tree structure. Furtheneno
MSs, among others. In fact, engaging in the network formmatiave deploy30 randomly located MSs in the area, and show
game periodically rather than continuously reduces the sigow the RSs self-organize and adapt the network’s topology
nalling in the network, while allowing the topology to adapto the incoming traffic through the dashed lines in Hijj. 2.
itself to environmental changes. As the periéds chosen For instance, RS improves its utility from370.6 to 391.2 by
to be smaller, the network formation game is played mogisconnecting from R8 and connecting to R6 instead. This
often, allowing a better adaptation to networks with rapidlimprovement stems from the fact that, although connecting t
changing environments at the expense of extra signalling aRS 8 provides a better BER for RS, in the presence of the
overhead. Note that, when the RSs are mobile, and/or wh¥®s, choosing a shorter path, i.e., less hops through6RS
new MSs are entering and leaving the network, the MSs ctie delay perceived by the traffic of RBis reduced, hence,
also, periodically, change their serving RS, to adapt ts thimproving the overall utility. Moreover, due to the deplognt
change in the network. of traffic and the deviation of RS, RS8 decides to disconnect
from RS6 and connect directly to the BS, hence, avoiding the
extra delay that exists at RBvhen MSs are deployed. Further,
in order to send its HELLO packet, RSfinds it beneficial to

For simulations, we consider a square area3okm x replace its current link with the congested RSvith a direct
3 km with the BS at the center. We deploy the RSs and thigk to the BS. In brief, Fig[R summarizes the operation of
MSs within this area. The transmit power is set5® mW the proposed adaptive network formation algorithm with and
for all RSs and MSs, the noise level is100 dBm, and the Wwithout the presence of external traffic from MSs.
bandwidth per RS is set td/ = 100 kHz. For path loss, we In Fig.[3, we assess the effect of mobility on the network

0.5
RS'1, 5 MSs

RS 8, 6 MSs

Position in'y (km)

-1t

2. Snapshot of a tree topology formed using the proposstdiork

IV. SIMULATION RESULTS ANDANALYSIS
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Fig. 3. Adaptation of the network’s tree structure to mapilof the RSs
shown through the changes in the utility of R®f Fig.[d as it moves on the

x-axis in the negative direction prior to any MS presence. on these simulations, we can see that, in practical seftthgs

number of history-induced Nash networks is very small, and,
thus, the RSs may reach a Nash network without utilizing thei
history functions in the decision process.

Subsequently, Fid.]4 shows the average achieved utility per
MS for a network withM = 10 RSs as the number of MSs
in the network increases. The performance of the proposed
network formation algorithm is compared against the direct
transmission performance, i.e., the case where no RSsiexist
the network, as well as a nearest neighbor algorithm whereby
each node selects the closest partner to connect to. Ndte tha
these schemes are selected for comparison purposes since, t
mthe best of our knowledge, this paper is the first in the litea
elihat deals with distributed tree formation in next-generat
networkB. In this figure, we can see that, as the number of
MSs in the network increases, the performance of both the
r proposed algorithm as well as that of the nearest neighbor
moving for a distance 06.5 km, RS9 becomes quite close algorithm decrease_. This result is due to the fact that, agmo
to the BS, and, thus, it maximizes its utility by disconnegti MSs are _present in the nep/_vork, the_d(_alay from muilti-hop
from RS 6 and connecting directly to the BS. This actioriransmission due to the additional traffic increases, dmas,t

taken by RS9 at 0.5 km also improves the utility of RS. the average payoff per MS decreases. In contrast, in the case

Meanwhile, RS9 continues its movement and its utility asof no RSs, the performance is unaffected by the increase in

well as that of R start to drop as RS distances itself from the number of MSs since no delay exists n the network. We

the BS. As soon as RS moves for a total of..3 km. RS2 also note that, due to the increased traffic, the performance
decides to disconnect from RBand connect directly to the OT the neare_st _ne|ghbor algorithm drops belo_vv that of the

BS since the direct transmission can provide a betteryutlit direct transmission at arourih) MSs. Further, Figll4 shows

this point. In a nutshell, by inspecting the results of Eigwg that, at all network si_zes.,. the proposed network formation
clearly illustrate how the RSs can take distributed den's;ioalgor'thm presents a significant advantage over both the- nea

that allow them to self-organize and adapt the topology gt neighbor algorithm and the direct transmission cases Th
mobility performance advantage is of at led$t1% compared to the

Further, we have run a variety of statistical simulatioﬂIreCt _transmlssmn case (fao MSs) and it r_eaches up _to
results for different network sizes, with each one averamyex 40.3% improvement relative to the nearest neighbor algorithm
around50, 000 iterations with random positions for the Msgat 50 MSs. )
and RSs. Based on these simulations, we first note that, fof '€ Performance of the proposed network formation algo-
networks having up taZ — 10 RSs (for any number of MSs) rithm is further assessed in FId. 5, where we show the average
we have encounteraghly Nash networks in feasible strategie§JtIIIty per MS as the number of RS¥ in the network varies,
as per Definitio ¥ ando history-induced Nash networks. , _ o _

. The work in [17] studies the tree formation in IEEE 802.16pwever,
For netWOfk? W'thM > 1_0 RSs, Only abou% of the runs focuses on the messages needed to control the RSs aridanithan (or
ended up with a history-induced Nash network. Hence, ba metric/utility) for forming the network is actually prided.

structure. For this purpose, we consider the network of[Big.
prior to the deployment of the M&sid we consider that RS
is moving horizontally in the direction of the negative xisax
while the other RSs remain static. The variation in the tigsi
of the main concerned RSs during the mobility of B&ire
shown in Fig[B. Once R9 starts its movement, its utility
increases since its distance to its serving RS 8R&ecreases.
Similarly, the utility of RS2, served by RS also increases.
As RS9 moves around.2 km, it finds it beneficial to replace
its current link with RS8 and connect to R$ instead. In
this context, R$ would accept the incoming connection fro
RS9 since this acceptance does not affect its utility negativ
as shown in FidI3 a1.2 km. As RS9 pursues its mobility, its
utility improves as it gets closer to R&while the utility of
RS 2 decreases since R&is distancing itself from it. Afte
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Fig. 5. Performance assessment of the proposed networlafiomalgorithm, Fig. 6. Average and average maximum number of hops in the firal
in terms of average utility per MS, for a network havit@ MSs as the number structure for a network witd0 MSs vs. number of RS8/ in the network.
of RSs M varies.

for a network with40 MSs. Fig[% shows that, a¥ increases,

the performance of the proposed algorithm as well as that of 7 = Maximum number of terations
the nearest neighbor algorithm increase. This is due to the [ e
fact that, as the number of RSs increase, the possibilifies o o

benefiting from cooperative transmission gains increasd, a
thus, the average utility per MS increase. In contrast, lier t
direct transmission scheme, the performance is constant as
M varies, since this scheme does not depend on the numbe

Number of iterations

of RSs. Fig.[b demonstrates that, at all network sizes, the sl e

proposed network formation algorithm presents a significan cr

performance gain reaching, respectively, up58% and 3 cragrnt T

38.5% relative to the nearest neighbor algorithm and the direct JIPUPSTL o7

transmission case. £ 10 15 20 2
In Fig.[8, we show the average and the average maximum Number of RSs ()

number of hops in the resulting network structure as thég- 7. Average and maximum number of iterations till cogeerce vs.
number of RSsM in the network increases for a networK\MPer of RS\ in the network.
with 40 MSs (results are averaged over random positions of
MSs and RSs). The number of hops shown in this figum®nvergence. Fig.7 shows that the average and the maximum
represents the hops connecting RSs or the RSs to the B8mber of iterations vary, respectively, froml2 and 2 at
without accounting for the MS-RS hop. Figl 6 shows thafl/ =5 RSs up t®.9 and8 at M/ = 25 RSs. Hence, this result
as the number of RS3/ increases, both the average andemonstrates that, in average, the speed of convergenise of t
the average maximum number of hops in the tree structureoposed algorithm is quite reasonable even for relatizefye
increase. The average and the average maximum numbenefworks. Similar results can be seen for the convergence of
hops vary, respectively, fromh.85 and2.5 at M =5 RSs, up the algorithm when MSs are deployed or when the RSs are
to around3 and5 at M = 25. Consequently, as per Fid. 6, duenoving.
to the delay cost for multi-hop transmission, both the ayera Fig.[8 shows the distribution of the total number of Nash
and average maximum number of hops increase very slowlgtworks, over aboui0, 000 iterations (network settings), for
with the network sizelM . For instance, one can notice thatpetworks with40 MSs for the two cases of/ = 5 RSs and
up to 20 additional RSs are needed in order to increase thi¢ = 7 RSs. Each iteration represents different locations for
average number of hops of aroudhops and the averagethe MSs and RSs. This figure is generated by finding all possi-
maximum number of hops of only arourzdhops. ble network trees (spanning trees) and counting the nunfber o
Fig. [@ shows the average and the maximum number Nfsh networks in each case. Hi@l. 8 shows that for all settings
iterations needed till convergence of the algorithm to ttigal at least one Nash network exists. Further, idr = 5 RSs,
network structure prior to the deployment of any MSs, as tlvee can see that the number of Nash networks is concentrated
size of the network\/ increases. This figure shows that, as thia the interval[1, 10]. In fact, for M = 5 RSs about33%
number of RSs increase, the total number of iterations redui of the cases admit betweeh and 10 Nash networks with
for the convergence of the algorithm increases. This ra@sultthe majority of the network settings havidgNash networks
due to the fact that, a%/ increases, the cooperation options fofabout25% of the total cases). However, as the number of
every RS increase, and, thus, more actions are requirectprioRSs increases df, i.e., for M = 7 RSs, Fig[B shows that
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Fig. 8. Distribution of the number of Nash networks over abs@, 000 Fig. 9.  Average utility per MS achieved by the proposed afgor, a

different network settings (RS and MS locations) for neksowith A/ =  centralized approach that finds the optimal network treexyaestive search,

5 RSs andM = 7 RSs (with40 MSs). and the Nash network having the least efficiency, i.e., thallsst average
utility per MS (worst case Nash network) for a network with = 5 RSs as
the number of MSs varies.

more Nash networks exist and their distribution becomesmor
balanced over the different intervals. Af = 7 RSs, about This result shows that the Nash networks resulting from the
23% of the cases admit betweerl and 20 Nash networks proposed model are, in general, reasonably efficient as the
and about19% admit between31 and 40 Nash networks. worst case Nash network has a performance of not less than
For M = 7 RSs, we can see that abodfc admit more 9% below the optimal solution.
than 100 Nash networks with the maximum being one case In Fig.[I0, we show the average and the average maximum
having 1293 Nash networks. Although, at first glance, thislumber of hops for a network with/ = 10 RSs andt0 MSs
number can look large, it must be noted tidt= 5 RSs and as the tradeoff parametgr varies (results are averaged over
M =7 RSs can form, respectively, a total tit5 and 16,807 random positions of MSs and RSs). Hig] 10 shows that, as the
possible trees (this number is given by Cayley’s formulaoluhi tradeoff parameter increases, both the average and thagaver
states that a graph with vertices admits:”~2 spanning trees maximum number of hops in the tree structure increase. For
[36]). Thus, relative to the total number of possible nekworinstance, the average and the average maximum number of
trees, the number of Nash networks is small. Note that, fabps vary, respectively, fromh.14 and 1.75 at 8 = 0.1, up
large networks, finding all possible Nash equilibria andrtheto around2.8 and around! at 8 = 0.9. The increase in the
distribution is computationally intractable since it ré@s number of hops with3 is due to the fact that, as the network
finding all possible networks which grow exponentially witthecomes more delay tolerant (largéy the possibilities for
M. However, Fig[B gives a good insight on how this numbersing multi-hop transmission among the RSs increases. In
will vary as the network size grows. contrast, as the network becomes more delay sensitive, i.e.
In Fig.[d, we assess the efficiency of the Nash networksr small 3, the RSs tend to self-organize into a tree structure
in the proposed model by showing the average utility p&vith very small number of hops. For instance, Aat= 0.1,
MS achieved by the proposed network formation algorithrthe average number of hops is quite closé tavhich implies
a centralized approach that finds the optimal (maximizirgy tlthat, for highly delay sensitive services, direct transiois
average utility per RS) network tree by exhaustive seardnpm the RSs to the BS, i.e., the star topology, provides, on
and the Nash network having the least efficiency, i.e., tliee average, the best architecture for communication.
smallest average utility per MS (worst case Nash network)In Fig.[I1, we show, over a period 6fminutes, the average
for a network withd/ = 5 RSs as the number of MSs variestotal number of actions taken by all RSs for various velesiti
In this figure, we note that the proposed network formatiocof the RSs in a wireless network witt) MSs and different
algorithm achieves, at all network sizes, a performancé theumber of RSs. The proposed network formation algorithm
is comparable to the optimal solution. The performance & repeated by the RSs, periodically, evéry= 30 seconds,
the proposed network formation algorithm gets closer in order to provide self-adaptation to mobility. As the spee
the optimal solution as the network becomes congested. lefrthe RSs increases, the average total number of actions per
instance, Fig:19 shows that the average utility per MS reglt minute increases for both/ = 10 RSs andM = 20 RSs.
from network formation is only betweed% (at 10 MSs) This result corroborates the fact that, as more mobilityuogc
and 2.8% (at M = 50 MSs) less than the optimal solution.in the network, the chances of changes in the network streictu
Moreover, this figure provides an insight on the efficiency dficrease, and, thus, the RSs take more actions. Also[Hig. 11
the Nash networks resulting from the proposed model throughows that the case df/ = 20 RSs yields an average total
the price of anarchy, which is defined as the ratio between thember of actions significantly higher than the case\bf=
optimal case and the worst case Nash equilibrium [37].[Big.19 RSs. The reason of this difference is that, as the number
shows that the price of anarchy is, on the average, ah60t of RSs M increases, the possibility of finding new partners
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Fig. 10. Average and average maximum number of hops in thé tfiea
structure for a network witi0 RSs andi0 MSs as the tradeoff parametgr
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number of2.6 hops (after havingl.83 hops at2 minutes),
due to the occurrence of a total défactions by the RSs. At

! some points such as at= 4.5 minutes ort = 5 minutes,
mobility does not yield any changes in the tree structurecas n
actions are taken by the RSs. Finally, once all shainutes
have passed, the network tree structure is finally made up of
an average oR.5 hops after a total oR4 actions played by
the RSs during the wholg minutes duration.

V. CONCLUSIONS
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In this paper, we have introduced a novel approach for
forming the tree architecture that governs the uplink netwo
structure of next generation wireless systems such as LTE-
Advanced or WIMAX 802.16j. For this purpose, we for-
mulated a network formation game among the RSs and we
introduced a cross-layer utility function that takes inte@unt

Fig. 11. Average total number of actions (taken by all RSs)mimute for

1 t actio ! the gains from cooperative transmission in terms of impdove
different RS speeds in networks with different sizes withMSs.

effective throughput as well as the delay costs incurred by
multi-hop transmission. To form the tree structure, we siedi
when the RSs move increases significantly, hence yielding ardistributed myopic algorithm. Using the proposed network
increase in the topology variation as reflected by the aeeraigrmation algorithm, each RS can take an individual deaisio
total number of actions. In this regard, féf = 20 RSs, the to optimize its utility by selecting a suited next-hop partn
average total number of actions per minute varies from atougiven the approval of this partner. We showed the convergenc
5.7 at9 km/h to aroundt1 at 72 km/h while for M = 10 RSs, of the algorithm to a Nash network structure and we discussed
this variation is froml.3 at9 km/h to around 2 at72 km/h. In  how, through periodic runs of the algorithm, the RSs can adap
summary, FiglZlll demonstrates how, through periodic runstbfs structure to environmental changes such as mobility or
the proposed network formation algorithm, the RSs can adaptoming traffic. Simulation results demonstrated that ahe
the topology through appropriate decisions. gorithm presents significant gains in terms of average setie
Fig. 12 shows how the tree structure in a network witfnobile station utility which is at least1.5% better than the
M = 10 RSs and40 MSs, evolves and self-adapts ovefase with no RSs and reaches up 48.6% improvement
time when all the MSs are moving at a constant speed @¥mpared to a nearest neighbor algorithm. The results also
100 km/h for a period of5 minutes. The proposed networkshow that the average number of hops in the tree does not
formation algorithm is repeated by the RSs, periodicaltgrg €xceed3 even for a network with up t@5 RSs.
6 = 30 seconds, in order to provide self-adaptation to mobility.
Fig. 12 shows that, aftet0 actions taken by the RSs, the
network Star_ts with a tree S,trUCture with _an average numbéH networks: Efficient protocols and outage behavitEEE Trans. Inform.
of 2.2 hops in the tree at time = 0. As time evolves, the Theory vol. 50, pp. 3062-3080, Dec. 2004. _ o
mobiles are moving and, thus, the RSs engage in the proposiif Sacek W S and G R L tnode cooperatve gummicagons
network formation algorithm, to adapt the tree structuréh® 355, Jan. 2007.
MSs’ mobility through adequate actions. For example, aftel! J- Boyer, D. Falconer, and H. Yanikomeroglu, "Multihopversity in
2.5 minutes have elapsed, the tree structure has an average 1830, Oct. 2004.
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