


c© Copyright by Dawei Li 2016

All Rights Reserved



EFFICIENT COMPUTATION OF LAYERED MEDIUM

GREEN’S FUNCTION AND ITS APPLICATION IN

GEOPHYSICS

A Dissertation

Presented to

the Faculty of the Department of Electrical and Computer Engineering

University of Houston

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy

in Electrical Engineering

by

Dawei Li

May 2016



EFFICIENT COMPUTATION OF LAYERED MEDIUM

GREEN’S FUNCTION AND ITS APPLICATION IN

GEOPHYSICS

Dawei Li

Approved:

Chair of the Committee
Ji Chen, Professor
Electrical and Computer Engineering

Committee Members:

Donald R. Wilton, Professor
Electrical and Computer Engineering

David R. Jackson, Professor
Electrical and Computer Engineering

Jiefu Chen, Assistant Professor
Electrical and Computer Engineering

Driss Benhaddou, Associate Professor
Engineering Technology

Aria Abubakar, Interpretation Enginee-
ring Manager, Schlumberger

Suresh K. Khator, Associate Dean
Cullen College of Engineering

Badri Roysam, Professor and Chair
Electrical and Computer Engineering



Acknowledgements

First and foremost, I would like to express my gratitude to my adviser Prof.

Ji Chen who guided me, helped me throughout the last five years of my study at

University of Houston. I am extremely grateful for the trust and freedom he gave to

explore on my own. None of this work was possible without his great encouragement

and support. My sincerest appreciation also goes to my co-adviser Prof. Donald

R. Wilton for his generous help and patient discussions that helped me sort out

the technical details of my work. I always feel happy and relieved to see his happy

face when dealing with difficulties during my research. The enthusiasm, persistence

working attitude towards engineering and science of my advisers has inspired me much

and will continue to impact my career and life.

I am also grateful to Prof. David R. Jackson who taught me a lot about elec-

tromagnetic theory and answered many research questions. I enjoyed the insightful

discussions we had. Many thanks to Prof. Stuart A. Long whose strict antenna course

helped me well understand the antenna engineering.

I would also like to thank Dr. Arial Abubakar and Dr. Keli Sun in Houston Forma-

tion Evaluation Center (HFE), Schlumberger for offering the internship opportunity

in summer 2014 and 2015. The amazing projects and products developed in HFE

impressed me how outstanding engineering improves people’s everyday life, and the

experience I gained at their R&D center had a great impact on my Ph.D research.

Many thanks to the committee members of my dissertation: Dr. Jiefu Chen and

Dr. Driss Benhaddou, for their great suggestions to my dissertation.

Finally, I would like to thank the colleagues and friends in the Applied Electromag-

netic Lab (AEL): Dr. Yan Liu, Dr. Zubiao Xiong, Dr. Shi Feng, Dr. Xichen Guo, Dr.

Jianfeng Zheng, Xin Huang, Qingyan Wang, Qi Zeng, Mengna Yang, Jingshen Liu,

Ran Guo, Xiaohe Ji, Sohini Sengupta and Krishna Kota for their help and friendship.

v



Study and life are colorful and full of joy with their company.

Last, but not least, my deepest and warmest appreciation goes to my wife, Mrs.

Xinyu Liu and my parents for their constant support, encouragement and unconditional

love all these years. This dissertation is dedicated to them.

vi



EFFICIENT COMPUTATION OF LAYERED MEDIUM

GREEN’S FUNCTION AND ITS APPLICATION IN

GEOPHYSICS

An Abstract

of a

Dissertation

Presented to

the Faculty of the Department of Electrical and Computer Engineering

University of Houston

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy

in Electrical Engineering

by

Dawei Li

May 2016

vii



Abstract

This dissertation is mainly focused on the efficient computation of Green’s function

and electromagnetic scattering problems in layered media. The layered medium

Green’s functions (LMGFs), together with various algorithms based on them, are

particular powerful methods to solve electromagnetic problems in layered media. The

significance of this work is to understand the physics of the electromagnetic wave

propagation and interaction with complex scatterers in multi-layered media, and also

to arrive at a few fast and efficient computational algorithms.

The LMGFs can be categorized into traditional ones and mixed-potential ones.

The first type of Green’s function directly calculates the field due to a dipole source

and the resulting semi-analytic Sommerfeld integrals (SIs) appearing in the traditional

Green’s function components can be evaluated extremely fast and accurately, finding

various applications in forward and inverse modeling in geophysical prospecting.

The mixed-potential LMGF is mostly useful for the formulation of system matrices

appearing in method of moments for solving scattering problems in layered media

because of its less singular nature. For both types of LMGFs, a few techniques, such

as asymptotic analysis, singularity extraction, and the weighted average method are

developed for the fast convergence of the resulting generalized Sommerfeld integrals.

The calculation of correction term added to the scalar potential for vertical currents,

give rise to a few efficient methods for the evaluation of the so-called half-line source

potential (HLSP).

In order to further reduce matrix fill time when solving 3-D problems using

the method of moments, a 3-D simplex interpolation approach is developed for

interpolating the spectral-domain integral terms. A simple but efficient approach

is to allocate an interpolation table covering all appropriate source and test point

combinations, but to populate data points on the fly only as needed. To remove

viii



all unbounded singularities a second-level singularity extraction is also needed for

curl-type operators to further regularize the spectral integrals, permitting a uniform

tabulation density.

Three types of problem: geophysical prospecting, antenna, and radiation problems,

are employed to demonstrate the accuracy and efficiency of our algorithm. In each

case, good agreements are achieved between our results and results completed by

independent approaches.
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Chapter 1

Introduction

The efficient and fast computation of fields in layered medium is very important in

many applications, with frequencies ranging from extremely low to optical frequencies,

in geophysical prospecting, remote sensing, microstrip circuits, antennas, and optical

waveguides [1–14]. Layered medium Green’s function (LMGF) and various technique

developed based on them, are particular powerful methods to solve electromagnetic

scattering problems in layered medium. This thesis is mostly aimed at investigating

computational algorithms using LMGFs and improving their efficiency. Without loss

of generality, this work starts from general electromagnetic theory with applications

slightly emphasizing geophysical problems involving complex uniaxial anisotropic

medium.

Reflection/ transmission at interfaces

Wave propagation

Source

Figure 1.1. Model of planar multi-layered medium.

1.1 Dissertation Overview

The content of the thesis is organized as the following.
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Chapter 2 first reviews traditional layered medium Green’s function (TD-LMGF)

[15]. The TD-LMGF directly calculates the electromagnetic field due to electric

or magnetic dipole in a layered medium, and is particularly useful in geophysical

prospecting industry [16, 17]. The formulation is based on uniaxial unisotropic medium

where the electromagnetic parameters, permittivity and permeability are different in

the transverse and vertical directions. The TD-LMGF is derived analytically using

transmission line theory in the spectral domain and then integrating back to the

spatial domain using inverse Fourier transforms. In order to accelerate the convergence

of TD-LMGF, asymptotic behaviors of different components of the TD-LMGF are

analyzed and their corresponding asymptotice forms are extracted. The TD-LMGF

discussed here is super-hyper singular for the evaluation of impedance matrix in the

integral equations formulation and thus is not proper for solving scattering problems.

In Chapter 3, the mixed-potential layered medium Green’s function (MP-LMGF),

which is less singular and more suitable for integral equation formulation in layered

medium, is discussed. Various acceleration techniques for evaluation of MP-LMGF,

for example, the discrete complex image method (DCIM) [18–24], the steepest descent

path method (SDPM) [25–28] and fast Hankel transform method (FHTM) [29–31]

have been developed in the last few decades. In our approach, asymptotic analysis [32],

singularity extraction [33], the weighted average method [34–36], simplex interpolation

[37–39] are combined for the acceleration of LMGF computation and matrix filling.

The evaluation of this type of Green’s function results in 14 independent Sommerfeld

integrals(SIs). The calculation of scalar potential kernels give rise to the so-called half-

line source potential (HLSP) [40]. Efficient evaluation of this HLSP is also important

for the fast convergence of the scalar potential and several numerical approaches are

developed to achieve that.

In Chapter 4, the equivalent current model is used to formulate the integral equation
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based on the equivalence principle. Then the integral equation is transformed into a

matrix equation in order to solve for the induced current on the surface of scatterers.

The algorithms are bench-tested against reference results from other publications.

Chapter 5 discusses the second-level of singularity extraction method. In general,

the spatial curl-type Green’s function that appears in the MFIE, PMCHWT and

hybrid FEM [41–43] formulations is more singular than the other MP-LMGFs. Using

one-level of singularity subtraction, the remaining spatial integrals still contain a

logarithm singularity arising from the “quasi-static” image source, which causes the

interpolation scheme to lose accuracy. Hence, a higher-order asymptotic subtraction

is needed in order to remove all of the unbounded behavior.

Chapter 6 applies the second-level of singularity extraction method to study the

singular behavior of the curl-type Green’s function, which has a great impact on the

MFIE formulation. When the surface of the scatterer sits on the interface between

layers, the MFIE formulation has to be corrected in order to account for the reflection

from boundary [44, 45]. In this case, three different types of singular kernels, delta

function singularity, logarithmic singularity and hyper-singularity coming from the

image sources emerge and different transformation schemes are used to perform the

source singular integration accurately.

In Chapter 7, three problems are used as examples to demonstrate the efficiency

and accuracy of our algorithm. In the first example, we apply the TD-LMGF to

calculate the triaxial induction tool response [46, 47], ignoring the effect of borehole

and tool mandrel. Then the PMCHWT formulation is employed to calculate the

tool response by taking account the borehole effect. As an second example, we apply

our solvers to the modeling of an antenna sitting above the ground and sea water

to observe the broadband input impedance. At last, a cubic scatter sitting on the

interface between two layers excited by a vertical electric current dipole is studied.
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In this case, the MFIE formulation is corrected to account for the reflection from

the boundary. In all cases, numerical results show good agreements are achieved

compared to independent methods. Finally, in Chapter 8, conclusions and remarks

are made and several possible improvements and future research topics are discussed.
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Chapter 2

Traditional Layered Medium Green’s Function

In order to calculate the electromagnetic field in layered media, it’s necessary to

compute the layered medium Green’s function (LMGF). The Green’s function is the

impulse response of a point dipole source in the surrounding medium or the field at

an observation point due to a unit source located at some source point. Once the

Green’s function is known, the field due to a general source can be obtained by linear

superposition.

2.1 Scalarization of Maxwell’s Equation

Consider an arbitrarily-oriented electric or magnetic dipole source embedded inside

a multi-layered medium, we wish to calculate the field distribution at any arbitrary

point [1]. The electromagnetic parameters of each layer are the relative complex unixial

anisotropic [48–51] permeability and permittivity dyadics denoted as µ = I
t
µt + ẑẑµz

and ε = I
t
εt + ẑẑεz. Starting from Maxwell’s equations,

∇× E = −jωµ0µ ·H− M, ∇×H = jωε0ε · E + J, (2.1)

because the medium varies only in the z direction, the field is translation invariant in

the x and y directions, if we define a 2D Fourier transform pair,

F̃ (kρ) =

∞∫
−∞

∞∫
−∞

F (ρ) ejkρ·ρdxdy (2.2)

and

F (ρ) =
1

(2π)2

∞∫
−∞

∞∫
−∞

F̃ (kρ) e
−jkρ·ρdkxdky. (2.3)
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where ρ = xx̂ + yŷ and apply them to Eq. (2.1), we can transform the two curl

equations into the following equations in spectral domain

∇̃ × Ẽ = −jωµ0µ · H̃− M̃, ∇̃ × H̃ = jωε0ε · Ẽ + J̃. (2.4)

If we let the vector fields be F̃ = F̃t + ẑ F̃z, we can separate the transverse and

longitudinal components of the spectral equation, yielding vector transmission line

equations

d

dz
Ẽt =

1

jωε0εt
(k2
t − νekρkρ·)(H̃t × ẑ) + kρ

J̃z
ωε0εz

− M̃t × ẑ (2.5)

and

d

dz
H̃t =

1

jωµ0µt
(k2
t − νekρkρ·)(ẑ × Ẽt) + kρ

M̃z

ωµ0µz
− ẑ × J̃z. (2.6)

Here kt = k0
√
µtεt denotes the transverse wavenumber, k0 = ω

√
µ0ε0 denotes the

free-space wavenumber and νe = εt/εz, ν
h = µt/µz denote the electric and magnetic

anisotropy ratios respectively. If we further define a rotated coordinate system with

two orthogonal transverse unit vectors

û =
kx
kρ

x̂ +
ky
kρ

ŷ, v̂ = ẑ× û = −ky
kρ

x̂ +
kx
kρ

ŷ, (2.7)

the transverse component of electric and magnetic fields can be expressed as

Ẽt = û Ẽu + v̂Ẽv, H̃t = ûH̃u + v̂ H̃v. (2.8)
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Substituting Eq. (2.8) into the vector transmission line equation Equation 2.5, and

Equation 2.6, and Equating components in each direction yields

dẼu
dz

=
(kez)

2

jωε0εt
H̃v +

kρ
ωε0εz

J̃z − M̃v, (2.9)

and

dH̃v

dz
=

k2
t

jωµ0µt
Ẽu − J̃u, (2.10)

for the Ẽu and H̃v components and equations

dẼv
dz

= − k2
t

jωε0εt
H̃u + M̃u, (2.11)

and

dH̃u

dz
= −

(
khz
)2

jωµ0µt
Ẽv +

kρ
ωµ0µt

M̃z + J̃v, (2.12)

for the Ẽv and H̃u components. The above two sets of equations characterize transverse

magnetic (TM) and transverse electric (TE) waves respectively. If we further define

the wave impedances as

Ze =
kez

ωε0εt
, Zh =

ωµ0µt
khz

, (2.13)

and sources as

ve = kρ
ωε0εz

J̃z − M̃v, i
e = −J̃u,

ih = − kρ
ωµ0µt

M̃z − J̃v, vh = M̃u,
(2.14)

the above equations simplify to the scalar transmission line equations below with V, I

denoting Ẽu, H̃v or Ẽv, H̃u for α = e, h respectively

− d
dz
V α = jkαzZ

αIα − vα,

− d
dz
Iα = jkαz Y

αV α − iα,
α = e, h (2.15)
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where the superscript e or h corresponds to TM and TE wave polarization respectively.

It has physical meanings that the field produce by a dipole inside the transverse

anisotropic layered medium can be decoupled into TE and TM waves. They propagate

through different layers with different wave impedance independently.

The above classical transmission line equation has closed-form solutions and if we

write the field directly as

Ẽ =
〈
G̃EJ ; J̃

〉
+
〈
G̃EM ; M̃

〉
,

H̃ =
〈
G̃HJ ; J̃

〉
+
〈
G̃HM ; M̃

〉
,

(2.16)

the dyadic Green’s function G̃EJ has the form of

G̃EJ = −ûûV e
i −v̂v̂V h

i +ẑû
kρ

ωε0εz
Iei +ûẑ

kρ
ωε0ε′z

V e
v +ẑẑ

1

jωε0ε′z

[
k2
ρ

jωε0εz
Iev − δ (z − z′)

]
.

(2.17)

Here ε′z and εz denote the vertical relative permmitivity in source and observation

layers receptively. The rest of the dyadic Green’s functions can be derived similarly

or found in [1].

2.2 Transmission line analogy

As we discussed above, the spectral components of the TD-LMGF are expressed

using voltage and current on transmission lines which can be easily solved for. Using

the transmission line analogy, the dipole source is modeled as parallel current and

series voltage generator, depending on the source type and orientation. Each layer is

modeled as a section of transmission line with a different characteristic impedance

and propagation constant. This analogy is illustrated in Figure 2.1. In this section,

we will discuss and analyze the solution of the transmission line voltage and current

using different methods.
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dzv 

0Z

1Z

2Z

3Z

eV  eI

TEN

i dz 

0dVJ 0dVM

ei

 1 1,ε μ

 0 0,ε μ

 2 2,ε μ

 3 3,ε μ

4Z 4 4,ε μ

Figure 2.1. Transmission line analogy for transformed transverse fields.

2.2.1 S-Matrix Method

Calculation of voltage and current distribution using the S-Matrix can be summa-

rized as follows:

1. Locate the layer number for source point and observation point.

2. Calculate the total impedance (TE/TM mode) looking up and down from the

source point recursively, starting from the most top and most bottom layers

using the equation

Zin = Z0
ZL + jZ0 tan (kzd)

Z0 + jZL tan (kzd)
. (2.18)

3. Calculate the voltage and current right above and below the source point due

to the unit series voltage and parallel current sources.

4. Use the S-Matrix to propagate the current and voltage from source point to
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observation point using the equations

 Vo

Io

 =

 cos (kzd) −jZ0 sin (kzd)

−j/Z0 sin (kzd) cos (kzd)


 Vi

Ii

 . (2.19)

5. Substitute the obtained voltage and current for each component of the spectral-

domain LMGFs.

The S-Matrix described above is a simple and elegant method to calculate the

voltage and current everywhere along the transmission line. However, when the wave

is evanescent, the S-Matrix may become exponentially large resulting in unstable

numerical results due to numerical overflow. To be more specific, when the horizontal

wavenumber kρ increases, the vertical wavenumber kz approaches −jkρ and becomes

larger and larger. In this case, the element of S-Matrix becomes exponentially large

and the resulting voltage and current will first start to oscillate and eventually blow up

from numerical point of view. This will cause convergence problems for Sommerfeld

integrals. Hence an alternative approach is desired.

2.2.2 Propagation Method

The propagation method is a more robust way of calculating transmission line

current and voltage distribution. Let us first introduce the generalized reflection

coefficient in the following.

2.2.2.1 Generalized Reflection Coefficient

The generalized reflection coefficient denotes the reflection coefficient looking to

the left and to the right respectively at any point of a line. The expression for the

generalized reflection coefficient looking left
←
Γ
α

n+1 and looking right
→
Γ
α

n−1 at interface

n+ 1 and n− 1, respectively can be written as
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←
Γ
α

n+1 =
Γαn+1,n +

←
Γ
α

nt
α
n

1 + Γαn+1,n

←
Γ
α

nt
α
n

, (2.20)

→
Γ
α

n−1 =
Γαn−1,n +

→
Γ
α

nt
α
n

1 + Γαn−1,n

→
Γ
α

nt
α
n

, (2.21)

where

Γαij =
Zα
j − Zα

i

Zα
j + Zα

i

, tαn = e−jk
α
zndn , (2.22)

with dn being the thickness of layer n. The detailed derivation of Equation 2.20 and

Equation 2.21 can be found at various literature [1], [52] and will be skipped here due

to the limited content.

2.2.2.2 Transmission Line Green’s Function

The voltage due to the current source V α
i will be shown below as an example; the

rest of the components V α
v , I

α
v , I

α
i can be found using the transmission line equations

Eq. (2.15).

A. m = n

When the source and observation points are both inside layer n, as illustrated in

Figure 2.2, the V α
i can be written as the general solution [52]

V α
i =

Zα
n

2
e−jk

α
zn|z−z′| + Ane

−jkαznz +Bne
jkαznz. (2.23)

At the right interface z = zn+1(zn+1 > z′), we have

Bne
jkαznzn =

→
Γ
α

n

(
Zα
n

2
e−jk

α
zn|zn+1−z′| + Ane

−jkαznzn+1

)
. (2.24)

At the left interface z = zn(zn < z′), we have

Ane
−jkαznzn =

←
Γ
α

n

(
Zα
n

2
e−jk

α
zn|zn−z′| +Bne

jkαznzn

)
. (2.25)
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nZ

znz

    

1nz 

 z

n


n



1nZ  1nZ 

Figure 2.2. Source and observation points both in the same transmission line section.

Solving for An and Bn using the above two equations 2.24 and 2.25, and substituting

back into Eq. (2.23), we obtain

V α
i =

Zα
n

2

[
e−jk

α
zn|z−z′| +

1

Dα
n

4∑
p=1

Rα
npe
−jkαznςnp

]
, (2.26)

where we denote

Dα
n = 1−

←
Γ
α

n

→
Γ
α

nt
α
n, R

α
n1 =

→
Γ
α

n,

Rα
n2 =

←
Γ
α

n, R
α
n3 = Rα

n4 =
←
Γ
α

n

→
Γ
α

n,

(2.27)

and

ςn1 = 2zn+1 − (z + z′) , ςn2 = (z + z′)− 2zn,

ςn3 = 2dn + (z − z′) , ςn4 = 2dn − (z − z′) .
(2.28)

B. m < n

In this case, we will consider the observation layer m below the source layer n and
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z < z′. The the voltage at section i+ 1 can be written as

V α (z) = Ai+1e
jkαzi+1

z
(

1 +
←
Γ
α

i+1e
−j2kαzi+1

|z−zi+1|
)

(2.29)

and the voltage at section i can be written as

V α (z) = Aie
jkαziz

(
1 +

←
Γ
α

i e
−j2kαzi |z−zi|

)
. (2.30)

Equating the above two equations at the junction zi+1 as shown in Figure 2.3

V α
+ (zi+1) = V α

− (zi+1) = V α (zi+1) , (2.31)

we have

iZ

1iz iz

  
1iZ

  

2iz 

 z

i


1i





Figure 2.3. Voltage continuity at the junction zi+1 between section i and section i+ 1.

Ai
Ai+1

=
e
jkαzi+1

zi+1

(
1 +

←
Γ
α

i+1

)
ejk

α
zi
zi+1

(
1 +

←
Γ
α

i e
−j2kαzidi

) . (2.32)

Thus we can obtain the formula relating the voltage of a section from the starting
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point to its endpoint by

V α (zi)

V α (zi+1)
=

Ai

(
1 +

←
Γ
α

i

)
ejk

α
zi
zi

Ai+1

(
1 +

←
Γ
α

i+1

)
e
jkαzi+1

zi+1

=

(
1 +

←
Γ
α

i

)
e−jk

α
zi
di

1 +
←
Γ
α

i e
−j2kαzidi

. (2.33)

Using the above relation recursively, we may propagate the voltage from z = zn to

z = zm+1 on one hand, so that

V α (zm+1) = V α (zn)
n−1∏

i=m+1

V α (zi)

V α (zi+1)
. (2.34)

On the other hand, at observation section m, the voltage V α(z) at the observation

point is related to V α(zm+1) at the endpoint of section m as

V α (z)

V α (zm+1)
=
τm,m−1e

−j2kαzm (zm+1−z)

1 +
←
Γ
α

me
−j2kαzmdm

, τm,m−1 = 1 +
←
Γ
α

me
−j2kαzm (z−zm). (2.35)

Finally, along with Eq. (2.34), we obtain the solution

V α (z) =
V α (z)

V α (zm+1)
V α (zm+1) = V α (zn)

n−1∏
i=m+1

V α (zi)

V α (zi+1)

τm,m−1e
−j2kαzm (zm+1−z)

1 +
←
Γ
α

me
−j2kαzmdm

.

(2.36)

The process of voltage propagation is illustrated in Figure 2.4.

C. m > n

If the observation layer is above the source layer and z > z′, we can repeat the

derivation above to obtain the solution. However, we can also use the reciprocity

principle to simplify the problem, for example, by exchanging the source position and

observation position, we may be able to use the algorithm developed in the above

case. The derivation of reciprocity principal for transmission line theory can be found

in [53].

In the above derivation, we only analyze the V α
i component. The other TLGF
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nZ

1nz nz

mZ

1mz mz

  
1nZ

1mZ



z z

Observation Point Source Point

 z

Figure 2.4. Illustration of the propagation method: voltage propagates the from source
point z′ to z when z < z′.

component V α
v , Iαv , Iαi can be derived from telegraph equation similarly.

2.3 Spatial LMGF

Using inverse 2-D Fourier transform, the above spectral-domain LMGF can be

converted back to the spatial domain. Because the 2-D Fourier transform is defined

as a double-infinite integral, it’s not efficient numerically. By introducing the Hankel

transform defined in Eq. (2.37), we can reduce the double infinite integral to a single

semi-infinite integral.

1

(2π)2

∞∫
−∞

∞∫
−∞

 sinnϕ

cosnϕ

F̃ (kρ) e
−jkρ·(ρ−ρ′)dkxdky = (−j)n

 sinnγ

cosnγ

Sn {F̃ (kρ)
}
,

(2.37)

where

ϕ ≡ tan−1 (ky/kx) , γ ≡ tan−1(y − y′)/(x− x′), (2.38)

and

Sn

{
F̃ (kρ)

}
=

1

2π

∞∫
0

F̃ (kρ) Jn (kρ |(ρ− ρ′)|) kρdkρ, n = 0, 1, 2, (2.39)
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defines the Hankel transform of F̃ (kρ). The price we pay is the appearance of

Bessel functions inside the integral of Eq. (2.39). With a rigorous derivation, 16

independent integrals are found and are introduced as follows to simplify of notation

and calculation:

I1 = S0

{
V e
i + V h

i

}
, I2 = S0

{
Ihv + Iev

}
, (2.40)

I3 = S0

{
V e
v + V h

v

}
, I4 = S0

{
Iei + Ihi

}
, (2.41)

I5 = S0

{
k2
ρI

e
v

}
, I6 = S0

{
k2
ρV

h
i

}
, (2.42)

I7 = S1 {kρV e
v } , I8 = S1

{
kρI

h
i

}
, (2.43)

I9 = S1

{
kρV

h
i

}
, I10 = S1 {kρIev} , (2.44)

I11 = S1

{
kρV

h
v

}
, I12 = S1 {kρIei } , (2.45)

I13 = S2

{
V e
i − V h

i

}
, I14 = S2

{
Ihv − Iev

}
, (2.46)

I15 = S2

{
V e
v − V h

v

}
, I16 = S2

{
Ihi − Iei

}
. (2.47)

Using the above independent integrals, the Green’s function relating electric current

to electric field GEJ can be expressed below with the diagonal terms being

GEJ
xx = −1

2
I1 +

1

2
cos 2γI13, (2.48)

GEJ
yy = −1

2
I1 −

1

2
cos 2γI13, (2.49)

GEJ
zz =

1

jωε0ε′z

[
−1

jωε0εz
I5 − δ (r − r′)

]
, (2.50)

and the off-diagonal terms being

GEJ
xy =

1

2
sin 2γI13, GEJ

xz =
cos γ

jωε0ε′z
I7, (2.51)

GEJ
yx =

1

2
sin 2γI13, GEJ

yz =
sin γ

jωε0ε′z
I7, (2.52)
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GEJ
zx =

cos γ

jωε0εz
I12, GEJ

zy =
sin γ

jωε0εz
I12. (2.53)

The other Green’s functions can be also derived in a similar fashion thus will not

be listed here due to the limitation of context. It should be mentioned that the ẑẑ

component of the above Green’s function is obtained using

δ (ρ− ρ′) =
1

2π

∞∫
0

J0 (kρ |ρ− ρ′|)kρdkρ (2.54)

or

δ (x− x′) δ (y − y′) =
1

(2π)2

∞∫
−∞

∞∫
−∞

e−jkρ·(ρ−ρ′)dkxdky. (2.55)

The delta function here contributes to the field inside the source region.

2.4 Sommerfeld Integrals in TD-LMGF

As we can see, the evaluation of the TD-LMGF relies on the efficient calculation

of the 16 independent integrals from Eq. (2.40) to Eq. (2.47). Evaluation of these

SIs is difficult due to the presence of poles and other singularities in the complex

plane [54–57]. In addition, the integrands are slowly decaying and oscillatory on the

real axis. In our approach, we subtracted the corresponding asymptotic forms of

the integral in the spectral domain and then restored the removed terms in spatial

domain forms [33]. The removed terms are expressed as closed-form expressions which

come from the radiation directly from the source or “quasi-static” images. Such

asymptotic extractions result in a spectral integrand that decays faster by a factor

of k2
ρ or more, where kρ is the spectral integration number, and even renders some

otherwise diverging integrands integrable when the observation point is in the source

plane.

Taking the geometry of Figure 2.5 as an example, the source point is at z′ and

the observation point is at z. The major contribution to the total field is the direct
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radiated field and the reflected field coming from “quasi-static” image sources. These

terms contain high spectrum components that make convergence difficult. When we

are performing the integration, if we subtract these components from the integrand,

the integral will converge faster. After that, the subtracted terms can be added back

using available closed-form identities.

z

z

1Z

2Z

3Z

2



2
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 32
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zjk z z z
e

   
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 22
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zjk z z z
e

   


zjk z z
e

 

2z

3z

Figure 2.5. The direct and quasi-static image contributions to potential in layered
media.

In the rest of this chapter, we will first perform the analysis of integrand behaviors

and derive their corresponding asymptotic forms for the generalized SIs. After that,

all the closed-form identities that may be useful for the TD-LMGF calculation will be

introduced.

2.4.1 Integrand Behavior

The SIs that appear in spatial TD-LMGF have the form of [34]

I =

∞∫
0

G (z, z′; kρ) Jv (kρρ) kρ︸ ︷︷ ︸
f(kρ)

dkρ,v = 0, 1, 2, (2.56)
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where G (z, z′; kρ) is the spectral domain Green’s function of the layered medium. Its

corresponding asymptotic forms can be expressed as

G (z, z′; kρ) ∼
e−ςkρ

kµρ

[
C + O

(
k−1
ρ

)]
. (2.57)

The asymptotic behaviors of Bessel function used above for large arguments are

Jv (kρρ) ∼

√
2

πkρρ
cos
(
kρρ− v

π

2
− π

4

)
,v = 0, 1, 2. (2.58)

Thus we have the asymptotic behavior of the integrand as

f (kρ) =
e−ςkρ

kdρ

∞∑
i=0

ci
kiρ
p (kρ) , α = µ− 1/2. (2.59)

Here p(kρ) is a periodic function (p = 2π/ρ, ρ > 0) behaving as cos or sin function

depending on the order of the Bessel function. When ρ = 0, it becomes to a constant.

For each integrand, d is the decay order of the leading term respect to kρ. From

transmission line theory, the asymptotic behavior of the transmission line voltage and

current can be easily derived so that

V e
i , I

h
v ∼ O

(
kρe
−kρς

)
, V α

v , I
α
i ∼ O

(
e−kρς

)
, and V h

i , I
e
v ∼ O

(
k−1
ρ e−kρς

)
. (2.60)

According to the analysis above, the convergence of the integrand can be categorized

into two types below.

Case 1: if the observation point is above or below the source plane (ς > 0), the

integrand decay exponentially. The convergence of all the 16 integrals is guaranteed.

Case 2: if the observation point is exactly on the source plane (ς = 0), the integrand

“decays” algebraically by the order of d . The above 16 integrand diverge in general

and the singularity extraction is needed for the integrand to reach convergence.
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2.4.2 Asymptotic Analysis

Before introducing the singularity extraction technique, it is necessary to discuss

about the asymptotic analysis. The asymptotic form of the integrand characterizes

the behavior of the integrand in the high spectrum, thus control the convergence of

the integral in the spectral domain.

Starting from Fresnel reflection coefficient,

←−
Γ α
l =

Zα
l−1 − Zα

l

Zα
l−1 + Zα

l

, (2.61)

for TM case, we have

←−
Γ e
l =

(
kez

ωε0εt

)
l−1
−
(

kez
ωε0εt

)
l(

kez
ωε0εt

)
l−1

+
(

kez
ωε0εt

)
l

. (2.62)

When kρ becomes very large, the asymptotic reflection coefficient (ARC) looking from

left is

←−
Γ e
l ∼
←−
Γ e,∞
l =

(√
εtεz

)
l
−
(√

εtεz
)
l−1(√

εtεz
)
l
+
(√

εtεz
)
l−1

. (2.63)

For TE case, the ARC looking from left has the corresponding term

←−
Γ h
l ∼
←−
Γ h,∞
l =

(√
µtµz

)
l−1
−
(√

µtµz
)
l(√

µtµz
)
l−1

+
(√

µtµz
)
l

. (2.64)

In order to calculate the ARC looking from right, we just need to replace l − 1 to

l + 1. These ARCs are also referred as static reflection coefficients, because they have

the same expression as the reflection coefficient for static electric or magnetic charge.

2.4.3 Closed-form Identities For Singularity Extraction

The singularity extraction process can be demonstrated as

I =

∫ ∞

0

F̃ (kρ) Jn (kρρ) kρ dkρ = Ires + Iext, (2.65)
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where F̃ (kρ) represent the spectral integrand and Ires and Iext is the difference integral

after extraction and the extracted terms

Ires =

∫ ∞

0

[
F̃ (kρ)− F̃∞ (kρ)

]
Jn (kρρ) kρ dkρ (2.66)

and

Iext =

∫ ∞
0

F̃∞ (kρ) Jn (kρρ) kρ dkρ (2.67)

respectively with F̃∞ (kρ) being the asymptotic form of F̃ (kρ).

The extracted term Iext is usually calculated in closed form, and a collection of

Sommerfeld and related identities (SRIs) are found to be useful for accelerating the

calculation of those SIs [18], [20], [58].

Firstly, let us define

Gα =
e−jktR

α

4πRα
, pα = e−jk

α
z |ς| (2.68)

with

Rα =
√
ρ2/να + z2. (2.69)

Then the identities associated with zero-order Hankel transform are

IA =S0

{
pα

2jkαz

}
=

1

να
Gα , (2.70)

IB =S0

{
pα

2

}
=
|ς| η

νp(Rα)2G
α, (2.71)

IC =S0

{
jkαz p

α

2

}
=

Gα

(Rα)2

(
ς2 3η − (ktR

α)2

να(Rα)2 − η

να

)
, (2.72)

ID =S0

{
k2
ρp
α

2 (jkαz )

}
=
k2
t IA + IC
vα

. (2.73)
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The identities associated with first-order Hankel transform are

IE =S1

{
pα

2kρ

}
=
Rαe−jkt|ς| − |ς| e−jktRα

4πρRα
, (2.74)

IF =S1

{
kρp

α

2jkαz

}
=

ρη

(να)2

Gα

(Rα)2 , (2.75)

IG =S1

{
kρp

α

2

}
=

1

(να)2

ρ |ς|
Rα

3η − (ktR
α)2

(Rα)3 Gα, (2.76)

IH =S1

{
jkαz p

α

2kρ

}
=
jkte

−jkt|ς|

4πρ
+
ρ2
v − jktRα|ς|2

(Rα)2

Gα

ρ
, (2.77)

II =S1

{
pα

2jkαz kρ

}
=
e−jkt|ς| − e−jktRα

4πjktρ
, (2.78)

and the identities associated with second-order Hankel transform are

IJ =S2

{
jkαz p

α

2

}
=

2

ρ
IH − IC , (2.79)

IK =S2

{
pα

2jkαz

}
=

2

ρ
II − IA, (2.80)

IL =S2

{
pα

2

}
=

2

ρ
IE − IB. (2.81)

Using the above SRIs, the original diverging generalized SIs may turn to exponen-

tially decaying integrals after singularity extraction. The worst case appears when the

observation and source points are both on the layer interface when the static image

point coincides with the observation point. Since the reflected spectrum doesn’t have

a closed-form expression in general, a integrand that decay faster by a factor of k2
ρ

in the spectral domain can be obtained by extracting the leading-order asymptotic

terms.

2.4.4 Weighted Average Method

Using the above singularity extraction, the remaining integrand differences still

may be highly oscillating functions when the observation point and source point

are near the layer interface. To further accelerate the convergence of those SIs, the
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weighted average method (WAM) [34] is analyzed and employed.

Let us define

S =

∞∫
a

f (ξ)dξ =
∞∑
i=0

ui with ui =

ξi∫
ξi−1

f (ξ)dξ, (2.82)

where a < ξ0 < ξ1 < ξ2 < · · · and limn→∞ξn → ∞ is a sequence of break points

selected according to the asymptotic behavior of the integrand, for example, the zero

point or local peak point. Then the integral can be written as a summation of

Sn =
n∑
i=0

ui, (2.83)

with a remainder integral defined as

rn = Sn − S = −
∞∫
ξn

f (ξ)dξ. (2.84)

The current extrapolation techniques all focus on the acceleration of this integral

remainder. Among them, the weighted average method is one of the most robust and

efficient methods. Below we review and illustrate the theory of the weighted average

method briefly.

The weighted average method defines a translated series,

S ′n =
WnSn +Wn+1Sn+1

Wn +Wn+1

= S +
rn + ηrn+1

1 + η
, (2.85)

ideally, if we choose

η = − rn
rn+1

, (2.86)

then S ′n= S suggests the translated finite integrals are the exact infinite integrals.

Because rn do not have a closed form in general, the leading term of its asymptotic
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form is used to estimate the coefficient η. For example, the asymptotic analysis shows

that the remainder behaves as

rn ∼ a0wn + O
(
ξ−1
n

)
with wn = (−1)n+1 e

−nqς

ξαn
, (2.87)

thus we have

rn
rn+1

=
wn
wn+1

(
1 +

a1q

a0ξnξn+1 + a1ξn

)
∼ wn
wn+1

(
1 + O

(
ξ−2
n+1

))
. (2.88)

If we choose η = − wn
wn+1

, then

1 + η = 1− wn
wn+1

= 1 + e−qς
ξn+1

ξn
∼ O (1) , (2.89)

and the translated remainder behaves asymptotically as

r′n
rn

=
rn + ηrn+1

rn + ηrn+1

=
1 + η rn+1

rn

1 + η
∼

1− wn
wn+1

wn+1

wn
[1 + O (ξ−2

n )]

O (1)
∼ O

(
ξ−2
n

)
. (2.90)

This means the translated remainder becomes a scaled version of the original remainder

and we can employ this approach repeatedly. The recursive process can be expressed

clearly using Figure 2.6.

2.5 Numerical Examples

As a first example, we will validate the identities we introduced previously using

the homogeneous medium configuration illustrated in Figure 2.7. The results are

shown in the Tables 2.1, 2.2 and 2.3. The left-hand side is obtained by performing

pure numerical integration and the right-hand side is calculated using closed-form

expressions. Their values are the same for the decimal places shown.

As a second example, we consider a five layered stratified medium with both source

point and observation point with a distance of 0.2236 m located between the interface
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Figure 2.6. Illustration of recursive scheme for weighted average method.
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Figure 2.7. Configuration of Sommerfeld and related identities validation.

of layer 2 and layer 3 as on the left side of Figure 2.8. The frequency is set to be 2

MHz. The conductivity of each layer is listed in Figure 2.8 with unit of [S/m]. The

relative permititivity and permeability of layers are set to be 1. Figure 2.9 plots

the integrand in the spectral domain before and after we subtract the corresponding
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Table 2.1. SIR results with σz/σt = 2 for TM polarization

Identity Real(LHS) Imag(LHS) Real(RHS) Imag(RHS)

A 7.8501e-03 -7.0698e-02 7.8501e-03 -7.0698e-02

B 2.2693e-01 -3.0084e-01 2.2693e-01 -3.0084e-01

C 1.8406e+00 -9.5475e-01 1.8406e+00 -9.5475e-01

D 1.4482e+00 - 2.1578e+00 1.4482e+00 -2.1578e+00

E 1.2585e-02 -1.5859e-02 1.2585e-02 -1.5859e-02

F 9.0765e-02 -1.2034e-01 9.0765e-02 -1.2034e-01

G 9.1774e-01 -6.2262e-01 9.1774e-01 -6.2262e-01

H 1.0367e-01 -5.2044e-02 1.0367e-01 -5.2044e-02

I 5.1406e-04 -3.6907e-03 5.1406e-04 -3.6907e-03

J 2.3275e-01 -8.6128e-02 2.3275e-01 -8.6128e-02

K 2.4311e-03 -3.1162e-03 2.4311e-03 -3.1162e-03

L 2.4780e-02 -1.6344e-02 2.4780e-02 -1.6344e-02

Table 2.2. SIR results with σz/σt = 2 for TE polarization

Identity Real(LHS) Imag(LHS) Real(RHS) Imag(RHS)

A 5.1211e-03 -3.6893e-02 5.1211e-03 -3.6893e-02

B 1.2562e-01 -1.5848e-01 1.2562e-01 -1.5848e-01

C 1.0337e+00 -5.1954e-01 1.0337e+00 -5.1954e-01

D 4.5107e-01 -6.0048e-01 4.5107e-01 -6.0048e-01

E 6.6148e-03 -8.1386e-03 6.6148e-03 -8.1386e-03

F 2.5123e-02 -3.1697e-02 2.5123e-02 -3.1697e-02

G 2.5698e-01 -1.6730e-01 2.5698e-01 -1.6730e-01

H 5.4889e-02 -2.7137e-02 5.4889e-02 -2.7137e-02

I 2.8856e-04 -1.8850e-03 2.8856e-04 -1.8850e-03

J 6.4132e-02 -2.3192e-02 6.4132e-02 -2.3192e-02

K 6.5013e-04 -8.0662e-04 6.5013e-04 -8.0662e-04

L 6.6796e-03 -4.2875e-03 6.6796e-03 -4.2875e-03

asymptotic forms. As we can see, the subtractions result in a spectral integrand

decaying faster by a factor of k2
ρ and makes the originally divergent integral converge.

The third example validate results using singularity extraction method. We move
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Table 2.3. SIR results with σz/σt = 0.5 for TM polarization

Identity Real(LHS) Imag(LHS) Real(RHS) Imag(RHS)

A 2.8849e-03 -1.8848e-02 2.8849e-03 -1.8848e-02

B 6.6124e-02 -8.1365e-02 6.6124e-02 -8.1365e-02

C 5.4851e-01 -2.7120e-01 5.4851e-01 -2.7120e-01

D 1.2546e-01 -1.5838e-01 1.2546e-01 -1.5838e-01

E 3.3930e-03 -4.1232e-03 3.3930e-03 -4.1232e-03

F 6.6133e-03 -8.1358e-03 6.6133e-03 -8.1358e-03

G 6.8080e-02 -4.3385e-02 6.8080e-02 -4.3385e-02

H 2.8268e-02 -1.3861e-02 2.8268e-02 -1.3861e-02

I 1.5265e-04 -9.5264e-04 1.5265e-04 -9.5264e-04

J 1.6856e-02 -6.0203e-03 1.6856e-02 -6.0203e-03

K 1.6821e-04 -2.0522e-04 1.6821e-04 -2.0522e-04

L 1.7357e-03 -1.0983e-03 1.7357e-03 -1.0983e-03
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Figure 2.8. Configurations of five layers of stratified medium for (left) singularity
extraction and (right) integrand observation.

the source point inside the third layer and put three observation lines with each

corresponding different convergence behaviors of the integrand. The configuration is

illustrated on the right side of Figure 2.8. For the first observation line ( ρ > 0 and

ς > 0 ), the integrand oscillates and decays exponentially. The integral result I1 is

plotted in Figure 2.10. For the second line ( ρ = 0 and ς > 0 ), the integrand decays

exponentially. The integral result I1 is plotted in Figure 2.11. Because the integral
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Figure 2.9. Comparison of integrand spectra for I1 with and without singularity
extraction.

blows up as we approach to the source point, a log-scale of the integral value is plotted

in Figure 2.11. For the third line ( ρ > 0 and ς = 0 ), the integrand oscillates and

decays algebraically and the integral result I16 is plotted in Figure 2.12. In this figure,

the “+” and “-” indicate we approaching the source plane in a limiting sense from

above or below.

As a final example, we use the Green’s function developed in this chapter to

calculate the field distribution due to the dipole source in layered media. The

configuration and parameters of each layer is shown in Figure 2.13. The source

point is located at (x = 0, y = 0, z = −1.4) m and the observation line is along

(−3 < x < 3, y = 1, z = −0.3) m. Figure 2.14 plots the electric field if the source

dipole is of electric type. Figure 2.15 plots the electric field if the source dipole is of

magnetic type. This results agree well with reference [59].
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Figure 2.10. The integral I1 on the first observation line, ρ > 0 and ς > 0.
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Figure 2.11. The integral I1 on the second observation line, ρ = 0 and ς > 0.
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Figure 2.13. An electric or magnetic dipole is radiating in a seven-layer medium (unit:
m). The operating frequency is 300 MHz, and the layer parameters are
shown in the figure.

30



-3 -2 -1 0 1 2 3
0

50

100

150

200

250

300

Observation Point X coordinate (m)

E
le

c
tr

ic
 F

ie
ld

 V
a
lu

e
(V

/m
)

E field due to J source

 

 

Ex

Ey

Ez

Figure 2.14. The electric field distribution on the observation line due to the electric
dipole.
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Figure 2.15. The electric field distribution on the observation line due to the magnetic
dipole.
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Chapter 3

Mixed-Potential Layered Medium Green’s Function

When solving the currents induced on scatterers in layered media, the dyadic

Green’s function may be used to formulate the integral equation which are then solved

by method of method. The method of moments casts the integral equations into

matrix using the subspace projection method. The TD-LMGF discussed in Chapter 2

is too singular for numerical processing as its counterpart in homogeneous media.

The highest singularity order is of O(1/R3) (also called super-hyper singularity) and

thus is not suitable for numerical processing. In this chapter we will focus on a less

singular type of LMGF that we used for integral equation.

3.1 Mixed-Potential Representation

Michalski proposed three types of mixed-potential layered medium Green’s function

(MP-LMGF) [60]. Among them, the type of formulation C is now widely used and

most popular among computational electromagnetic society. The mixed-potential

representation remove one order of singularity by taking divergence gradient respecting

to the source current and remove another order of singularity by introducing a gradient

respect to the observation coordinates. The resulted generalized Sommerfeld integrals

(SIs) appearing in the potential kernels are less singular in spatial domain and converges

fast in spectral domain.

To begin with, we can represent the electric and magnetic field as vector and scalar

potentials [1]

E = −jωA−∇Φ− 1

ε0

∇× F, H = −jωF−∇Ψ +
1

µ0

∇×A, (3.1)
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where the vector potentials are related to the electric and magnetic source via

A (r) = µ0

∫
S

GA (r, r′) · J (r′) dS ′, F (r) = ε0

∫
S

GF (r, r′) ·M (r′) dS ′, (3.2)

and the scalar potentials are

Φ (r) = − 1

jωε0

(∫
S

∇′ · J (r′) KΦ (r, r′) dS ′ +

∫
S

ẑ · J (r′) Pz (r, r′) dS ′
)

(3.3)

and

Ψ (r) = − 1

jωµ0

(∫
S

∇′ ·M (r′) KΨ (r, r′) dS ′ +

∫
S

ẑ ·M (r′)Qz (r, r′) dS ′
)
. (3.4)

The Green’s function kernel again do not have a close form. Their dyadic and scalar

components are expressed as 2D Fourier integrals below:

 G (r, r′)

G (r, r′)

 =
1

(2π)2

∞∫
−∞

∞∫
−∞

 G̃ (kρ, z, z
′)

G̃ (kρ, z, z
′)

 e−jkρ·(ρ−ρ′)dkxdky . (3.5)

The spectral MP-LMGF components are also expressed using transmission line voltage

and current similar to TD-LMGF in Chapter 2. For that associated with electric

current, we have magnetic vector potential dyadic Green’s function as

G̃A (kρ, z, z
′) =


1

jωµ0
V h
i 0 0

0 1
jωµ0

V h
i 0

µtkx
jk2ρ

(
Ihi − Iei

) µtky
jk2ρ

(
Ihi − Iei

)
µt

jωε0ε′z
Iev

 , (3.6)

the scalar potential kernel and vertical current correction term as

K̃Φ (kρ, z, z
′) = jωε0

V e
i − V h

i

k2
ρ

, P̃z (kρ, z, z
′) = k2

0µ
′
t

V h
v − V e

v

k2
ρ

(3.7)
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The curl of magnetic vector potential dyadic Green’s function is

∇̃ × G̃A (kt, z, z
′) =


−kxky

k2ρ

(
Ihi − Iei

)
−k2y
k2ρ

(
Ihi − Iei

)
+ Ihi −

ky
ωε0ε′z

Iev

k2x
k2ρ

(
Ihi − Iei

)
− Ihi

kxky
k2ρ

(
Ihi − Iei

)
kx

ωε0ε′z
Iev

ky
ωµ0µz

V h
i − kx

ωµ0µz
V h
i 0

 . (3.8)

The spectral MP-LMGFs associated with magnetic current can be derived by imposing

duality principal.

3.1.1 Indepedent Hankel Transform

With rigorous derivation, 14 integrals are found to be independent and are intro-

duced here for simplification of notation and calculation, which are

I1 = S0

{
V h
i

}
, I2 = S0 {Iev} , (3.9)

I3 = S0

{
Ihi + Iei

}
, I4 = S0

{
V e
v + V h

v

}
, (3.10)

I5 = S0

{
V h
i − V e

i

k2
ρ

}
, I6 = S0

{
V h
v − V e

v

k2
ρ

}
, (3.11)

I7 = S0

{
Iev − Ihv
k2
ρ

}
, I8 = S0

{
Iei − Ihi
k2
ρ

}
, (3.12)

I7 = S1

{
Iei − Ihi
kρ

}
, I8 = S1

{
V h
v − V e

v

kρ

}
, (3.13)

I11 = S1

{
kρV

h
i

}
, I12 = S1 {kρIev} , (3.14)

I13 = S2

{
Iei − Ihi

}
, I14 = S2

{
V h
v − V e

v

}
. (3.15)

Among these 14 integrals, 8 of them are associated with zero-order Bessel function,

4 of them are associated with first-order Bessel function and the rest two of them

are associated with second-order Bessel function. Even though the second-order

Bessel function can be further expressed as linear combination of zero-order and

first-order Bessel functions, we still end up with 14 independent integrals in total after

replacement. In this work we just use the above notations.
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After substitution of the above integrals to the previous derived MP-LMGFs, we

have the spatial form in the following

GA (r, r′) =


1

jωµ0
I1 0 0

0 1
jωµ0

I1 0

µt cos γI9 µt sin γI9
µt

jωε0ε′z
I2

 , (3.16)

KΦ = −jωε0I5, Pz = k2
0µ
′
tI6, (3.17)

and

∇× GA (r, r′) =


−1

2
sin 2γI13

1
2

(I3 + cos 2γI13) − 1
jωε0ε′z

sin γI12

1
2

(−I3 + cos 2γI13) 1
2

sin 2γI13
1

jωε0ε′z
cos γI12

sin γ
jωµ0µz

I11 − cos γ
jωµ0µz

I11 0

 .
(3.18)

The same exercise may be repeated to obtain the MP-LMGFs associated with magnetic

current.

3.2 Sommerfeld Integrals Acceleration

3.2.1 Asymptotic Analysis

The asymptotic analysis here is the same as that introduced in chapter 2 for

TD-LMGFs, the only difference is that the closed-form identities may be a little

different due to the weak singularity of MP-LMGFs, such as the rise of half-line source

potential.

3.2.2 Half-Line Source Potential

After rigorous derivation, two extra Sommerfeld related identities apart from the

closed-form identities introduced in chapter 2, may be needed for the acceleration

of the generalized SIs appearing in MP-LMGFs. The first identity is the spectral

Green’s function having a second order of decaying respect to kαz and its right hand

35



side can be interpreted as the potential caused by a half-line source [40].

IM = S0

{
e−jk

α
z |ς|

2(jkαz )2

}
=

1

να

∞∫
|ς|

e−jktR
α

4πRα
ds, (3.19)

with

Rα =
√
ρ2/να + s2. (3.20)

If we define

Gα
z (ρ, |ς|) ≡

∞∫
|ς|

e−jktR
α

4πRα
ds, (3.21)

the identity M can be further simplified for notation as

IM = S0

{
e−jk

α
z |ς|

2(jkαz )2

}
=

1

νp
Gα
z (ρ, |ς|) . (3.22)

The second identity that might be useful is

IN = S0

{
e−jk

α
z |ς|

2(jkαz )3

}
= − 1

να

[
j
e−jktR

α

4πkt
+ |ς|Gα

z (ρ, |ς|)
]
. (3.23)

This corresponding to a higher-order of decaying of the integrand respect to kαz

compared to identity M . As we know, the half-line source potential is firstly introduced

in the reference [40] for homogeneous lossless isotropic medium. We can easily expand

it to lossy uniaxial anisotropic medium here.

3.2.2.1 Method 1: Exponential Integral Representation

Since we have Rα =
√
ρ2/να + s2 and RαdRα = sds, Eq. (3.21) can be written as

∞∫
z

e−jktR
α

4πRα
ds =

∞∫
rα

e−jktR
α

4π
√
Rα − ρ2/να

dRα =

∞∫
rα

e−jktR
α

4πRα

[
∞∑
n=0

Cn

(
ρ/
√
να

Rα

)2n
]
dRα.

(3.24)
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where the lower limit is rα =
√
ρ2/να + z2 and the coefficients Cn are binomial

expansion coefficients. The above expansion is only valid inside the unit circle in the

complex γ plane

|γ| =
∣∣∣∣ρ/√ναRα

∣∣∣∣ ≤ 1, (3.25)

implying the convergence condition

∣∣∣ρ/√να∣∣∣ ≤ |Rα|. (3.26)

since 6 να ∈ (−π/2, π/2), we can derive 6 1/
√
να ∈ (−π/4, π/4). The above condition

Eq. (3.26) always hold true from Figure 3.1.

2 /  

 
2

R

2z

 
2

2 2/R z   

Re

Im

O

2 /  

 
2

R

2z

Re

Im

O

 0, 2   2,0   

 
2

2 2/R z   

Figure 3.1. Graphical proof of binomial expansion convergence condition.

After the convergence check, we now can switch the order of integration and

summation, yielding

Gα
z =

∞∑
n=0

Cn

(
ρ/
√
να
)2n 1

4π

∞∫
rα

e−jktR
α

(Rα)2n+1dR
α. (3.27)
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If we denote t = Rα/rα, dRα = rαdt, we have

Gα
z =

1

4π

∞∑
n=0

Cn

(
ρ/
√
νp

r

)2n

E2n+1 (jktr) , (3.28)

where the complex exponential integrals are

En (z) =

∞∫
1

t−ne−ztrdt. (3.29)

The recurrence relation for the exponential integrals

En+1 (z) =
1

n

(
e−z − zEn+1 (z)

)
, n = 1, 2, 3, . . . , (3.30)

can be further used to simplify the calculation. For the limiting case ρ = 0, the only

term appearing in Eq. (3.28) is the n = 0 term, and therefore,

Gα
z (ρ = 0, z) =

1

4π
E1 (jktz) . (3.31)

The method employs the binomial series expansion to evaluate the half-line source

potential, thus its convergence rate depends on the convergence rate of the series

expansion. As we learned before, the convergence radius of binomial expansion is

|γ| < 1 and the smaller |γ| =
∣∣∣ρ/√ναRα

∣∣∣ is, the faster the convergence we can achieve.

This corresponds to the small observation angle θ physically in the spatial domain.

However, for large observation angles θ, an alternative approach is desired.

3.2.2.2 Method 2: Numerical Integral

The second method is a pure numerical approach. We may write

Gα
z (ρ, z) =

∞∫
0

e−jktR
α

4πRα
ds−

z∫
0

e−jktR
α

4πRα
ds. (3.32)
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The first term on the right hand side is the half of the potential contribution from an

infinite line source and is readily written in terms of zero-order Hankel function of

the second kind corresponding to an outgoing wave [61],

∞∫
0

e−jktR
α

4πRα
ds =

1

8j
H2

0

(
kt

ρ√
να

)
. (3.33)

Here we need to be careful about the branch cut of the Hankel function as the variable

kt extends into the complex domain. Since 6 kt
/√

να ∈ (−π/2, 0], the above identity

follows an analytic continuation extending off the real axis into the complex plane

from isotropic medium to complex uniaxial anisotropic medium.

The remaining integral corresponds physically to a potential produced by a small

segment of line source extending from s = 0 to s = z:

∆Gα
z =

z∫
0

e−jktR
α

4πRα
ds. (3.34)

The above integrand is a near-singular integrand and by introducing a transformation

of integration variable

du =
1

Rα
ds, (3.35)

corresponding to the function

u = sinh−1
(
z
√
να/ρ

)
, (3.36)

we can remove its near-singular behavior. Thus the integral in Eq. (3.34) becomes

∆Gα
z =

1

4π

sinh−1(z
√
να/ρ)∫

0

e−jktR
α

du. (3.37)
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Again, the sinh−1 function is extended into complex plane and its branch cut should

be careful treated. Because sinh−1 function contains a logarithm function, it has

an infinite Riemann sheets and the right Riemann sheet should be chosen to get

the correct result. Fortunately 6
√
να ∈ (−π/4, π/4) is on the principal branch for

most programming languages, when determining the upper bound of the integral by

analytic continuation, no special treatment is required.

After the transformation, the integration path is mapped to a complex curve on

the complex u plane. However, the integrand itself becomes an analytic function

such that path deformation is allowed. A simple and natural choice is a straight line

connecting the points from the lower to the upper limit.

3.3 Numerical Examples

As a first example, we repeat the same exercise for the second example in Chapter 2.

Here we compare the integrand behaviors of I1 and I5 with and without asymptotic

subtraction in Figure 3.2.
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Figure 3.2. Comparison of the integrand spectrum for I1 and I5 with and without
singularity extraction.

After that, we redo the same procedure for the third example in Chapter 2.

The integrals are observed on three different observation lines and the results are
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compared between with and without singularity extraction in Figure 3.3, Figure 3.4

and Figure 3.5. Good agreements are achieved on these three cases.
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Figure 3.3. The integral I1 for MP-LMGF on observation line ρ > 0, ς > 0.
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Figure 3.4. The integral I1 for MP-LMGF on observation line ρ = 0, ς > 0.
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Chapter 4

Integral Equation Method

When we solve electromagnetic scattering problems in layered medium, full wave

simulations may be performed. In general, there are three major methods for full-wave

simulation, the finite-difference method [62], finite element method [63] and method

of moments [64, 65]. The finite difference method and finite element method require

one to discretize the entire interested region and to solve the electromagnetic field

everywhere in space. Hence, the resulting number of unknowns is usually quite large.

Sometimes if the scatterers have some fine structures, a single mesh scheme for the

whole structure may lead to a large number of wasted unknowns. Furthermore, in

order to truncate the infinite domain to a finite domain, a perfectly matched layer

(PML) should be used to absorb the outgoing wave in order to impose the Sommerfeld

radiation condition [66–68]. The discretization of the interested region will also

introduce grid dispersion when the field is propagated from one point to another[69].

The grid dispersion causes inaccurate wave velocities in different directions and results

in cumulative errors that become intolerable [70]. However, when we apply integral

equation methods, the Green’s function propagates the field from one point to another

in a exact manner and no dispersion error is introduced. The integral equation

approach with Green’s function becomes particularly powerful in a complex medium,

for example, considering scatterers near, penetrating or embedded in a stratified

layered media. The LMGF takes into account multi-reflection and the interference of

different spectra of waves in the layered medium. Using the surface integral equation

method, the unknowns are only associated with the surface of the objects or scatterers

instead of everywhere in the space of interest. Also, the formulation of integral

equations follows from the strong physics of waves and field interactions. Instead of
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performing pure numerical calculation as in finite difference or finite element method,

the integral equation based method brings physical insight to the problems under

investigation and allows one to distinguish the primary field and induced field easily.

The main difficulties of the integral equation are (1) the singular integrals in the

element matrix are difficult to calculate [71–73], and (2) the resulting dense system

matrix requires O(N2) storage and more than O(N2) effort to solve. Fortunately,

many advanced numerical methods are developed to handle all kinds of singular

kernels and with the development of some fast integral solvers [74–80], the second

limitation is much relieved. The discussion of these topics is beyond the scope of

this dissertation and will be not discussed here. In this chapter, we will focus on the

integral equation formulation.

4.1 Equivalence Principle

Let us consider an arbitrary shaped object embedded inside a layered medium.

We denote the surface of the object as S, and the region outside and inside the object

are V + and V −, respectively. Let (J+
i ,M

+
i ) be the impressed electric and magnetic

currents outside the scatter, and (J−i ,M
−
i ) be the impressed source quantities inside.

The fields due to the excitation of these current sources are denoted as (E+,H+)

outside and (E−,H−) inside, respectively. In the background stratified medium, each

layer is assumed to be a complex uniaxial anisotropic medium. The configuration is

illustrated in Figure 4.1.

A) Exterior Equivalence

If we place equivalent surface currents

J+
s = n̂+ ×H+, M+

s = −n̂+ × E+, (4.1)

on S, these equivalent currents (J+
s ,M

+
s ) plus the original impressed sources (J+

i ,M
+
i )

outside together produce the original fields (E+,H+) outside and a null field (0−,0−)
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Figure 4.1. Scattering problems in lossy uniaxial anisotropic multi-layered medium.

inside[81].

B) Interior Equivalence

Similarly, if we place an equivalent surface currents

J−s = n̂− ×H−, M−
s = −n̂− × E−, (4.2)

on S, these equivalent currents (J−s ,M
−
s ) plus the original impressed sources (J−i ,M

−
i )

inside together produce the original fields (E−,H−) inside and a null field (0+,0+)

outside.

Because the physical fields inside and outside the surface S are continuous, the

introduced equivalent surface currents of the exterior and interior equivalences are

just the negative of one other, satisfying

J+
s = −J−s , M+

s = −M−
s . (4.3)
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Figure 4.2. Equivalent currents for (left) exterior region and (right) interior region.

If we enforce the continuity condition of the physical electric and magnetic field along

the surface S, we end up with the following two equations :


lim
r↓S

E (J+
s ,M

+
s ) + E

(
J+
i ,M

+
i

)
= lim

r↑S
E (J−s ,M

−
s ) + E

(
J−i ,M

−
i

)
lim
r↓S

H (J+
s ,M

+
s ) + H

(
J+
i ,M

+
i

)
= lim

r↑S
H (J−s ,M

−
s ) + H

(
J−i ,M

−
i

) , (4.4)

where the up arrow ↑ and down arrow ↓ denote S is approached from the interior or

exterior respectively. Together with equations Eq. (4.3), we can solve the unknown

equivalent currents. This formulation is often referred as the famous PMCHWT

(Poggio, Miller, Chang, Harrington, Wu, Tsai) [82] formulation for scattering problems

of homogeneous dielectric bodies.

If the above object is a perfect electric conductor (PEC) with no interior sources,

the only unknown current type is the electric current because

M+
s = −n̂+ × E+ = 0. (4.5)

Enforcing the boundary condition of electric current or magnetic fields, Eq. (4.4)
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reduces to

lim
r↑S

E
(
J+
s ,0

+
s

)
+ E

(
J+
i ,M

+
i

)
= 0, or lim

r↓S
E
(
J+
s ,0

+
s

)
+ E

(
J+
i ,M

+
i

)
= 0, (4.6)

and

lim
r↑S

H
(
J+
s ,0

+
s

)
+H

(
J+
i ,M

+
i

)
= 0, or lim

r↓S
H
(
J+
s ,0

+
s

)
+H

(
J+
i ,M

+
i

)
= H+. (4.7)

One thing that should be pointed out is that the two different forms of the equation

from the internal surface and the external surface above are equivalent. The jump

discontinuity of the magnetic field in Eq. (4.7) comes from the electric source current.

Eq. (4.6) and Eq. (4.7) are called Electric Field Integral Equation (EFIE) and Magnetic

Field Integral Equation (MFIE), respectively. The above MFIE Eq. (4.7) often results

in a poorly-tested scheme [83], Alternatively, the rotated version of Eq. (4.7) shown

in Eq. (4.8) is more popular:

n̂+ × lim
r↓S

H
(
J+
s ,0

+
s

)
+ n̂+ ×H

(
J+
i ,M

+
i

)
= n̂+ ×H+. (4.8)

Sometimes, a linear combination of Eqs. Equation 4.6 and Equation 4.8 is used

to remove the internal resonance of a numerical solution. Their physical meaning is

discussed in [65], [70].

4.2 Discretization Scheme

In order to solve the scattering problems using a computer, we need to transform

the above equations into matrix form using the subspace projection method. We shall

use the div-conforming RWG basis function [84] to expand the unknown currents and
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test Eq. (4.4) in a Galerkin sense. The resulting matrix equations are

 Z+
mn + Z−mn −α+

mn − α−mn

β+
mn + β−mn Y +

mn + Y −mn


 In

Vn

 =

 V i
m

I im

 , (4.9)

where the impedance matrix is

[Zmn] = jωµ0 < Λm;GA; Λn >+
1

jωε0

< ∇ ·Λm;KΦ,∇ ·Λn >

+
1

jωε0

< ∇ ·Λm, Pz,Λn · ẑ >,
(4.10)

and the admittance matrix is

[Ymn] = jωε0 < Λm;GF ; Λn >+
1

jωµ0

< ∇ ·Λm;KΨ,∇ ·Λn >

+
1

jωµ0

< ∇ ·Λm;Qz,Λn · ẑ > .

(4.11)

The α matrix and β matrix are

[αmn] = − < Λm;∇× GF ; Λn >; [βmn] = − < Λm;∇× GA; Λn > . (4.12)

The right hand side (RHS) system vectors are

[
V i
m

]
=< Λm; E+

i − E−i >;
[
I im
]

=< Λm; H+
i −H−i > . (4.13)

For the background layered medium, the Green’s function kernels are those

appearing in Chapter 3, while for the inner homogeneous medium, the dyadic Green’s

function kernels can be expressed as

GA = GF = GI, (4.14)
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and the scalar potential kernels can be written as

KΦ = KΨ = G, Pz = Qz = 0. (4.15)

with G = e−jkR
/

4πR.

Similarly, the discretization of the EFIE in Eq. (4.6) results in the matrix equation

below

[Zmn] [In] =
[
V i
m

]
, (4.16)

with [Zmn] being the same as Eq. (4.10) and the system vector [V i
m] being

[
V i
m

]
=< Λm; E+

i > . (4.17)

The discretization of the MFIE in Eq. (4.8) results in the matrix equation below:

[βmn] [In] =
[
I im
]
, (4.18)

with [βmn] being

[βmn] =
1

2
< Λm; Λn > − < Λm; n̂×∇× GA; Λn > (4.19)

and the system vector [I im] being

[
I im
]

=< Λm; n̂×H+
i > . (4.20)

The discretization of the CFIE [85] can be expressed as

[
1

η0

Zmn + αβmn

]
[In] =

[
1

η0

V i
m + αI im

]
, α ∈ (0, 1] . (4.21)
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4.3 Solution of Matrix Equation

The matrix equation can be solved using two types of methods: direct methods and

iterative methods. Commonly used direct solvers include Gaussian elimination, the

LU decomposition, and frontal and multifrontal methods. The main advantage of the

direct solvers is that it can produce an accurate solution in a fixed computational cost,

hence is very efficient for small problems. The computational complexity of the direct

solver is O(N3), and with the number of unknowns increases, the computational time

increases dramatically. Alternative, matrix with a large number of unknowns usually

employ iterative solvers to obtain the solution, since the complexity is on the order of

O(N2). Commonly used iterative solvers include the conjugate gradient method(CG),

biconjugate gradient method (BiCG), biconjugate gradient stabilized (BiCGSTAB)

and generalized minial residual (GMRES), etc. Among various iterative methods, the

conjugate gradient iterative method (CG), and their extensions received increasing

interests. For ill-conditioned matrix, the number of iterations can be greatly reduced

using preconditioning techniques, such as diagonal, block diagonal, near-neighbor and

Calderón preconditioning techniques.

4.4 Numerical Examples

As a first example, a PEC object is embedded inside a three layered medium.

It is excited by a electric dipole with polarization of (θ = 45◦, φ = 0◦,). The

configurations and all the parameters are shown in Figure 4.3. An observation line

along (−4 ≤ x ≤ 4, y = 0, z = −0.9) m is chosen to observe the field distribution.

Both the EFIE and MFIE are used to calculate the induced current and the field

distribution. Results for the x and z components of the electric field are shown in

Figure 4.4 and Figure 4.5.

As a second example, we change the object to be homogeneous dielectric with

constants εr = 4 and µr = 1. The second layer is also changed to an isotropic layer
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Figure 4.3. A PEC object embedded inside a three-layered medium with (left) original
and (right) meshed structure.
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Figure 4.4. The x component of the electric field calculated using EFIE and MFIE
formulation.

with ε2 = 2.5− 0.3j and µ2 = 1 in order to compare with the results from an existing

reference [59]. Again for the x and z components of the electric field are shown in

Figures 4.6 and 4.7.
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Figure 4.5. The z component of the electric field calculated using EFIE and MFIE
formulation.
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Figure 4.6. The x component of the electric field calculated using PMCHWT formu-
lation.
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Figure 4.7. The z component of the electric field calculated using PMCHWT formu-
lation.
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Chapter 5

Second Level Singularity Extraction

In the previous chapters, we discussed various techniques to accelerate the com-

putation of Sommerfeld integrals and applied them to several scattering problems.

Typically, when we employ integral equations to solve scattering problems, hundreds

of millions times of LMGF computation is required during the filling of system matrix.

In order to further accelerate the matrix filling process, one attractive yet popular

remedy is to precompute these integrals on a grid of points in the solution domain.

Then the integrals can be computed using table look-up and interpolation techniques.

For example, Atkins and Chew [39] proposed a scheme to reduce the storage of five

SIs to only two basic SIs and interpolate their values and their derivatives for the

computation of LMGF. Francavilla [38] reported a simplex interpolation scheme can

further accelerate the matrix filling while maintaining the same accuracy. Depending

on different problems, the interpolation can be performed in one dimension(1-D), two

dimensions(2-D) and three dimensions(3-D). For arbitrary shaped objects that are

embedded in different layers, 3-D interpolation in ρ − ρ′, z and z′ is required. An

example of the sampling of the tabulation grid in three dimensions can be seen in

Figure B.2.

5.1 Motivation

In order to increase the interpolation accuracy, the singularity extraction technique

introduced before is used to regularize the spectral integral. In general, the spatial

curl-type Greens function that appear in the MFIE, PMCHWT and hybrid FEM

formulations is more singular than the other mixed-potential LMGFs. Using one-level

of singularity subtraction, the remaining spatial integrals still contain a logarithm
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Figure 5.1. Example of a four layered medium and the sampling of three dimensional
tabulation grid in ρ = 0 plane.

singularity arising from the quasi-static image source, which causes the interpolation

scheme to lose accuracy. Thus, a higher-order asymptotic subtraction is needed in

order to remove all unbounded behavior.

5.2 Second Level Asymptotic Forms

5.2.1 Second Level Asymptotic Forms of Reflection Coefficient

Consider a two layered medium, the reflection coefficient looking down (left) is (α

= TE or TM)

←−
Γ α

21 =
Zα

1 − Zα
2

Zα
1 + Zα

2

. (5.1)

The two-levels of asymptotic forms can be obtained using a Taylor series expansion

resulting in the form

←−
Γ α,∞ (kρ) =

←−
Γ α,1,∞ +

1

k2
ρ

←−
Γ α,2,∞ + O

(
k−4
ρ

)
, (5.2)

where Γα,1,∞ and Γα,2,∞ are denoted as first-level and second-level of asymptotic
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reflection coefficient respectively.

A) TM Mode

For the TM mode, the reflection coefficient can be expressed as

←−
Γ e

21 =
Ze

1 − Ze
2

Ze
1 + Ze

2

=

(
kez

ωε0εt

)
1
−
(

kez
ωε0εt

)
2(

kez
ωε0εt

)
1

+
(

kez
ωε0εt

)
2

. (5.3)

Since we have

kαz =
√
k2
t − vαk2

ρ = −j
√
vαkρ

√
1− µtεtk2

0

vαk2
ρ

, (5.4)

if we define x =
k20
k2ρ

, and

aα =


√
εtεz, α = e

√
utµz, α = h

, bα =
µtεt
vα

=

 µtεz, α = e

εtµz, α = h
, (5.5)

by using the binomial series

√
1− t = 1− 1

2
t− 1

8
t2 − · · · , (5.6)

we may obtain the expansion of kz in term of kρ as

kαz ≈ −j
√
vαkρ

(
1− 1

2
bαx

)
. (5.7)

Substituting the expression Eq. (5.7) to Eq. (5.3), we have

←−
Γ e,∞

21 =
Ae −Bex

Ce −Dex
, (5.8)
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with the coefficients being

Ae = ae2 − ae1, Be = ae2b
e
1/2− ae1be2/2,

Ce = ae2 + ae1, De = ae2b
e
1/2 + ae1b

e
2/2.

(5.9)

The reflection coefficient Eq. (5.8) can be further expanded into the formula below:

←−
Γ e,∞

1 =
Ae −Bex

Ce −Dex
=
Ae −Bex

Ce

1

1−De/Cex
. (5.10)

Using geometric series formula for |t| < 1

1

1− t
= 1 + t+ t2 + · · · , (5.11)

we obtain the asymptotic reflection coefficient in expression Eq. (5.2) as

←−
Γ e,1,∞ =

Ae

Ce
,
←−
Γ e,2,∞ =

AeDe −BeCe

(Ce)2 k2
0. (5.12)

B) TE Mode

The same exercise is repeated to obtain the second level asymptotic form of the

reflection coefficient for TE case. The reflection coefficient for TE case is

←−
Γ h

2 =
Zh

1 − Zh
2

Zh
1 + Zh

2

=

(
ωµ0µt
khz

)
1
−
(
ωµ0µt
khz

)
2(

ωµ0µt
khz

)
1

+
(
ωµ0µt
khz

)
2

, (5.13)

and without detailed derivation its corresponding two level asymptotic reflection

coefficients are given as

←−
Γ h,1,∞ =

Ah

Ch
,
←−
Γ h,2,∞ =

AhDh −BhCh

(Ch)2 k2
0, (5.14)

with the coefficient constant A, B, C, D being
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Ah = ahl−1 − ahl , Bh = ahl−1b
h
l

/
2− ahl bhl−1

/
2,

Ch = ahl−1 + ahl , Dh = ahl−1b
h
l

/
2 + ahl b

h
l−1

/
2.

(5.15)

One thing worthy to mention is the above expansion can be performed in terms

of kz. Due to the different forms of independent Hankel transforms introduced in

Chapter 3 and the available closed-form Sommerfeld and related identities, both

expansion forms in kρ and kz are useful. However, one needs to be careful that kρ is

asymptotically equivalent to jkαz /
√
vαl for uniaxial anisotropic medium. The latter

expression should be carried together during the expansion. As a result, their first-level

and second-level of asymptotic reflection coefficients are the same as equations 5.12

and 5.14.

5.2.2 Second Level Asymptotic Forms of Transmission Line Green’s Func-

tion

A) m = n

The asymptotic form of the transmission line Green’s functions appearing in the

spectral LMGFs have three components in general as we discussed in chapter 2,

corresponding to the direct radiation and reflection from lower and upper boundaries.

Taking Ii as an example, when the observation and source points are in the same

layer, its asymptotic form is

Iα,∞i =
1

2

[
±e−jkz`ς1 +

←−
Γ α,∞
` e−jkz`ς2 −

−→
Γ α,∞
` e−jkz`ς3

]
. (5.16)

Here the “+” and “-” sign depends on if z > z′ or z < z′ and ς1 = |z − z′|,

ς2 = |z + z′ − 2zm| and ς3 = |2zm+1 − z − z′| correspond to the traveling distance of

the direct wave, reflected wave from the lower boundary and reflected wave from the

upper boundary respectively.
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The corresponding two-level asymptotic forms can be further expressed as

Iα,∞i = iα,1,∞i +
1

k2
ρ

iα,2,∞i (5.17)

with iα,1,∞i and iα,2,∞i being the first-level and second-level asymptotic coefficients of

Iαi respectively, each having the form

iα,1,∞i =
1

2

[
±e−jkz`ς1 +

←−
Γ α,1,∞
` e−jkz`ς2 −

−→
Γ α,1,∞
` e−jkz`ς3

]
(5.18)

and

iα,2,∞i =
1

2

[←−
Γ α,2,∞
` e−jkz`ς2 −

−→
Γ α,2,∞
` e−jkz`ς3

]
. (5.19)

A) m = n± 1

When the observation and source points are in adjacent layers, its asymptotic

form contains only the transmitted part from the source point:

Iα,∞i =
1

2

[
±e−jkz`|z−z′|

(
1−
−→←−
Γ α,∞
`

)]
, m = n± 1. (5.20)

In this case, its first-level asymptotic coefficient is

iα,1,∞i =
1

2

[
±e−jkz`|z−z′|

(
1−
−→←−
Γ α,1,∞
`

)]
, m = n± 1, (5.21)

and its second-level asymptotic coefficient is

iα,2,∞i =
1

2

[
±e−jkz`|z−z′|

(
−
−→←−
Γ α,2,∞
`

)]
, m = n± 1. (5.22)

Due to the context, the other components of the transmission line Green’s functions

such as Vv, Vi and Iv will be listed in the Appendix B for reference.
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5.3 Curl-Type Layered Medium Green’s Functions

It is seen from chapter 3 that six independent Hankel transforms, which are

expressed as generalized Sommerfeld Integrals (SIs), are used to form the curl-type

LMGF in the spatial domain. These integrals are

I3 = S0

{
Ihi + Iei

}
, I4 = S0

{
V e
v + V h

v

}
, (5.23)

I11 = S1

{
kρV

h
i

}
, I12 = S1 {kρIev} , (5.24)

I13 = S2

{
Iei − Ihi

}
, I14 = S2

{
V h
v − V e

v

}
. (5.25)

Using two-levels of singularity subtractions, the integrals are calculated in the

following manner

I = IL1 + IL2 + IRes. (5.26)

Here the integrals IL1 and IL2 are denoted as first-level and second-level of singular

components, respectively, and are calculated using closed-form or easily-calculated

identities. The residual integral IRes does not have a closed form in general. However,

because the remaining integrand IRes after a two-levels of asymptotic subtraction

decays very rapidly in the spectral domain, fast convergence can be reached using the

weighted average method.

To be more specific, take I3 as an example, its first-level of singularity term is

denoted as

IL1
3 = S0

{
1

2
;±1,

←−
Γ
h,1,∞

,−
−→
Γ
h,1,∞

}
+ S0

{
1

2
;±1,

←−
Γ
e,1,∞

,−
−→
Γ
e,1,∞

}
, (5.27)

its second-level of singularity term is denoted as

IL2
3 = S0

{
vh

2(jkhz )2 ; 0,
←−
Γ
h,2,∞

,−
−→
Γ
h,2,∞

}
+S0

{
ve

2(jkez)
2 ; 0,
←−
Γ
e,2,∞

,−
−→
Γ
e,2,∞

}
, (5.28)

60



and its remaining integral is

IRes
3 = S0

{(
Ihi − I

h,1,∞
i − Ih,2,∞i

)
+
(
Iei − I

e,1,∞
i − Ie,2,∞i

)}
. (5.29)

After we perform all the asymptotic subtractions, it is found that all the second-level

forms behave in the following fashion :

S0

{
e−jk

α
z |ς|

2(jkαz )2

}
, S1

{
e−jk

α
z |ς|

2jkαz kρ

}
, S2

{
e−jk

α
z |ς|

2(jkαz )2

}
. (5.30)

The evaluation of these integrals will be introduced in the following section.

5.3.1 Closed-Form or Easily-Computed Identities

As discussed in the previous section, a key feature of the singular extraction is the

the existence of corresponding closed-form or easily-calculated identities representing

the Hankel transforms of asymptotic quantities. The SRIs for the evaluation of first-

level asymptotic forms can be found in Chapter 2 and Chapter 3. For the evaluation

of the second-level asymptotic forms, the corresponding SRIs are introduced.

The first identity, also called half-line source potential is introduced previously in

Chapter 3,

IM = S0

{
e−jk

α
z |ς|

2(jkαz )2

}
=

1

να

∞∫
|ς|

e−jktR
α

4πRα
ds. (5.31)

It contains a logarithmic singularity embedded when the observation point approaches

to the source point. The unbounded logarithmic singularity exists in the second-level

asymptotic forms due to the reflection from boundaries. If only one-level singularity

extraction is performed, this unbounded singularity not only makes the integral

difficult to converge near the source point, but also its singular behavior reduces the

interpolation accuracy of LMGF near the source point.

The rest of the identities are listed below
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IO = S1

{
e−jk

α
z |ς|

2jkαz kρ

}
=
e−jkt|ς| − e−jktRα

4πjktρ
, (5.32)

IP = S1

{
e−jk

α
z |ς|

2(jkαz )2kρ

}
=

1

4πjktρ

e−jkt|ς|
jkt

−
∞∫
|ς|

e−jktR
α

dz

 , (5.33)

IQ = S2

{
e−jk

α
z |ς|

2(jkαz )2

}
=

2

ρ
IP − IM , (5.34)

They are numbered alphabetically as a continuation of SIRs in Chapter 3. The Hankel

transform P above does not have a closed form. However, its right hand side can be

viewed as the derivative of the HLSP with respect to the transverse wavenumber kt of

the uniaxial medium with an anisotropy ratio.

5.3.2 Derivative of Half-Line Source Potential(HLSP)

The derivative of the HLSP is defined as

Az =

∞∫
z

e−jktR
α

ds. (5.35)

Again, we can expand the binomial expansion method and numerical integration

method to evaluate this integral easily.

A) Binomial Expansion Method

Using the binomial expansion method, the integral can be computed as the power

series below:

Aαz (ρ, z) =
∞∑
n=0

Cnr

(
ρ/
√
νp

r

)2n

E2n (jktr) . (5.36)

B) Numerical Integration Method

Using the numerical integration method, the integral can be broken into two parts,

from 0 to z and from 0 to ∞,
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Aαz (ρ, z) =

∞∫
0

e−jktR
α

ds−
z∫

0

e−jktR
α

ds. (5.37)

The integral from 0 to ∞ can be evaluated in closed form, as it is viewed as the

derivative of the zero-order Hankel function with respect to kt,

∞∫
0

e−jktR
α

ds = j
d

dkt

∞∫
0

e−jktR
α

Rα
ds =

π

2

d

dkt
H2

0

(
kt

ρ√
να

)
. (5.38)

The derivative of the zero-order Hankel function is a first-order Hankel function [61],

d

dkt
H2

0

(
kt

ρ√
να

)
=

ρ√
να
H2

1

(
kt

ρ√
να

)
. (5.39)

The latter integral from 0 to z needs be computed numerically based on the

oscillation of the integrand

∆Aαz =

z∫
0

e−jktR
α

ds. (5.40)

After the computation of two parts separately, we may obtain the final expression

as

Aαz (ρ, z) = − πρ

2
√
νp
H2

1

(
kt

ρ√
να

)
−∆Aαz . (5.41)

5.4 Numerical Examples

This section presents examples that demonstrate the properties of the two-level

asymptotic subtraction method.

We use the same configuration for the second example in chapter 2. The integrand

in the spectral domain of I3 and I4 is plotted in Figure 5.2.

Each level of asymptotic subtraction results in a spectral integrand that decays

faster by a factor of k2
ρ. Tables 5.1 and 5.2 list the decaying order of all the integrals
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Figure 5.2. Example of integrand decaying behavior for I3 (left) and I4 (right) by
using two-levels of asymptotic subtraction.

respect to kρ for the algebraically decaying case.

Table 5.1. Decay order of Integrals I1 − I7 using two levels singularity extraction

Integral I1 I2 I3 I4 I5 I6 I7

W/O 0.5 0.5 -0.5 -0.5 0.5 1.5 0.5

L1 2.5 2.5 1.5 1.5 2.5 3.5 2.5

L2 4.5 4.5 3.5 3.5 4.5 5.5 4.5

Table 5.2. Decay order of Integrals I8 − I14 using two levels singularity extraction

Integral I8 I9 I10 I11 I12 I13 I14

W/O 1.5 0.5 0.5 -0.5 -0.5 -0.5 -0.5

L1 3.5 2.5 2.5 1.5 1.5 1.5 1.5

L2 5.5 4.5 4.5 3.5 3.5 3.5 3.5

The second-level asymptotic subtraction not only gives a faster decaying integrand

but it also removes the logarithmic singularity of the integral in the spatial domain.

The remaining spectral integrals are then calculable at every point (they remain

bounded) and are sufficiently smooth to permit efficient and accurate interpolation

in the spatial domain. Figures 5.3 - 5.6 plot the remaining integral using one-level
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and two-level singularity extraction for I3, I4, I12 and I14. The observation point

is on the interface of two adjacent layers. For I3 and I4, the remaining logarithmic

singularity after one-level singularity extraction (on the left) is removed (on the right).

The remaining integral (on the right) is bounded and smooth enough for accurate

interpolation. for I12 and I14, even though the integral is bounded after one-level

singularity extraction, by using second-level singularity extraction the remaining

integral is even smoother for more accurate interpolation. Because the integrals I11

and I13 are dual to I12 and I14, they are not shown here due to the limited context.
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Figure 5.3. The remaining integral I3 along the observation line using one-level (left)
and using two-level (right) singularity extraction.

The last example, we test the efficiency of the two level singularity extraction.

As discussed previously, the most difficult case for convergence is when the source

and observation points both sit on the interface of layers. In this case, the integrand

only decays algebraically. Moreover, some integrals, i.e. integrals associated with

curl-type operators, diverge mathematically and can only be interpreted in a limiting

sense. We test our code by putting the observation point at a distance of ρ =

0, 10−3 × λ0, 10−2 × λ0, 10−1 × λ0, λ0 away from the source point on the interface

as shown in Figure 5.8. The integral I1 and I3 are selected for study because they
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Figure 5.4. The remaining integral I4 along the observation line using one-level (left)
and using two-level (right) singularity extraction.
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Figure 5.5. The remaining integral I12 along the observation line using one-level (left)
and using two-level (right) singularity extraction.

represent different decaying orders. For each integral, we use one-level and two-level

singularity extraction and compare the CPU time. The CPU time is the average CPU

time found by repeating the calculation 1000 times. Tables 5.3 and 5.4 list the CPU

time for various configurations when the convergence criteria is set to 10−6 and 10−8

respectively.

For integral I1, the two-level singularity extraction case cost some extra time
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Figure 5.6. The remaining integral I14 along the observation line using one-level (left)
and using two-level (right) singularity extraction.
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Figure 5.7. The configuration for CPU time test of integrals performing one-level and
two-level singularity extractions.

compared to one-level singularity extraction case due to performing of the second-level

asymptotic subtraction. When the observation point is less than a wavelength, no

significant improvement of CPU time is observed because of the use of the weighted

average method. For distance ρ > λ, the two-level singularity extraction can accelerate
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Table 5.3. CPU time (Unit : ms) for I1 and I3 at different horizontal distances on the
interface by using L1 and L2 extraction(Convergence ε = 10−6).

Integral Level ρ = 0 ρ =
10−3λ0

ρ =
10−2λ0

ρ =
10−1λ0

ρ = λ0

I1 L1 0.266 0.703 0.531 0.468 5.094

I1 L2 0.437 1.312 0.625 0.547 2.203

I3 L1 N/C1 0.984 0.797 0.766 0.750

I3 L2 0.406 1.281 0.500 0.391 0.781

1 ”N/C” is denoted as ”Not Convergent”.

Table 5.4. CPU time (Unit : ms) for I1 and I3 at different horizontal distances on the
interface by using L1 and L2 extraction(Convergence ε = 10−8 ).

Integral Level ρ = 0 ρ =
10−3λ0

ρ =
10−2λ0

ρ =
10−1λ0

ρ = λ0

I1 L1 0.438 1.781 0.984 1.266 12.469

I1 L2 0.672 2.328 1.188 1.000 6.031

I3 L1 N/C1 2.094 1.641 2.250 29.766

I3 L2 0.672 2.359 1.125 1.375 7.140

1 ”N/C” is denoted as ”Not Convergent”.

the convergence one time faster compared to one-level of singularity extraction case.

For integral I3, when ρ = 0, the convergence is never achieved when only the

one-level singularity extraction is used. When ρ is around 10−3 × λ, again a little

extra time cost due to the second-level asymptotic subtraction is observed. when

ρ > 10−2×λ, the two-levels of singularity extraction reach convergence faster for both

convergence criteria (ε = 10−6 and ε = 10−8).

When the distance between source and observation point gets larger and larger,

the CPU time will increase. This is because the integrand oscillates faster and faster,

and denser and denser sampling points in spectral domain are needed in order to

capture the oscillating behavior of the integrand to achieve convergence. In this case,

other methods such as the famous steepest descent path method which is suitable for
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Figure 5.8. The configuration setting of cpu time test for integrals performing one-level
and two-levels singularity extractions.

far field interactions may also be used to accelerate the convergence.

Table 5.5. CPU time (Unit : second) of different steps in MFIE formulation (overall
convergence ε = 10−6 ).

Pts/λ1 SIs Interp Grn’s Fn Inner
Product

Solution Total

20 39.08 13.05 52.13 199.07 20.30 271.50

40 261.37 14.13 275.50 205.25 20.50 501.25

80 1679.61 17.50 1697.11 202.14 20.69 1919.94

Table 5.6. Speed-up factors for Green’s function evaluation and matrix filling

Pts/λ1 Grn’s Fn Speed-up Matrix fill Speed-up

20 347.78 73.0

40 65.80 38.2

80 10.68 9.66

As a last example, we consider a half-space problem that a rectangular perfect

electric conductor penetrating into soil sand. Tha layer above is air (εr = 1.0, µr = 1.0,

σ = 0 S/m) and the layer below is anisotropic soil (εrt = 2.53 − j0.009108, εrv =

2.25 − j0.005311, µr = 1.0, σ = 0 S/m). The length of the cube is 0.1 m and its

centroid is located in the origin. The cubic is excited by a vertical electric dipole
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located in (−1.0, 0.0, 0.5) m as illustrated in Figure 7.16. The operating frequency is

1.5 GHz. The number of triangles is 1508 and total number of unknowns is 2262. In

order to demonstrate the efficiency of this method, we list the CPU time of different

steps on a intel(R) Core i7-4090 platform desktop in Table 5.5. The first column list

the interpolation density per wavelength. The second column gives the CPU time

to evaluate the Sommerfeld integrals. The third column lists the CPU time cost on

performing interpolation. The fourth column gives the time consumed in computing

Green’s function and the fifth column is time cost for element matrix evaluation

and matrix assembling. The sixth column lists the time for solving matrix equations

and the last one gives the total time. The speed-up factor for evaluation of Green’s

function and the matrix filling is also listed in Table 5.6.
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Chapter 6

Singularity of Curl-Type Operators

6.1 Motivation

The singular behavior of the Green’s functions plays an very important role in

the formulation of integral equations. For example, in free space, the magnetic field

integral equation (MFIE), is a second-kind Fredholm integral equation as

Js

2
− n̂×

∫
p.v

∇× G (r, r′) · Jsds′ = n̂×Hi
tan, r ↑ S. (6.1)

The 1
2
Js contribution pulled out from the integral is due to the jump discontinuity

of the curl-type operator for free space. After the singularity extraction, the rest of

the integral is interpreted in a Cauchy principal value sense.

In Chapter 5, we studied two-level asymptotic subtraction for curl-type operators

in spectral domain. Their closed-form expression in spatial domain reveals all the

singularity in spatial domain. We will see in this chapter that the singularity of

curl-type Green’s function for layered medium behaves quite differently from that for

free space. As a result, the magnetic field integral equation formulation should be

modified correspondingly [45].

6.2 Singularity Analysis of Curl-Type Operator

In layered medium, the singularity contribution not only comes from the source

directly, but also from the image source. In fact, the singular behavior of contributions

from image sources is rather richer than direct radiation from source in homogeneous

medium.

Consider a two layered medium illustrated in Figure 6.1 with its side view as
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Figure 6.2,

z

y

, r r

Figure 6.1. Side view of a RWG current patch on the interface of a two layered
medium.

The curl-type operator associated with electric current is expressed as

∇×GA (r, r′) =


−1

2
sin 2γI13

1
2

(I3 + cos 2γI13) − 1
jωε0ε′z

sin γI12

1
2

(−I3 + cos 2γI13) 1
2

sin 2γI13
1

jωε0ε′z
cos γI12

sin γ
jωµ0µz

I11 − cos γ
jωµ0µz

I11 0

 . (6.2)

Since the current of the patch flows on the surface of the interface and we are interested

in the transverse component of the magnetic field, our study will concentrate on the

transverse components, namely x̂x̂, x̂ŷ, ŷx̂, ŷŷ components of the curl-type operator.

They are expressed as the combination of two independent integrals I3 and I13 cos 2γ

or I13 sin 2γ.

A) I3
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Figure 6.2. Rotated view of a RWG current patch on the interface of a two layered
medium.

The first-level singular form of I3 is denoted as

IL1
3 = S0

{
1

2
;±1,

←−
Γ
h,1,∞

,−
−→
Γ
h,1,∞

}
+ S0

{
1

2
;±1,

←−
Γ
e,1,∞

,−
−→
Γ
e,1,∞

}
, (6.3)

and its closed form can be obtained via identity B:

IB = S0

{
e−jk

α
z |ς|

2

}
=

1

να
|ς| (1 + jktR

α)Gα. (6.4)

The identity B is the off-diagonal term of the curl-type operator for homogeneous

media which produces a delta singularity only, hence the first-level singularity of

curl-type operator for layered medium only produce a localized delta singularity

similar to its counterpart in free space, but with a different coefficient due to reflection.
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Its corresponding P.V. integral vanishes on the interface plane as well,

IL1
3 =

sgn |z − z′|+
←−
Γ
h,1,∞

+
←−
Γ
e,1,∞

2

 δ (ρ− ρ′) . (6.5)

The second-level singular form of I3 is denoted as

IL2
3 = S0

{
vh

2(jkhz )2 ; 0,
←−
Γ
h,2,∞

,−
−→
Γ
h,2,∞

}
+ S0

{
ve

2(jkez)
2 ; 0,
←−
Γ
e,2,∞

,−
−→
Γ
e,2,∞

}
(6.6)

and its closed form can be obtained via the identity M

IM = S0

{
e−jk

α
z |ς|

2(jkαz )2

}
=

1

να

∞∫
|ς|

e−jktR
α

4πRα
ds. (6.7)

This term becomes singular when the source and observation points both sit on the

same interface and the observation point approaches the source point. In this case, we

have |ς| = 0, and the half line source potential becomes a half of the Hankel function

as

Gα
z (ρ, 0) =

1

8j
H2

0

(
ktρ/
√
να
)
. (6.8)

Thus it is clear that the second-level singular form of I3 contributes a logarithmic

singularity with the coefficient of the second-level asymptotic reflection coefficient

IL2
3 =

∑
α=e,h

←−
Γ α,2,∞ 1

να
1

8j
H2

0

(
ktρ/
√
να
)
. (6.9)

B) I13 cos 2γ or I13 sin 2γ

The integral I13 only contains a one-level singularity, and its second-level “singular”

contribution is bounded. So we focus on its first-level singularity here. Let us express

I13 as

I13 = IL1
13 + IRes

13 , (6.10)
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with IRes13 and IL1
13 being

IRes
13 = S2

{(
Iei − I

e,1,∞
i

)
−
(
Ihi − I

h,1,∞
i

)}
, (6.11)

and

IL1
13 = S2

{
1

2
;±1,

←−
Γ
e,1,∞

,−
−→
Γ
e,1,∞

}
− S2

{
1

2
;±1,

←−
Γ
h,1,∞

,−
−→
Γ
h,1,∞

}
. (6.12)

The first-level singularity can be obtained via the identity

IL = S2

{
e−jk

α
z |ς|

2

}
=

2

ρ
IE − IB (6.13)

with identity B being Eq. (6.4) and identity E being

IE = S1

{
e−jk

α
z |ς|

2kρ

}
=
Rαe−jkt|ς| − |ς| e−jktRα

4πρRα
. (6.14)

When I13 multiplies with sin 2γ or cos 2γ, identity B doesn’t produce a localized

singularity or any principle value contribution. However, when |ς| = 0, identity E

produce a hyper singular behavior so that the first-level singularity of I13 sin 2γ and

I13 cos 2γ is

I13

 cos 2γ

sin 2γ


L1

=
(←−

Γ
e,1,∞

−
←−
Γ
h,1,∞) 1

2πρ2

 cos 2γ

sin 2γ
. (6.15)

6.3 Handling Various Singular Integrals

Assume we have a RWG current patch sitting on the surface of two layers, the

transverse magnetic field is expressed by
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 Hx

Hy

 =

 (∇×G)xx (∇×G)xy

(∇×G)yx (∇×G)yy

 ·
 Jx

Jy

 . (6.16)

Taking Hx as an example, we can expand it as

Hx =
1

2

∫
s

−I13 sin 2γ Jsx (x′, y′) + (I3 + I13 cos 2γ) Jsy (x′, y′)ds′. (6.17)

The non-singular part of the above integral can be evaluated easily using standard

Gauss−Legendre (GL) quadrature. It’s the singular part of the integral that needs

advanced numerical quadrature rules. By skipping the long coefficients explicitly in

front of the individual integrals I3 and I13 , the singular part of the above integral Hx

is found to be described by three singular integrals listed below.

I1 =

∫
s

δ (ρ− ρ′) Jsy (x′, y′)ds′, (6.18)

I2 =

∫
s

H2
0

(
kt

ρ√
να

)
Jsy (x′, y′)ds′, (6.19)

and

I3 =

∫
s

1

2πρ2

 cos 2γ Jsy (x′, y′)

sin 2γ Jsx (x′, y′)
ds′. (6.20)

The singular kernels for the above integrals I1 ,I2 and I3 are δ (ρ− ρ′), lnρ, 1
ρ2

cos 2γ

or 1
ρ2

sin 2γ which are also called as delta function kernel, logarithmic singular kernel

and hyper-singular kernel in source integration, respectively.

The so-called “singularity subtraction” schemes are usually employed to evaluate

(near) singular integrals in the evaluation of reaction integrals. By using the singularity

subtraction scheme, the terms having the same asymptotic behavior as the integrand at

unbounded singularities are subtracted from the integrand and integrated analytically,
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while the remained bounded difference integrand can be handled numerically by

standard GL quadrature.

Recent literature has focused on the “singularity cancellation” scheme to evaluate

the source singular integral. The singularity cancellation relies on the transformation

Jacobian to cancel the singular kernel. The resulting integrand then becomes a smooth

function easily to integrate numerically. Various transformations, like the “Extended

Duffy”, “Arcsinh”, “Radial” and “Radial-Angular” transformation [86] were developed

to handle 1/R singularities, while the “disc-triangle sub-domain division” integration

scheme [87] and “AD-R1-L-AS” transformation [88] are developed to handle the 1/R2

singularity.

In our work, different schemes and transformations are proposed for the accurate

evaluation of singular integrals in curl-type operators for layered media. They are

described in the following sections in details.

6.3.1 Handling Delta Singularity

Handling the delta singularity is very simple because the delta function samples

the current at the observation point:

I1 = Jsy (ρ) . (6.21)

6.3.2 Handling Logarithm Singularity

Consider an observation point on the plane of the source triangle S ′. Due to the

integrand blowing up at the observation point, the source triangle S ′ is split into three

subtriangles about the observation point

The integral can be written as the sum of three integrals, one for each subtriangular

domain,

I (x, y) =
3∑
i=1

I ist (x, y), (6.22)
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Figure 6.3. Illustration of handling logarithm singularity, the source triangle is divided
into three sub-triangle. The red dot is the observation point.

where I ist is the integral on each subtriangular. If we define f (ρ) = H2
0

(
ktρ/
√
να
)
,

the integral on each subtriangle becomes

I ist (x, y) =

∫
s

f (ρ) Jsy (r′)ds′ =

h∫
0

x′U (y)∫
x′L(y)

f (ρ) Jsy (r′) ρdx′dy′. (6.23)

Applying the transformation to the integral Eq. (6.23)

ϕ = tan−1 y
′

x′
, (6.24)

we obtain

I ist (x, y) =

ϕU∫
ϕL

h
sinϕ∫
0

f (ρ) Jsy (r′) ρdϕdρ. (6.25)

Clearly, the logarithmic singularity is canceled at the origin. if we normalize the inner
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integral to the unit interval via the transformation

ρ = η
h

sinϕ
, (6.26)

the integral Eq. (6.25) becomes

I ist (x, y) =

ϕU∫
ϕL

h

sinϕ

1∫
0

f (ρ) Jsy (r′) ρdϕdη. (6.27)

Now the triangular domain is transformed into a rectangular domain as shown in

Figure 6.4. The integral now can be numerically evaluated using a standard Gauss-

Legendre integration scheme for transverse variables. For the radial integral, a

“MRW” integration scheme [89–92] which was designed to handle logarithm singularity

efficiently can be used. After transformation of the sampling points back to the global

coordinates, the integral can be evaluated in a standard GL quadrature rule fashion

as

I ist (x, y) =
∑
k

Wkf (ρ) Jsy (r′) , (6.28)

where

Wk = wiwj
h

sinϕi
f (ρij) Jsy (r′ij) ρij, (6.29)

and we assume a double-to-single index correspondence i, j ↔ k with wi and wj being

the i-th and j-th GL weights respectively.

6.3.3 Handling Hyper-Singularity

The efficient handling of the hyper singular integral in Eq. (6.15) is a very difficult

and challenging task. Extensive research has been conducted to evaluate the vector

integrals involving hyper-singular and near-hyper-singular kernels [88], [93–95]. In

order to accurately cancel the hyper singular kernel, we propose a two step approach

similar to [87]. The source triangular patch is divided into four parts: one disc region
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Figure 6.4. The subtriangle is transformed to a rectangular domain. the so-called
“MRW” and standard GL integration scheme are used to perform the
integration in the radial and transverse direction.

and three subtriangular domain and the integral Eq. (6.15) is written as the sum of

four integrals,

I (x, y) = Idisc (x, y) +
3∑
i=1

I ist (x, y), (6.30)

where Idisc is the integral over the circular disc domain, and the I ist is the integral

on each subtriangle [87], [96]. We will see that Idisc integrates to zero if we use

RWG basis functions to represent the source current. For subtriangular integral,

we develop a transformation to exactly cancel the singular part of the kernel and

the integration domain is mapped to a rectangular domain similar to handling the

logarithmic singularity as discussed in the previous section.

A) Circular Disc Integration

Figure 6.6 shows the integration domain of Iannulus and the corresponding local

coordinates, where a is the radius of the circular disc and γ is the angle of observation

point to source point respecting to x-axis on the transverse plane.
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Figure 6.5. Illustration of procedures for handling hyper singular integral. The tri-
angular domain is divided into a disc region and three sub-triangular
regions.

Iannulus =

∫
Sa

1

2πρ2
cos 2γJsy (r′) ds′. (6.31)

Firstly we use the radial transformation to perform the integration in polar

coordinates, and one-order of the singularity is reduced by the radial transform

Jacobian J = ρ,

Iannulus =
1

2π

2π∫
0

a∫
δ

1

ρ
cos 2γJsy (r′)dρdγ. (6.32)

Then we apply the transformation in the following

du =
1

ρ
dρ, (6.33)

and switch the order of integration so that

Iannulus =
1

4π

2π∫
0

ln a∫
−∞

cos 2γJsy (r′)dudγ =
1

4π

ln a∫
−∞

2π∫
0

cos 2γJsy (r′)dudγ. (6.34)
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Suppose the current is represented by an RWG basis function associated with vertex

i on a planar triangular patch, which can be expressed in a Fourier expansion about

r′ = r,

Jsy (r′) = [Λe
i (r′)]y =

[
r′ − ri
hi

]
y

=

[
(r− ri)− (r− r′)

hi

]
y

=
(y − yi)
hi

−ρ sin γ. (6.35)

Substituting the current into the above integral in Eq. (6.34), we can see the inner

integral vanishes by the orthogonality of Fourier series.

x

y

a

 ˆr ρ

Figure 6.6. The integration domain of Iannulus and the corresponding local coordinates,
where a is the radius of the circular disc and γ is the angle of observation
point to source point with respect to the x-axis on the transverse plane.

B) Subtriangle Integration

Figure 6.7 shows the integrand domain of Ist and the corresponding local coordi-

nates. The y′-axis in local coordinate system (x′, y′) is defined in the direction of the

height vector of subtriangle 1. The angular variable γ is defined in global coordinates.

The subtriangle integration is expressed as

Ist =

∫
S′

1

2πρ2
cos 2γJsy (r′) dS ′ (6.36)
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Again if we perform the integral in polar coordinates

x

y

x

y



1

2

3

ˆr ρ

Figure 6.7. Illustration of sub-triangle integration domain and coordinates. The y′-
axis in local coordinates (x′, y′) is defined in the direction of the height
vector of subtriangle 1.

Ist =
1

2π

ϕL∫
ϕU

h
sinϕ∫
a

1

ρ
cos 2γJsy (r′)dρdϕ, (6.37)

and define

v =
h

ρ
, (6.38)

the integral Ist becomes

Ist =
1

2π

ϕL∫
ϕU

h
a∫

sinϕ

ρ

h
cos 2γJsy (r′)dvdϕ. (6.39)
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By further normalization of the inner integral to unit interval through the transforma-

tion

v = (1− η) sinϕ+ η
h

a
, (6.40)

the integration domain will become a rectangular domain as shown in Figure 6.4

Ist =
1

2π

ϕL∫
ϕU

(
h

a
− sinϕ

) 1∫
0

ρ

h
cos 2γJsy (r′)dηdϕ. (6.41)

Now standard Gauss-Legendre quadrature scheme can be used in the transverse and

radial variables to accurately perform the integration. After transformation of the

sampling points back to global coordinates, the integral can be evaluated as

I ist (x, y) ∼=
∑
k

Wk
1

2πρ2
k

cos 2γkJsy (r′k) , (6.42)

where

Wk = wiwj
h

sinϕi
f (ρij) Jsy (r′ij) ρij, (6.43)

and we assume a double-to-single index correspondence i, j ↔ k with wi and wj being

the i-th and j-th Gauss-Legendre weights respectively.

6.4 Numerical Examples

As a numerical example, we consider a rectangular current patch on top of an

interface. The top layer is air region ( εr = 1, µr = 1, σ = 0 ) and the bottom layer

is a substrate with parameters ( εr = 4, µr = 2, σ = 0 ). The current flows in the y

direction and its distribution is

Jsy (x, y) =
1

L
cos
(πy
W

)
. (6.44)
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Both the length and width of the patch are 1 meter and the system is operating at 150

MHz. We take an observation loop with radius a = 0.45 and calculate the x-component

of the magnetic field. Figure 6.9 shows the real part of Hx and Figure 6.10 shows

the imaginary part. The red dotted line in both figures is the field computed using a

quadrature integration rule and the black solid line is the field component calculated

using the spectral-domain immittance (SDI) method [49]. The blue dotted line is the

contribution from the delta function. Unlike free space, the magnetic field right on

the surface contains the contribution from its image sources due to the reflection from

boundary. Since the current is a real function, the delta function singularity only

contributes to the real part of the magnetic field and its contribution to the imaginary

part is zero as shown in Figure 6.10.
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Figure 6.8. The configuration for numerical computation of Hx component due to the
y-directed current patch ( L = 1m, W = 1m) on the interface between
two layers. The H field distribution along circle of radius of 0.45 m is
sampled to compare with results obtained via SDI method

Using the SDI method, the magnetic field is related to the current through spatial
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Green’s function as

H (x, y, z) =

∞∫
−∞

∞∫
−∞

GHJ (x− x′, y − y′, z, z′) Js (x′, y′, z′) dx′dy′, (6.45)

or in shorthand notation as the spatial convolution

H = G ∗ Js. (6.46)

Taking the 2D Fourier transform of both sides, the magnetic field is the multiplication

of the Green’s function by the current distribution in the spectral domain,

H̃ = G̃ · J̃s. (6.47)

When the current is in the y direction and the x component of magnetic field is taken

into consideration, we have

H̃x = G̃HJ
xy J̃sy (6.48)

and

Hx (x, y) =
1

(2π)2

∞∫
−∞

∞∫
−∞

G̃HJ
xy J̃sy e

−jkxx−jkyydkxdky, (6.49)

where

G̃HJ
xy =

(
µ′
−1 · ∇̃ × G̃A

)
xy

=
1

2

(
Ihi + Iei

)
+

1

2
cos 2ϕ

(
Ihi − Iei

)
. (6.50)

The spectral current distribution is expressed in closed form

J̃sy (kx, ky) =
πW

2

 cos
(
ky

W
2

)
(
π
2

)2 −
(
kyW

2

)2

 sinc

(
kx
L

2

)
. (6.51)
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The SDI integral in Eq. (6.49) can be further performed in (kρ, φ) plane as

Hx (ρ, θ) =
1

(2π)2

2π∫
0

∞∫
0

G̃HJ
xy J̃sy e

−jkρρ cos(ϕ−θ)kρdkρdϕ. (6.52)

6.5 Further Discussion

The above method only discussed the singular integrals appearing in self-term

element matrix evaluation in MFIE formulation. The nearly singular interactions

also need to be considered in order to further increase the accuracy of system matrix

and obtain an accurate solution. Nearly singular scenarios includes cases such as

two adjacent elements both sitting on the same interface as shown in the left part of

Figure 6.11, and one element sitting on the interface with the other element having

one edge or one vertex attached to it as shown in the right part of Figure 6.11.

x
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z

1

2

3

x

y
12

3

(a) (b)

Figure 6.11. Illustration of singular and nearly singular integral scenarios: (a) both
the source and testing triangles are on the interface, (b) only source
triangle sits on the interface and the test triangle share a common edge
or vertex with it.
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Advanced numerical integration and special treatment should be applied to accu-

rately evaluate these interactions for the following reasons:

1) For the near-singular case, the singular source behavior is rather rich and

complicated if the vertical distance from the observation point to the source element

is not zero. When ς is not zero, more terms will emerge in the singular kernel.

2) The singular behavior of the off-diagonal terms involving the z direction: GHJ
xz ,

GHJ
yz , GHJ

zx , GHJ
zy should be analyzed as well because the normal component of the

source vector integral needs to be taken into consideration for near singular interactions.

The corresponding independent integrals are I11 and I12.

3) The standard quadrature scheme becomes inefficient for testing integrals because

the source integral, though resulting in bounded potentials, has higher order singu-

larities near the source domain boundaries when test and source domain boundaries

overlap or coincide.

Studies of these topics has received renewed interest in computational community

recently and interested readers can refer to related publication for details [87], [92],

[95], [97].

89



Chapter 7

Applications and Results

In this chapter, we apply the algorithm developed in previous chapters to model

the electromagnetic wave propagation and scattering for various problems in layered

medium. This chapter is divided into three parts, each concentrating on different

problems: a geophysical problem, an antenna problem and a scattering problem,

respectively.

7.1 Geophyscial Prospecting Problems

As a first example, we study an induction logging simulation in a three-layered

anisotropic formation [98] shown in Figure 7.1. The conductivity of the top and

bottom layer is 1 S/m and the middle layer is an anisotropic medium with horizontal

conductivity of 0.55 S/m and vertical conductivity of 0.18182 S/m. A triaxial

induction logging tool [99] which consists of three orthogonal transmitter coils and

three orthogonal receiver coils is used. The distance between transmitter and receiver

is 40 inches and the operating frequency is 20.0 kHz. The deviated angle of the well

trajectory is 0 degree. Figure 7.2 shows the received x-component of the magnetic

field by a x-directed dipole and Figure 7.3 shows the received z-component of the

magnetic field by a z-directed dipole. The y-axis logging location is at the center of

the transmitter and receiver coil. The results described by blue dots is calculated

using the finite difference admittance method in the reference [100]. The example used

here is from the paper [101]. Since the dipole moment they defined has a ratio of jωµ

compared to our result, we normalize our results to compare against them. Better

results are observed for the Hxx component when the tool crosses the boundaries

compared to theirs.
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Figure 7.1. Illustration of induction logging environment in a three-layered formation.

The second example considered here is a three-layered formation shown in Fig-

ure 7.4, where the upper and bottom layer has a conductivity of 1 S/m, and the middle

layer has a conductivity of 0.2 S/m. The conductivity of drilling mud (borehole fluid)

is a water-based mud with a conductivity of 2 S/m. The diameter of the borehole is

10 inches and the thickness of the middle layer is 60 inches. The distance between

transmitter T1 and receiver R1, receiver R1 and receiver R2 is 24 inches and 6 inches

respectively.
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Figure 7.2. The Hx component of the magnetic field due to x-directed magnetic dipole
in a three-layered formation.

The system has three operating frequencies: 400 KHz, 1 MHz and 2 MHz. In

our method, the PMCHWT formulation is used to calculate the induced current on

the interface of the borehole. The scattered field inside the borehole at the receiver

locations are then calculated using the solved induced currents. In the PMCHWT

formulation, all the mixed-potential layered medium Green’s function components are

used and the second-level singularity extraction is employed when we use the simplex

interpolation scheme to accelerate the matrix filling. The amplitude ratio is defined

as the ratio of the magnitude of the received voltages at R1 to that at R2, while the

phase shift is defined as the difference of phases between R1 and R2 [102]. As we

can see from Figures 7.5, 7.6 and 7.7, the amplitude ratio and phase shift increases

with increasing frequency. The results from our method agree well with the results

computed using a commercial solver, Maxwell2D.
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Figure 7.3. The Hz component of the magnetic field due to z-directed magnetic dipole
in a three-layered formation.

7.2 Antenna Problem

As another example, we consider a cuboid sitting on the interface between two

layers as shown in Figure 7.8. The length of the cube is 0.16 m and the cross section of

the cube is a square with side length of 0.02 m. A voltage source with 50 Ω impedance

is excited at the center of the cuboid. For layer 2 , the region is air and for layer 1,

both sandy soil and sea water cases are investigated. The corresponding material

property constants are listed in Table 7.1. The operating frequency is from 0.02 GHz

to 1.5 GHz. We employed two kinds of meshes: a uniform mesh and an adaptive mesh

as shown in Figure 7.9 and their corresponding number of triangles are 2008 and 2524

respectively. The adaptive mesh has a relatively dense mesh along the edges in order

to capture their effects on input impedance. The input impedance seen from the feed

and the return loss are calculated for comparison.
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Figure 7.4. Illustration of a three-layered log-whiling-drilling environment.

Table 7.1. Material property constants

Material Relative
Permitivitty

Relative
Permeability

Conductivity
(S/m)

Air 1.0 1.0 0

Soil 2.53-j0.009108 1.0 0

Sea Water 74 1.0 3.53

When layer 1 is sandy soil, the input impedance and return loss are shown in

Figures 7.10 and 7.11. As a comparison, we also plot the results when the antenna

is in free space as shown in Figures 7.12 and 7.13. The resonant frequency of the

antenna on sandy soil layer decreases due to the increase of effective permitivity. The

return loss bandwidth is enlarged due to the lossy soil. When layer 1 is sea water, the
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Figure 7.5. The amplitude ratio and phase difference between two receiving coils
(400KHz).

input impedance and return loss are shown in Figures 7.14 and 7.15. Great influence

of the input impedance and return loss by sea water is observed. In all cases, good

agreement between the uniform mesh and adaptive mesh is reached.
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Figure 7.6. The amplitude ratio and phase difference between two receiving coils
(1MHz).

7.3 Scattering Problem

The third example is a scattering problem. Consider a perfect electric conducting

cube above the sandy soil. The length of the cube is 0.1 m and its centroid is located

at the origin. The cubic is excited by a vertical electric dipole located 1 m to the

left of the centroid as illustrated in Figure 7.16. The operating frequency is 1.5 GHz

and we observe the scattered field along the observation line (−0.5 ≤ x ≤ 0.5, y =

96



2 2.2 2.4 2.6

-80

-60

-40

-20

0

20

40

60

80

100

120

Amplitude Ratio

T
ra

n
s

m
it

te
r 

L
o

c
a

ti
o

n
(i

n
c

h
)

 

 

Maxwell 2D

PMCHWT

0 10 20 30

-80

-60

-40

-20

0

20

40

60

80

100

120

Phase Shift

T
ra

n
s

m
it

te
r 

L
o

c
a

ti
o

n
(i

n
c

h
)

 

 

Maxwell 2D

PMCHWT

Figure 7.7. The amplitude ratio and phase difference between two receiving coils
(2MHz).

0, z = −0.09) m. Good agreement is observed between electric field integral equation

(EFIE) and magnetic integral equation method (MFIE).

Lastly, we consider a cube sitting on the interface between the air and sandy soil.

The boundary of the interface is moved to −0.05 m and the other parameters are

kept the same as shown in Figure 7.19. In this case, since the bottom surface sits

exactly on the interface, the MFIE formulation is corrected in order to capture the
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Figure 7.8. The cuboid antenna sitting on the interface of a two-layered medium.
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Figure 7.10. Broadband response of input impedance when the antenna is above sandy
soil.
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Figure 7.11. Broadband response of return loss when the antenna is above sandy soil.
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Figure 7.12. Broadband response of input impedance when the antenna is in free
space.
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Figure 7.13. Broadband response of return loss when the antenna is in free space.
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Figure 7.14. Broadband response of input impedance when the antenna is above sea
water.
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Figure 7.15. Broadband response of return loss when the antenna is above sea water.

101



-0.05

0

0.05

-0.05

0

0.05
-0.05

0

0.05

1.5 f GHz

L=0.1m

Layer 2

Layer 1

 0,0,0 m

z= 0.07m

 1,0,0 m

h=0.02m

Observation Line

VED

d=0.02m
z= 0.09m2.53 0.009108

1, 0

r

r

j

 

 

 

1, 1

0

r r 



 



Figure 7.16. A cubic perfect electric conductor sits above the soil sand. It is excited
by a vertical electric dipole. The operating frequency of the system is
1.5 GHz (Above). Uniform mesh view of the cube (triangle edge length
≈ 0.01 m )(Below)

delta singularity rising from reflection.

1

2

1 +

←−
Γ
e,∞

+
←−
Γ
h,∞

2

Js − n̂×
∫
p.v

∇× G (r, r′) · Jsds′ = n̂×Hi
tan, r ↑ S (7.1)

102



-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
-200

-150

-100

-50

0

50

100

150

Observation Point X coordinate (m)

E
le

c
tr

ic
 F

ie
ld

 (
V

/m
)

E
x
 field

 

 

Re-EFIE

Re-MFIE

Im-EFIE

Im-MFIE

Figure 7.17. Comparison of x-component of scattered electric field along the obser-
vation line between EFIE and MFIE when the cube is above sandy
soil.

Again the x component and z component of the scattered electric field is calculated

for comparison in Figure 7.20 and Figure 7.21. The solid line is the results calculated

using EFIE and the solid dots are the results calculated using the MFIE without any

special treatment. The circles denote the results calculated using the corrected MFIE.

The last formulation takes into account the delta contribution from reflections for

self-term interactions when the triangular element sits on an interface. The result

obtained via EFIE can be viewed as a reference value and we can see the corrected

MFIE gives a better agreement around the peak value of the results.
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Figure 7.18. Comparison of z-component of scattered electric field along the obser-
vation line between EFIE and MFIE when the cube is above sandy
soil.
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Figure 7.19. The cube sits on the interface between air and sandy soil.
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Figure 7.20. Comparison of x-component of scattered electric field along the obser-
vation line between EFIE, traditional MFIE and corrected MFIE when
the cubic sits on the interface between air and sandy soil.
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Figure 7.21. Comparison of z-component of scattered electric field along the obser-
vation line between EFIE, traditional MFIE and corrected MFIE when
the cubic sits on the interface between air and sandy soil.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

In this dissertation, the traditional, mix-potential LMGFs and their gradients are

discussed and developed using various techniques, namely asymptotic subtraction and

singularity extraction, weighted average method and simplex interpolation. Based on

them, a few fast and efficient algorithms are arrived at to compute the electromagnetic

wave propagation and interaction with complex scatters in multi-layered media.

In order to study wave propagation in uniaxial anisotropic media in our model,

a number of Sommerfeld and related identities are extended to uniaxial anisotropic

media with the introduction of ratios of horizontal to vertical medium parameters. For

lossy media, the effective distances between source and observation points appearing

in the spatial-domain forms become complex quantities involving the anisotropy ratios

depending on TE or TM polarization. Moreover, half-line source potential definitions

and methods for evaluating them are also extended to the complex domain through

analytic continuation.

The second-level of asymptotic extraction is developed with two purposes: (1)

After removing all unbounded singularities for curl-type operators, the spectral-domain

integral terms can be further regularized to permit interpolation using a uniform

tabulation density, and (2) The second-level of singularity extraction can be used to

study the singular behavior of curl-type operators in the MFIE formulation.

Three types of problem, geophysical prospecting, antenna and radiation problems,

are employed to demonstrate the efficiency of the algorithms and wide-range of

applications for which our algorithms can be applied.
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8.2 Future Work

8.2.1 Multiple Thin/High Contrast Layers

Numerical difficulties might exist for some extreme cases such as the computation of

LMGFs in thin stratified multi-layered media and layers with extremely high contrasts

between adjacent layer parameters. In the first case, the convergence acceleration may

not be achieved significantly since the layers are too thin to have the transmission

quantities and integrands in SIs decay fast enough, while in the latter case, when the

source and observation points are in adjacent layers, the asymptotic representations

might not be accurate enough until we reach extremely high spectral values.

8.2.2 Steepest Decent Path Method

When the distance between source and observation points gets further away from

each other, the integrand containing the Bessel function oscillates faster and faster. As

a result, denser sampling points are needed to reach convergence, thus the efficiency

of our algorithm may be decreased correspondingly. Alternative methods, such as the

famous steepest descent path method (SDP), may be used to achieve high efficiency.

8.2.3 Near Singular Integrals

When MFIE in layered medium is used, due to the rich and complicated forms of the

singular kernel appearing in the curl-type operator, advanced numerical techniques are

needed to evaluate the singular and nearly singular integrals accurately and efficiently.
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Appendix A

Gradient of Scalar Potential Layered Medium Green’s

Function

In the mixed-potential representation, the electric field due to an electric current

is denoted as

E = −jωA−∇Φ. (A.1)

In order to calculate the scattered field due to induced currents representing by RWG

basis functions in layered medium, the gradient of the scalar potential LMGF is

needed in the following forms:

E = −jωµ0

〈
GA,Js

〉
+

1

jωε0

(〈
∇KΦ,∇′ · Js

〉
+ 〈∇Pz, Jsz 〉

)
, (A.2)

where ∇Kφ and ∇Pz are the gradient of scalar potential Kφ and Pz, respectively.

Again, their spectral forms are expressed using transmission line Green’s functions

and the corresponding Sommerfeld integration should be performed to obtain their

spatial forms.

A.1 Gradient of Kφ

In the spectral domain, we have Kφ expressed as

K̃φ =
jωε0

k2
ρ

(
V e
i − V h

i

)
. (A.3)

By taking the gradient in the spectral domain, the x and y derivatives become

multiplication by −jkx and −jkx, while the z derivative remains in spatial form so
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that

∇̃K̃φ =

(
−jkxx̂− jkyŷ +

d

dz
ẑ

)
jωε0

k2
ρ

(
V e
i − V h

i

)
, (A.4)

Writing the gradient component in each direction, we obtain

(
∇̃K̃φ

)
x

=
ωε0kx
k2
ρ

(
V e
i − V h

i

)
, (A.5)

(
∇̃K̃φ

)
y

=
ωε0ky
k2
ρ

(
V e
i − V h

i

)
, (A.6)

and (
∇̃K̃φ

)
z

=
d

dz

jωε0

k2
ρ

(
V e
i − V h

i

)
. (A.7)

Because V p
i satisfies the transmission line equation Eq. (A.8)

dV α
i

dz
= −jkαzZαIαi , (A.8)

substituting Eq. (A.8) into Eq. (A.7) yields

(
∇̃K̃φ

)
z
=jωε0

(
−jωµ0µt

(
Iei − Ihi

)
k2
ρ

− ve

jωε0εt
Iei

)
. (A.9)

A.2 Gradient of Pz

In spectral domain, Pz is expressed as

P̃z =
k2

0µ
′
t

k2
ρ

(
V h
v − V e

v

)
, (A.10)

By taking the gradient operator in the spectral domain,

∇̃P̃z =

(
−jkxx̂− jkyŷ +

d

dz
ẑ

)
k2

0µ
′
t

k2
ρ

(
V h
v − V e

v

)
, (A.11)
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and writing the components of gradient in each direction, we get

(
∇̃P̃z

)
x

= −jk2
0µ
′
t

kx
k2
ρ

(
V h
v − V e

v

)
, (A.12)

(
∇̃P̃z

)
y

= −jk2
0µ
′
t

ky
k2
ρ

(
V h
v − V e

v

)
, (A.13)

and (
∇̃P̃z

)
z

= k2
0µ
′
t

1

k2
ρ

d

dz

(
V h
v − V e

v

)
. (A.14)

Again, the z-component of P̃z is expressed using the derivative of V p
v respect with z.

Since V p
v satisfies the transmission line equation,

dV α
v

dz
= −jkαzZαIαv + δ (z − z′) , (A.15)

by substituting Eq. (A.15) into Eq. (A.14), we end up with

(
∇̃P̃z

)
z

= −jk2
0µ
′
t

(
ωµ0µt

(
Ihv − Iev

)
k2
ρ

+
ve

ωε0εt
Iev

)
. (A.16)

One thing worth mentioning is the delta function δ (z − z′) is canceled since the

excitation itself is independent of TE or TM polarization.

A.3 Gradient of Kψ and Qz

As a dual problem, the magnetic field due to magnetic current is denoted as

H = −jωF−∇Ψ, (A.17)

In layered medium, it has the form

H = −jωε0

〈
GF ,Ms

〉
+

1

jωµ0

(〈
∇KΨ,∇′ ·Ms

〉
+ 〈∇Qz,M

s
z 〉
)
, (A.18)
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where ∇Kψ and ∇Qz are the gradients of the scalar potential Kψ and Qz, respectively.

By repeating the same exercise above or imposing duality principle, the gradient of

Kψ is (
∇̃K̃Ψ

)
x

=
ωµ0kx
k2
ρ

(
Ihv − Iev

)
, (A.19)

(
∇̃K̃Ψ

)
y

=
ωµ0ky
k2
ρ

(
Ihv − Iev

)
, (A.20)

(
∇̃K̃Ψ

)
z

= −jωµ0

[
jωε0εt

V h
v − V e

v

k2
ρ

+
V h
v

jωµ0µz

]
, (A.21)

and that of Qz is (
∇̃Q̃z

)
x

=
−jk2

0ε
′
tkx

k2
ρ

(
Iei − Ihi

)
, (A.22)

(
∇̃Q̃z

)
y

=
−jk2

0ε
′
tky

k2
ρ

(
Iei − Ihi

)
, (A.23)

(
∇̃Q̃z

)
z

= k2
0ε
′
t

(
−jωε0εt

V e
i − V h

i

k2
ρ

+
V h
i

jωµ0µz

)
. (A.24)

In order to perform the Sommerfeld integration, the singularity extraction method

and the weighted average method described in Chapter 2 can be reused. All the

Sommerfeld and related identities needed to calculate the closed-form extracted terms

can be easily found in previous introduced identities from A to Q. They are also

listed in Appendix C for reference.
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Appendix B

Two-Level Asymptotic Transmission Line Green’s

Function

The asymptotic transmission line Green’s function is listed in this appendix. From

the wavenumber dispersion relationship, it’s easily seen that when kρ > kt, we have

kαz =
√
k2
t − vαk2

ρ = −j
√
vαk2

ρ − k2
t , (B.1)

hence the all voltage and current on the transmission line decay exponentially away

from a source at z = z′. They behave as

e−|k
α
z ||z−z′|. (B.2)

This suggests the Sommerfeld integration over the spectral variable kρ converges

exponentially if there is a separation between source and observation planes. When

the source and observation points are not well separated, i.e. z and z′ are in the same

or adjacent layers, the integrand doesn’t decay fast enough for efficient numerical

computation. In this case, the integral can be accelerated by removing its spectral

asymptotic form in spectral domain and adding the extracted term back in the spatial

domain using the SIRs listed in appendix C.

A) n = m

When the observation and source point are in the same layer, the multi-reflection

back and forth from layer boundaries can be ignored and we only consider three parts

in the asymptotic forms of the transmission line quantities: direct part, first reflected

parts from lower and upper boundaries.
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Figure B.1. Asymptotic forms of transmission line Greens functions when both source
and observation points are located in the same layer.

V α,∞
i =

Zα
n

2

[
e−jkznς1 +

←−
Γ α,∞
n e−jkznς2 +

−→
Γ α,∞
n e−jkznς3

]
, (B.3)

Iα,∞i =
1

2

[
±e−jkznς1 +

←−
Γ α,∞
n e−jkznς2 −

−→
Γ α,∞
n e−jkznς3

]
, (B.4)

V α,∞
v =

1

2

[
±e−jkznς1 −

←−
Γ α,∞
n e−jkznς2 +

−→
Γ α,∞
n e−jkznς3

]
, (B.5)

Iα,∞v =
1

2Zα
n

[
e−jkznς1 −

←−
Γ α,∞
n e−jkznς2 −

−→
Γ α,∞
n e−jkznς3

]
, (B.6)

where ς1 = |z − z′|, ς2 = |z + z′ − 2zn|, and ς3 = |2zn − z − z′| is the traveling

distances of each wave component, respectively.

B) n = m± 1

when the source and observation are in the adjacent layers, we only consider the

transmitted contribution. The asymptotic transmission line voltage and current can

be written as

V α,∞
i =

Zα
n

2

[
e−jkznς1

(
1 +
−→←−
Γ α,∞
n

)]
, (B.7)

Iα,∞i =
1

2

[
±e−jkznς1

(
1−
−→←−
Γ α,∞
n

)]
, (B.8)
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Figure B.2. Asymptotic forms of transmission line Greens functions when source and
observation points are located in adjacent layers.

V α,∞
v =

1

2

[
±e−jkznς1

(
1 +
−→←−
Γ α,∞
n

)]
, (B.9)

Iα,∞v =
1

2Zα
n

[
e−jkznς1

(
1−
−→←−
Γ α,∞
n

)]
. (B.10)

Since the asymptotic reflection coefficient derived in chapter 5 is

Γα,∞ (kρ) = Γα,1,∞ +
1

k2
ρ

Γα,2,∞ + O
(
k−4
ρ

)
, (B.11)

if we substitute the expanded reflection coefficient Γα,∞ to the above TLGFs and

regroup the terms by their decaying order respect to kρ, different levels of asymptotic

coefficient of TLGFs can be obtained.

B.0.1 Two-Level Asymptotic Coefficient of TLGFs

Accordingly, if we write V α,∞
i in the two-level asymptotic form

V α,∞
i = vα,1,∞i +

1

k2
ρ

vα,2,∞i , (B.12)

by ignoring the higher-order coefficients in Eq. (B.11), we can obtain the first-level

asymptotic coefficient of V α,∞
i coming from reflected terms. The direct term should

also be included in the first-level asymptotic coefficient because it has the same
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decaying order respect to kρ.

B) n = m

Hence when the source and observation point are in the same layer n = m, the

first-level asymptotic coefficient of V α,∞
i is

vα,1,∞i =
Zα
n

2

[
e−jkznς1 +

←−
Γ α,1,∞
n e−jkznς2 +

−→
Γ α,1,∞
n e−jkznς2

]
. (B.13)

The second-level asymptotic coefficient of V α,∞
i only comes from the reflected terms

vα,2,∞i =
Zα
n

2

[←−
Γ α,2,∞
n e−jkznς2 +

−→
Γ α,2,∞
n e−jkznς3

]
. (B.14)

B) n = m± 1

When the source and observation point are located in adjacent layers ` = `′±1, we

only consider the transmitted waves that are the first-level and second-level asymptotic

coefficient of V α,∞
i

vα,1,∞i =
Zα
n

2

(
1 +
−→←−
Γ α,1,∞
n

)
e−jkznς1 , (B.15)

and

vα,2,∞i =
Zα
n

2

−→←−
Γ α,2,∞
n e−jkznς1 , (B.16)

respectively. The two-level asymptotic coefficients for other components, i.e. Ii, Vv,

Iv can be derived similarly.
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Appendix C

Summary of Sommerfeld and Related Identities

Defining

Gα =
e−jktR

α

4πRα
, Rα =

√
ρ2/να + z2, η = 1 + jktR

α, pα = e−jk
α
z |ς| (C.1)

All the Sommerfeld and related identities are summarized here.

IA =S0

{
pα

2jkαz

}
=

1

να
Gα (C.2)

IB =S0

{
pα

2

}
=
|ς| η

νp(Rα)2G
α (C.3)

IC =S0

{
jkαz p

α

2

}
=

Gα

(Rα)2

(
ς2 3η − (ktR

α)2

να(Rα)2 − η

να

)
(C.4)

ID =S0

{
k2
ρp
α

2 (jkαz )

}
=
k2
t IA + IC
vα

(C.5)

IE =S1

{
pα

2kρ

}
=
Rαe−jkt|ς| − |ς| e−jktRα

4πρRα
(C.6)

IF =S1

{
kρp

α

2jkαz

}
=

ρη

(να)2

Gα

(Rα)2 (C.7)

IG =S1

{
kρp

α

2

}
=

1

(να)2

ρ |ς|
Rα

3η − (ktR
α)2

(Rα)3 Gα (C.8)

IH =S1

{
jkαz p

α

2kρ

}
=
jkte

−jkt|ς|

4πρ
+
ρ2
v − jktRα|ς|2

(Rα)2

Gα

ρ
(C.9)

II =S1

{
pα

2jkαz kρ

}
=
e−jkt|ς| − e−jktRα

4πjktρ
(C.10)

IJ =S2

{
jkαz p

α

2

}
=

2

ρ
IH − IC (C.11)

IK =S2

{
pα

2jkαz

}
=

2

ρ
II − IA (C.12)

IL =S2

{
pα

2

}
=

2

ρ
IE − IB (C.13)
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IM =S0

{
pα

2(jkαz )2

}
=

1

να

∞∫
|ς|

e−jktR
α

4πRα
ds (C.14)

IN =S0

{
pα

2(jkαz )3

}
= − 1

να

[
j
e−jktR

α

4πkt
+ |ς|Gα

z (ρ, |ς|)
]

(C.15)

IO =S1

{
pα

2jkαz kρ

}
=
e−jkt|ς| − e−jktRα

4πjktρ
(C.16)

IP =S1

{
pα

2(jkαz )2kρ

}
=

1

4πjktρ

e−jkt|ς|
jkt

−
∞∫
|ς|

e−jktR
α

dz

 (C.17)

IQ =S2

{
pα

2(jkαz )2

}
=

2

ρ
IP − IM (C.18)
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