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ABSTRACT

Cryptoeconomics is the research on how incentives should construct a decentral-

ized and distributed cryptographic system. Economic incentives are used to motivate

the efforts and govern the allocation of resources in the cryptoeconomic ecosystem,

ensuring specific types of information security qualities. Compared to the costly and

time-consuming cryptography, incentives obtained through game theory are much more

cost-efficient and easier to implement. However, there lacks sufficient research on the

incentive issue of cryptoeconomics.

We investigate the various incentives of blockchain networks to fill in the gaps in

cryptoeconomics research. The first research focuses on the blockchain network with

shards and adopts the security-deposit-based consensus protocol, studying the prob-

lem of how to balance the security incentive and the economic incentive. The contract

theory is utilized to formulate the problem between temporary blockchain leaders and

validators. Compared with fixed deposits, flexible deposits can provide sufficient finan-

cial incentives for the participants without losing the security incentives. In the second

work, we adopt the cyber insurance idea and propose the insurance contract to help

determine the withdrawal delay and the insurance claim to relieve the loss of victims.

Specifically, instead of requiring the insurance premium from the validators, the cyber

insurer first signs the contract with the blockchain representative (e.g., beacon chain).

Then the blockchain representative would sign a series of contracts with the validators.

Through the simulations, we demonstrate that the proposed model can provide adaptive

insurance contracts for the different validators and keep the profits of the blockchain

network and the cyber insurer. In the last work, we propose a random-contract-based

scheme to maximize the service provider’s revenue and assign the service buyers the

feasible service price under the framework of a sidechain linked to the public blockchain.

We systematically demonstrate random contracts’ superiority under the increasing ab-

solute risk-aversion assumption. The simulation results show that random contracts

can provide more significant revenue for sidechains by an average of 24.70% compared

to deterministic contracts. Efficient service payments can be reduced by an average of

44.65% compared to the main chain’s cost.
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1 Introduction

In the last decade, the blockchain technology has been considerably researched and

developed by both academic communities and industrial circles [1]. A blockchain is

a distributed ledger of transaction records, which is jointly maintained and supported

by all participating parties [2]. The transactions can be initiated by any party in the

system, and then verified by all of the participants after being recorded in the blocks

of the public ledger. Due to the cryptographic design, the transaction records of the

same block are organized in a Merkle Hash Tree, and all the blocks are sequentially

connected before and after with each other, which makes it difficult to tamper with a

single transaction record, let alone a single block. As a distributed, decentralized and

tamper-resistant public ledger, blockchain has found a wide range of applications in

both financial and non-financial world, e.g., the stablecoin project called Libra that is

initiated by Facebook [3] and Vehicle Passport of SHIFTMobility [4].

The advent of blockchain technology benefits a wide range of areas, including finance,

business, transportation, entertainment, etc. Due to the sophistication and diversity of

the blockchain system, the interpretation of blockchain is manifested into two camps [5]:

(1) Blockchain is a solution to computer science problems. (2) Blockchain is a solution

to incentive mechanism design problems.

In earlier research of blockchain, the first camp had made enormous contributions

on the technique components. It is worth noting that blockchain is not a single new

technology but a combination of multiple technologies. The springing up and brisk

developing of computer and network technologies directly promoted the blockchain evo-

lution [6]. The concept of blockchain was first outlined in 1991 [7]. Stuart Haber and

W. Scott Stornetta presented the fundamental notion of blockchain, a chain of hashed

records, to address the time-stamping problem, the embryonic form of data structure in

the blockchain, while not defining the name “blockchain.” Then, in 1997, Adam Back

created Hashcash [8], a Proof of Work mechanism for email anti-spam and anti-DoS (de-

nial of service) that has since formed the foundation for most cryptocurrency projects.

A brief history of blockchain is shown in Fig. 1.

Until the advent of Bitcoin in January 2009, that blockchain had its first real-world
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Figure 1: Origins of Blockchain.

application. According to bitcoin’s white paper [2], “Bitcoin: A peer to peer Electronic

currency system,” Satoshi Nakamoto adopted cryptography and Proof-of-Work in the

Bitcoin network to ensure data security and consistency and introduced incentive mech-

anisms to allow transactions to be completed without the involvement of a third party,

ushering in a new era of decentralization.

To better understand the second camp, we first give a rough description of blockchain

technical components from the first camp perspective. As a collection of technologies,

blockchain is composed of a bunch of interdependent and interrelated components. To

facilitate the description, we adopt the recognized five-layer architecture (shown in Fig.

2), and explain the components and layers in the following.

• Data Layer: The data structure of most conventional blockchains is described

as a linked chain of blocks in which transactions are organized in a sequential

manner. In addition to Bitcoin, various PoW-based blockchain projects also use

chain structure to manage the blocks. Each block of Bitcoin includes a Merkle

Hash tree [9], which is a tree-based data structure of transaction hashes. The root

hash of tree is obtained by calculating the leaf nodes, which refer to the hashes of

transaction data.

The tree-based data structure uses hash function to ensure the transaction data se-

curity and integrity. To verify the authenticity of transactions, a digital signature

[10] is required before sending any transaction. Just as all kinds of cryptocurrency
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projects’ names indicate, ‘crypto-’ means that these projects must rely on cryp-

tography for security. Bitcoin uses an elliptical curve cryptography to generate

the public keys for users.

All the data and information on the Bitcoin are duplicated and scattered in differ-

ent nodes throughout the network. For the full nodes, they store the metadata in

LevelDB [11]. Some other blockchain projects, such as Ethereum [12], also utilize

LevelDB to keep all the data.

• Network Layer: The network layer refers to the network model, network routing

protocols, as well as some other communication protocols. The public blockchain

is built upon a peer-to-peer (P2P) network, in which each node joins by connecting

to some other nodes. A P2P network consists of a group of computers/client that

communicates with each other. The term “peer” means that every node is treated

equally in the network. There is no centralized parties with nodes. The peer nodes

serve both as providers of resources and as consumers of services. The distributed

and decentralized P2P network is the foundation of blockchain.

The network layer functions are almost carried out by P2P network. In addition

to mining and transferring value, some blockchain nodes also have the same func-

tions with P2P nodes. To participate in the network, all nodes must have the

routing function [6], which help them to share information with each other. The

most often used unstructured P2P Network Protocol is the Gossip Protocol [13].

After a miner generates a block, the others will broadcast the result and block

via a gossip protocol. Bitcoin changed the way it distributed gossip messages in

2015 to improve privacy. It currently employs a technique known as “diffusion”

[14]. Another well-known communication protocol is called Kademlia (KAD) pro-

tocol [15]. The KAD network refers to a P2P network that implements the KAD

protocol. As a more efficient protocol, some blockchain projects adopt KAD net-

work as their network layer to enable the blocks and transactions transmission

optimization [16].

• Consensus Layer: The consensus layer specifies the rules for nodes to reach

3



an agreement on blockchain’s state. The popular consensus protocols include the

Proof of Work (PoW) in Bitcoin and the Proof of Stake (PoS) in Ethereum. To

illustrate the consensus layer, we discuss the PoW algorithm here as it is the most

common algorithm for permissionless blockchains, used by Bitcoin [2]. Take PoW

as an example, the protocol determines who is eligible to create a new block, the

time slot between two contiguous blocks, and stipulates all nodes to work on the

longest chain. Different consensus algorithms employ various principles to deter-

mine the rules for nodes based on their actual needs. Ethereum is now experienc-

ing the transition from PoW to PoS since PoW is energy intensive and costly [17].

Unlike PoW’s elite hardware requirements, PoS only needs participants to stake

some cryptocurrencies to the main chain. The creator of each block is selected

randomly, similar to the miners of PoW, responsible for finalizing transactions

and working on the longest chain [18]. Some other protocols can be referred to

Proof of Authority [19] and Byzantine Agreement [20].

• Incentive Layer: The incentives layer establishes an incentive system using the

blockchain’s cryptocurrency. In the initial design of Bitcoin, the incentives refer to

block reward and transaction fee, incentivizing the miners to work on the longest

chain and encouraging the other participants to finalize the blockchain’s ledger.

From the Bitcoin project it is clear that any permissionless blockchain system re-

quires an incentive strategy to keep it running. Miners should be appropriately

compensated for their effort, and incentives should push them to act honestly. As

the nexus to bind the different technologies to form the blockchain, incentives are

apparently less discussed by the first camp and, however, have been emphasized

and characterized by the second camp. Ethereum proposed the concept of the

security deposit in their Casper protocol [21], which will be one of the most es-

sential incentive components in Ethereum 2.0. According to the latest update of

staking deposit requirements on the Ethereum website, everyone needs to stake

some ethers to the network before joining the Ethereum [22]. Moreover, anyone

who wants to become a full validator must stake 32 ethers. Another crucial in-

centive is the voting privilege, which is less used in PoW-based blockchain but

4



Figure 2: Five Layers of Blockchain Technology.

indispensable to PoS-based blockchain. The reason is that PoS protocols rely on

voting mechanisms to reach consensus [23].

• Application Layer: The application layer includes Ethereum Virtual Machine,

smart contracts, decentralized apps (DApps), and so on. The Ethereum Virtual

Machine is a software framework that allows developers to construct Ethereum-

based decentralized applications (DApps). All Ethereum accounts’ data and smart

contracts codes are stored on this virtual machine [24]. Similar to the Ethereum

accounts (a.k.a., Externally Owned Account), smart contracts are also a type

of account (Contract Account). It is a collection of code with a unique ad-

dress/account, which can be created by any developers and can operate automat-

ically on Ethereum [25]. Dapps that interface with the blockchain network makes

up the most important part of the application layer. These Dapps interoperate

with the blockchain network via APIs. Unlike the traditional apps (centralized

apps), the DApps run on a decentralized network environment and often require

the users to interact with the developer’s smart contract to get the download per-

mits. Applications can send instructions to all the underlying layers, which enables

all layers to cooperate with each other to perform more advanced functions.

The first camp is much bigger than the second one. One main reason is that many

techniques of blockchain have existed for decades. The researchers in computer sci-

ence have an abundance of reference literature and research experiences due to years

of accumulation. There are only a handful of literatures for researchers, engineers, and

5



graduate/undergraduate students to theoretically understand the dynamics in economic

incentives of blockchain networks from a game-theoretic perspective. The computer

science content determines the existence of a blockchain framework. Simultaneously,

the incentive mechanism improves the system performance by regulating participants’

behaviors and coordinating all operations through the costs and benefits. Researchers

have gradually realized the role of economic incentives in decentralized and distributed

systems.

1.1 Background and Motivation

Ethereum founder Vlad [26] first defined Cryptoeconomics as “A formal discipline

that studies protocols that govern the production, distribution, and consumption of

goods and services in a decentralized digital economy.” The other versions of definition

are listed as follows: “Cryptoeconomics is the application of incentive mechanism design

to information security problems.” Vlad identified that cryptoeconomics has played a

crucial role in distributed systems, that is to encourage more entries and to incentivize

the desired behaviours [5]. Vitalik [27] expounded on the concept as “Cryptoeconomics

is about building systems that have certain desired properties, use cryptography to

prove properties about messages that happened in the past, use economic incentives

defined inside the system to encourage desired properties to hold into the future.” For

Josh Stark [28], he proposed that “Cryptoeconomics is the practical science of using eco-

nomic mechanisms to build distributed systems, where the financial incentives guarantee

essential properties of that system and where the economic mechanisms are guaranteed

by cryptography.”

Bitcoin is the first as well as the most significant instance of cryptoeconomics [2].

The integration of cryptography and mechanism design sparks a revolutionary shift from

a traditional P2P network to a blockchain network. Although cryptography is robust

when assuring the security and privacy of a system, the cost of development and deploy-

ment is increasingly expensive due to the unpredictable attacks and risks. By issuing

tokens and offering fees [29], the bitcoin network incentivizes trustless participants to

operate as required. It compensates miners’ work on the longest chain, coordinating all
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parties to defend against the Sybil attack [30] and preserving the system’s security and

stability. Bitcoin uses cryptoeconomics to solve two problems: 1) the security problem

is that how to resist the Sybil attack; 2) the incentive problem is that how to motivate

the unknown participants to participate correctly. Specifically, we can learn the uses of

incentives according to Vitalik’s talk [31]: 1) Rewards: increase actors’ token balances

if they do something good, e.g., block reward and transaction fee. 2) Penalties: reduce

actors’ token balances if illegal behavior occurs, e.g., security deposit. 3) Privileges:

incentivize participants by giving them decision-making right, e.g., voting weight. Con-

sequently, we conclude the interpretation of cryptoeconomics concept in two folds: 1)

It provides the theoretical interpretation, from the perspective of untrusted economic

networks, of the consensus protocols assisted by cryptographical functionalities in de-

centralized blockchain networks regarding the activities of the entities in the network

and the dynamics of the network as a whole. 2) It extends the analytical framework

based on the economic networking point of view to modeling, designing, and analyz-

ing the participant interactions in any ecosystem that is extended from or build upon

blockchain networks.

Therefore, on one hand, the behavioral analysis from the economic perspective of

the blockchain networks answers a series of fundamental questions regarding cryptog-

raphy and distributed system security. Such an analytical approach plays a vital role

in designing appropriate protocols in digital ledger networks, especially for those built

upon massive peer-to-peer networks without an explicit governance infrastructure. On

the other hand, from the engineering perspective, a well-functioning, scalable crypto-

economic network is able to serve as an efficient platform for decision arbitration and

allocation of the resources ranging from physical utilities (e.g., hardware) to financial

assets, and more broadly, various conceptual resources including data, trust and social

attention (e.g., votes). As a result, the convergence of computer networking, cryptogra-

phy and economic theory sheds light on better characterization of the decentralized/self-

organized systems particularly relying upon the advance of the blockchain technologies.

This, in return, requires a comprehensive study of the technical building blocks, such
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as consensus protocols, incentive mechanisms, cryptographic and networking function-

alities, and all the related primitives from an interdisciplinary perspective.

Compared with the abundant research of camp one, scant attention has been paid to

the incentive mechanism design for distributed systems. Due to this reason, this disser-

tation aims to fill the research gap from a game-theoretic perspective. This dissertation

studies the incentive pricing issues in the different blockchain-based ecosystems, includ-

ing security deposit, online reward and transaction fee. To obtain the optimal incentives,

this dissertation exploits the contract theory framework to formulate the problems.

In the next section, this dissertation reviews some existing incentive mechanisms

and projects in cryptoeconomics. Specifically, this dissertation provides a comprehen-

sive overview of research efforts from industrial and academic areas and highlights the

research gaps that this dissertation intends to address.

1.2 Overview of cryptoeconomics and mechanism design

As for the cryptoeconomics, what should we expect from the outcome of cryptoe-

conomics? What is the outcome criterion of cryptoeconomics research? According to

Ethereum Foundation’s talk [32], a good outcome should meet the following require-

ments: 1) Easier Exchange: The incentive must have good liquidity and can be liqui-

dated very quickly. 2) Trustless Trades: The trades can be processed without a third

party. 3) Liquidity for small markets: The liquidity of outcomes should not be limited

or impacted by market size.

A key conclusion of the talk is that if the mechanism cannot help the system know

your customers (KYC) better and always lead to the rich getting richer, then a bad

outcome would always exist. Unfortunately, a considerable number of research using

game theory and economics theory cannot achieve the fairness as expected. A better

mechanism should be as simple as possible, therefore reducing the dependency on pa-

rameter selection. Moreover, the mechanism must be feasible and easy to implement in

a distributed and decentralized system.

As blockchain technology evolves, more and more researchers have been making
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Figure 3: A new interpretation of Bitcoin.

strides in academia research and commercial applications, demonstrating that cryp-

toeconomics promises to provide sufficient stability, persistence and robustness. The

success of cryptoeconomics applications corroborates Vitalik’s point and enriches the

related conceptual architecture.

As a decentralized system that embedded with an incentive mechanism, Bitcoin is

the canonical example of a cryptoeconomics application. The cryptoeconomics resource

of Bitcoin refers to the hashing power which is required by Proof of Work. Bitcoin is

apparently grounded on the cryptoeconomics assumptions. Bitcoin is acknowledged as

the first peer-to-peer digital currency payment system due to its underlying technology,

which refers to a decentralized and distributed database comprising a various compo-

nents. As the first application of cryptoeconomics system: 1) Bitcoin uses Proof of Work

consensus to resist Sybil attack. 2) Bitcoin uses block rewards and transaction fees to

compensate miners for their effort, and to incentivize them to work on the longest chain.

3) Most of Bitcoin’s users are honest and rational. 4) Bitcoin has no access restriction.

Anyone can enter or exit the network at any time. 5) Any two of Bitcoin users can com-

municate with each other relatively quickly. 6) Users in Bitcoin network are anonymous,

and there is no way to restore users’ real identities. Fig. 3 describes the interpretations

of Bitcoin project under the cryptoeconomics analysis framework [27].

Another canonical example of cryptoeconomics is Schelling Coin. Schelling Coins are

decentralized oracle construction. Its underlying mechanism relies on a game-theoretic

concept known as Schelling points, which is proposed by Thomas Schelling in his book,

The Strategy of Conflict [33]. The way it works is as follows. Suppose two strangers are

in different rooms and have not communicated beforehand. They need to pick up the

same number from a set of numbers: 10000 34592 45183 40569 857. If success, both
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of them will get rewards. Otherwise, they will be punished. In theory, each number has

the same probability to be selected. However, in practice, the probability of selecting

10000 is far more greater than the others. The reason is that 10000 looks much more

special than the others. The uniqueness results in a natural convergence point.

In addition to these two cases, some other well-known cryptoeconomics instances

have also been widely explored. Most of the projects focus on the efficiency issue.

The main reason for this is that the scalability problem has inhibited the prospects of

blockchain development. This chapter introduces two of the most representative ones.

Arbitrum technology is one of the potential solutions to Ethereum’s recent transaction

cost problem, which is proposed by Offchain Labs [34]. Arbitrum is able to lower

transaction costs and traffic congestion by transferring the data and transaction from

Ethereum’s primary network (layer 1) to a secondary network (layer 2). Layer 2 scaling

solutions are used to store data outside of Ethereum’s blockchain, are believed to be

critical solutions for Ethereum’s scaling problem.

The other instance is Keepers, which is proposed by ChainLink, is a decentralized

network that allows developers and researchers to develop and monitor smart contracts,

reducing the latency, increasing the process efficiency and reserving the computation

resources. Instead of competing with each other, nodes in Keepers are incentivized

to perform all registered jobs [35]. DeFi protocols like bZx [36] and xToken [37] have

integrated Keepers to enhance functionality and improve user experience without com-

promising security and privacy.

However, even the published industrial projects lack ingenious incentives design.

Offchain Lab is still working on the token-based incentives [34]. Keeper also exists

the costly and unpredictable bounties issues [38]. Lots of research is exploring feasible

incentive designs in the context of cryptoeconomics.

As for the academic research, there are some existing research work designing the

economic incentive for a blockchain network using various game models. Game theory,

as a branch of economics, focuses on mathematical models and studies the interactions

among rational participants [39]. It is advantageous in mechanism design, benefiting the
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designer, and offering feasible mechanisms for rational game players, such as Evolution-

ary Game [40], Stackelberg Game [41] and Contract Theory [42]. Liu et al. studied the

dynamics of mining pool selection in [40]. Considering the hash rate for puzzle-solving

and block propagation delay, this work worked out the strategy of mining pool selection.

Feng et al. employed a cyber-insurance framework in the blockchain-based service mar-

ket in [41]. They modeled the interaction among the entities as a two- stage Stackelberg

game and obtained the optimal pricing strategies. Kang et al. designed a comprehensive

incentive mechanism for a blockchain-enabled Internet of Vehicles in [43]. Specifically,

they used contract theory to model the interactions of miners and finally obtained the

optimal rewards for all participants.

In particular, contract theory is a study of economic incentive design, especially in the

presence of asymmetric information [44]. Some existing research works on investigating

the incentive mechanism design in the engineering area, include wireless communication

[45, 46, 47], mobile network [48, 49, 50], and blockchain network [51, 52]. Liu et al.

proposed a contract model to determine the service prices in a two-layer wireless caching

network in [45], ensuring the network service provider’s profits and compensating for the

participants’ cost. In [46], Asheralieva et al. combined the contract theory and Lyapunov

optimization to design an optimal content sharing scheme in a wireless content delivery

network. Based on the combined model, this work enabled to lower down the time

cost and determine the optimal policy in the queuing system. Gao et al. adopted the

contract model to design the time resource assignment and price the corresponding fees

in Backscatter-Assisted RF-Powered Netowrks [47]. In [48] and [49], Liu et al. developed

a contract model in the small-cell caching system and edge caching with 5g wireless

network, respectively, analyzing the interactions between the different parties involved

in the market and obtaining the optimal service fees and the profits. In [50], Kang

et al. proposed an effective incentive mechanism by using contract theory to motivate

high-reputation mobile devices with high-quality data to participate in model learning.

Li et al. devised a security deposit pricing scheme using the joint models under the

contract theory framework in [51]. This work can provide sufficient economic incentives

without reducing the security incentive. In [52], Su et al. proposed an energy allocation
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mechanism using contract theory in the energy blockchain that facilitated with electric

vehicles, maximizing the operator’s profit while satisfying the vehicle users’ demands.

The rest of this dissertation is organized as follow. Chapter 2 provides a security

deposit pricing scheme by using the joint models under the contract theory framework.

Chapter 3 considers the potential attacks which may occur in the Proof-of-Stake based

blockchain, establishing a cyber-insurance framework using a hierarchical game model.

Chapter 4 determines the transaction fee prices on the sidechain using the Geometric

Brownian Motion and random contract model.
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2 Security Deposits Pricing with Contract Theory

In this chapter, we introduce a flexible pricing scheme for security deposits. Consid-

ering the limited budgets of internet of things, we propose two joint models under the

contract theory framework to determine the optimal price of different types of security

deposits.

2.1 Introduction

As a network of connected devices, Internet of Things (IoT) is capable of collecting,

sharing and analyzing data with each other [53]. Specifically, IoT is the collection of

technologies, including identification and tracking technologies, wired and wireless sensor

networks, machine-to-machine interfaces, enhanced communication protocols and so on.

Due to the flexible and powerful data management, there are multiple industrial solutions

based on IoT, e.g., IBM Industrial 4.0 [54] and Ericsson Industrial 4.0 [55]. However, the

traditional Internet of Things system has limited scalability and single point of failure

issues because of its centralized architecture. With the advent of blockchain technology,

the combination of IoT and blockchain has a promising application in the future.

2.1.1 Related Work

As the development of industry, the blockchain-based IoT platform has been a re-

search focus. Due to the intensive computation required by Proof of Work, IoT nodes,

as the computationally lightweight nodes, are unable to participate in mining. There are

multiple related researches regarding the resource management and allocation. In order

to reduce the cost and increase the availability of data management, Feng et al. [56]

construct a decentralized platform for data storage and trading in a wireless powered

IoT crowd-sensing system. Asheralieva et al. [57] introduce mobile-edge computing and

unmanned aerial vehicles to help relay and run the blockchain tasks that include the

data collected from IoT. Other related works can refer to [58], [59] and [60]. The other

application of blockchain in IoT is to preserve the data security and privacy. Zhao et

al. [61] design a secure and privacy-preserving system by applying the federal learn-

ing the blockchain technology. Gai et al. [62] combine the edge computing with the
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blockchain-based IoT together, which is called blockchain-based Internet of Edge model

and becomes a scalable, controllable privacy-preserving and efficient system. In the in-

dustrial area, the first blockchain IoT platforms is IOTA [63]. Other blockchain-based

solutions include IoT Chain [64], Atonomi [65], Chain of Things [66], and so on.

Proof of Work (PoW), known as the original consensus protocol, is applied for the

Bitcoin project [2]. It requires all the participants to solve a hash puzzle based on

SHA-256 by brute-force, wherein the first one that solves the problem (i.e., miner) has

the right to generate a block and obtains a reward for its work. Under the similar

framework of PoW, a number of alternative protocols have been proposed to improve

the performance of original PoW protocols, e.g., Proofs of Useful Work [67] and REM

[68]. However, the competition of solving hash puzzle incurs huge energy expenditure

for all the participants. To solve this problem, a new idea of the consensus protocol

called Proof of Stake (PoS) was first suggested on Bitcoin Forum [69] and improved by

Peercoin [70]. PoS shares the same purpose of PoW, but unlike PoW’s leader selection

depending on the hash puzzle calculation, it relies on the number of coins (i.e., stake),

together with the ownership duration (i.e., coin age). Iddo et al. [71] point out the

rationale behind PoS is that the entities with stake are more suitable to retain the

security in order to prevent losses caused by the system erodes. Based on these core

ideas of PoS, numerous frameworks with different puzzle designs have been proposed in

[72], [73], [74] and [21].

Despite the rapid development, there is still a huge gap between the blockchain tech-

nology and real applications. Take the Bitcoin blockchain and Ethereum as examples,

Bitcoin blockchain could handle 3-6 transactions per second (tps) [75], and Ethereum

1.0 can only process 7-15 transactions per second [76]. Compared with Visa [77], which

is capable of handling more than 65,000 transaction messages per second, it is clear that

neither of them can be considered as an alternative for daily transactions. One straight-

forward method to increase the throughput and reduce the latency is to partition the

entities into parallel sub-groups (i.e., committees), which are responsible for generating

and sustaining the sub-blocks (i.e., sharding) synchronously. Sharding is a term derived

from distributed database and can be applied to the blockchain network for realizing
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Figure 4: Relationship among the features (i.e., stake, performance and effort), reward
and deposit of a participant.

the scalability [78].

To further satisfy the requirements in the blockchain network with shards, protocols

that support high-throughput such as those in [79] and [80] were proposed. Take the

ongoing Ethereum 2.0 project as the example, it publishes two possible PoS consensus

protocols, i.e., Casper CBC that was proposed by Vlad Zamfir [81] and Casper FFG

that was proposed by Vitalik and Virgil [21]. Since the project is always up to update

and well-maintained, we adopt the latter in this work according to the latest document

of github [82], which is a security-deposit based economic consensus protocol that can

be deployed atop any proposal mechanism. PoS’s security is deemed to derive from

the size of security deposits rather than the number of participants, which can be

set to greatly exceed the gains from the reward, and thus, proof of stake provides

strictly stronger security incentives than proof of work [21]. Here we clarify two novel

concepts: security incentive and economic incentive. For security incentive, it

means participants have to behave in a legitimate way in the case that their deposits

are slashed due to violating the rules. In this case, the penalty is regarded as the cost to

motivate the majority of participants to sustain the security of the whole system. For

economic incentive, the participants are motivated to follow the rules by the rewards

issued from system.

Ethereum 2.0 adopts the combination of sharding and Casper to handle the scala-

bility issue. It requires all participants to initiate a one-way transaction of 32 ethers to

a deposit contract on Ethereum 1.0 [86]. However, 32-ether blocks out the participant

whose stake is lower than that. For the participants whose stake values are far more than
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Table 1: Related works comparison

Paper Scenario Model
Hidden

information
Hidden
action

[45]
Wireless

communication
AS1

X ×

[43]
Blockchain &

Internet of vehicles
X ×

[51] Blockchain X ×
[83] Fog computing MH2 × X

[84]
Cognitive

radio networks
JAM3 X X

[85] Mobile networks TM4 × X

Our work Blockchain & IoT
JAM
JAT5 X X

1 AS represents Adverse Selection.
2 MH represents Moral Hazard.
3 JAM represents Joint Adverse Selection and Moral Hazard.
4 TM represents Tournament Model.
5 JAT represents Joint Adverse Selection and Tournament Model.

32 ethers, the security incentive constraint is weakened. Moreover, it is not fair to issue

the same reward to the participants who have different stakes, performances and efforts.

As shown in Fig. 4, we list the relationship among the features (i.e., stake, performance

and effort), reward and deposit of a participant. Rationally speaking, the reward should

be issued according to the participant’s stake, performance or effort, which leads to an

effective economic incentive for the participant; the deposit that is submitted to sys-

tem should be greater than the reward and less than the stake. This means that it is

affordable to the participant.

2.1.2 Motivation and Contribution

A sharded blockchain with PoS is a promising framework that allows the participants

to run the transaction-related functions at a lower cost than the PoW-based blockchain.

However, the steep security deposit price is an obstacle to the lower stake participants,

such as the IoT device owners. IoT refers to a wide range of kinds of stuff and technique,

benefits not only the industrial fields but also the individual life experiences, including

smart wearables, smart homes, and smart communities. In this work, any individual or

institute who possesses the IoT devices can be viewed as the ‘validator.’ The diversity

of heterogeneous devices owned by the validators indicates various distribution of stake

and performance. According to [21] and [86], staking the deposit is only a method to
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Figure 5: An overview of the blockchain network with shards.

prohibit illegal behaviors in participating blockchain rather than an extra cost. More-

over, any honest participant will be rewarded accordingly for their efforts in processing

the transaction-related tasks. After exiting the blockchain network, the honest partic-

ipants will get the security deposit returned. Considering both the disadvantage and

advantage of participating in such a blockchain network, we dedicate to studying the

mathematical models of security deposit pricing for these owners with different stake

and performance.

Before designing an incentive scheme in the similar scenario (e.g., Ethereum 2.0),

we analyze the problems that lead to the difficulty in designing an economic incentive

mechanism, from the perspective of the intrinsic characteristics in blockchain. For a

blockchain network with shards, even though there is a beacon chain in charge of the

administrative transactions, the problem of information asymmetry still exists. Owing

to the anonymity of a blockchain network and weak leadership of the beacon chain [82],

the problem mainly manifested in the following aspects: (a) the beacon chain cannot

determine the exact stake value of a single participant. (b) The real performance and

effort exerted by the participant are unknown to others except themselves. Note that

even though the timestamps contained in the work (i.e., block proposal, transaction

or block confirmation) can be used as a metric of performance, they are not accurate
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[87], e.g., the block proposal times are accurate only to within an hour or two in gen-

eral. (c) The stake, performances and efforts are not uniformly distributed among these

heterogeneous nodes.

The blockchain network should set the deposit greatly exceed the reward to regulate

a validator’s behavior [21]. But the validators cannot afford it if the deposit exceeds

the stake in their accounts. In other words, the reward for each participant is the lower

bound of their deposit, while the personal stake is the upper bond. Consequently, the

reward is the key to determine the deposit. One easy way is to set a uniform reward and

deposit for all validators with the same weights [88]. However, designing an adaptive

deposit pricing scheme is challenging in terms of asymmetric information. As the study

of how incentivizing the different parties in the presence of asymmetric information [44],

contract theory is advantageous in mechanism design, benefiting the designer, and ac-

cordingly offering feasible mechanisms for rational game player. However, in practice,

there must be a contract designer able to obtain the prior distribution of participants and

design the contract items to the potential participants, which is against the conventional

blockchain network with a single chain. That is also why contract theory cannot be ap-

plied in such a decentralized and autonomous system. In contrast, a sharded blockchain

network consists of one main chain, one beacon chain, and various committees. With

a weak leadership due to the decentralized architecture, the beacon chain can be the

contract designer and can deploy the contract items among the validators during each

epoch.

In this work, with the consideration of all the above aspects, we utilize the contract

theory [44] to formulate the problems. In particular, contract theory can help overcome

the information asymmetry when designing the mechanisms. As shown in Table 1, con-

tract theory has been widely applied to variety of areas, e.g., Wireless Edge Caching

Networks [45], Fog computing [83], Cognitive Radio Network [84] and Mobile Crowd-

sourcing [85]. Compared with the other research studies regarding the blockchain and

our previous work [51], we consider more sophisticated cases in the blockchain network

with shards. Generally, there is a positive correlation between the performance and effort

of a participant, but the stake has nothing to do with the performance or effort, which
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can be purchased online. When taking stake and effort or all of them into consideration

at the same time, we present two different cases in the following: (a) Stake-oriented

There is a significant difference among the validators’ stakes, but they vary slightly in

performances (or efforts), or in other words, their performances are far better than the

task needs. (b) Effort-oriented There is a significant difference among the validators’

performances (efforts), or in other words, the system values performances (efforts) more

than stakes.

Here we summarize the main contributions of this work in the following.

1. We proposed two joint models based on contract theory, aiming to determine the

participants’ rewards according to their stakes, performances (efforts). Then the

deposits can be specified based on the different rewards. That means, the partici-

pants obtain the different rewards and submit the different deposits, in which the

deposits exceed the rewards. Compared with the mainly emphasized security in-

centive in Ethereum 2.0, the two proposed schemes are able to balance the security

incentive and economic incentive for the beacon chain and the participants.

2. The first joint model is the combination of adverse selection and moral hazard.

The adverse selection is used for distinguishing participants’ stake type, and the

moral hazard is used for determining the performance (or effort) exerted by a

participant of a certain stake type.

3. The second joint model is the combination of tournament and adverse selection,

which is applied to the second case. We utilize tournament, a competition of

performances (or efforts), to distinguish the participants’ capability. Then in a

certain performance (or effort) type, adverse selection can help to determine the

minimum stake threshold for the participants.

4. The simulation results and the related analysis are provided for the both joint

models. We compare the impacts from the results of different key parameters, and

present optimal rewards and security deposits to prove the feasibility and efficacy

of the two models.
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Figure 6: An overview of system model.

2.2 System Model

As shown in Fig. 5, a complete blockchain network with shards consists of a PoW-

based blockchain (main chain), a PoS-based blockchain (beacon chain), a validator pool

and a number of committees. In Proof-of-Stake, the consensus nodes (i.e., IoT devices

or nodes in this work) are known as validators. The main chain is constituted by verified

blocks with all the finalized transactions, the beacon chain contains the administrative

transactions that are associated with all the validators and shards. More details of work

process are included in Fig. 5. The major terminologies are listed in Table 2.

Let the beacon chain with weak leadership be responsible for designing the contracts.

At the beginning of each epoch, even before the first step described in Fig. 5, the

validators will sign the contracts according to their own stake or effort. The optimal

reward and deposit are determined by the contracts based on the previous statistics.

The details of designing and issuing contracts are listed in Fig. 6. Throughout the

work, we set the temporary manager of the beacon chain as the contract designer. We

classify the validators into different types regarding their stake in the blockchain account

to design an adaptive deposit pricing mechanism. We adopt the validator’s completing

task time to evaluate its effort (e.g., voting time on chain [21], [86]).
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Table 2: Terminology [82]

Term Description

Beacon chain
The central proof-of-stake chain that is the
base of the sharding system.

Shard chain
One of the chains on which user transactions
take place and account data is stored.

Validator
A registered participant in the beacon chain.
Anyone can become one by sending ether into
Ethereum 1.0 deposit contract.

Proposer A validator who proposes a new block.

Attestor
A validator who verifies and confirms the
blocks.

Slot
A period during which one proposer creates
a beacon chain block.

Epoch
An aligned span of slots during which all
validators get exactly one chance to make an
attestation.

2.2.1 Validator Model

Definition 1 We classify the validator nodes into different types: type-1, type-2, ...,

type-N. The classification criterion is based on their stake or performance (effort). Let

θi represent the type, and the type θi follows the inequation, which is expressed as

θ1 < θ2 < ... < θN. (1)

In this work, a validator who has more stake or higher performance will be identified

as a higher type, which is set to be an index in Section 2.3 without loss of generality.

The utility function of a validator node is given by

UV = ω(R)− ψ(e)− ξ(s)− ϕ(θ,R, e), (2)

where R represents the reward that should be paid for the validator nodes, e denotes

the efforts made by the validators, ω(·) is the evaluation function of the reward R, ψ(·)

is the cost function of the effort e, ξ(·) is defined to evaluate the lock-up cost. According

to [86] and [21], the penalty for any violation is a validator’s entire deposit, we set ϕ(·)

as the function of expected penalty (i.e., deposit).
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2.2.2 Beacon Chain Model

The utility function of beacon chain is expressed as

UBC = π(q)− µ(R), (3)

where π(·) is the metric functions that evaluate the quality of effort received from a

validator and increasing in the observed quality q, and µ(·) is defined to evaluate the

reward issued to the validator and increasing in the issued reward R. The gap between

the two terms denotes the beacon chain’s utility obtained from the validator. From the

beacon chain’s perspective, it expects to extract the maximized utility by requiring a

higher quality of validator’s effort and offering a lower reward.

2.2.3 Definitions of Contract Theory

Definition 2 Spence-Mirrlees Single-crossing Property For any contract (Ri, ei) with

different type θi, if the utility function of validators satisfies the inequation, which is

given by

∂

∂θ

[
−
∂UV /∂R

∂UV /∂e

]
> 0. (4)

The number of constraints can be effectively reduced [89].

Definition 3 (Individual Rationality) IR means that only when a positive utility as-

signed by the beacon chain, the validator can accept the contract, which is given by

UV (i) ≥ 0, ∀i ∈ {1, . . . , i, . . . ,N} . (5)

The basic idea of IR constraint reduction is that the constraints of all types will hold if

the IR constraint of type-1 can be satisfied.

Definition 4 (Incentive Compatibility) Here are four definitions regarding the IC con-

straints between type-i and type-j:

(a) If ∀j ∈
{
1, . . . , i − 1

}
, the constraints are called Downward Incentive Constraints

(DICs).
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(b) If j = i−1, the constraint is called Local Downward Incentive Constraint (LDIC).

(c) If ∀j ∈
{
i + 1, . . . , N

}
, the constraints are called Upward Incentive Constraints

(UICs).

(d) If j = i+ 1, the constraint is called Local Upward Incentive Constraint (LUIC).

IC refers to that a validator of type-i can only obtain the maximum profit by choosing

their own contract instead of all the others’ contracts. The basic idea of IC constraint

reduction is that if for type-i the LDIC holds, then its all the DICs hold, and the same

as its LUIC and UICs.

2.3 The joint Design of Adverse Selection and Moral Hazard

In this section, we consider the scenario that there is a significant difference among

the validators’ stake values, but they vary relatively little in performance, or in other

words, their performances are far better than that the task needs. So the stake value

will be considered to be the main criterion of rewarding level. However, the stake value

information of a single validator node is unknown to the beacon chain. Assuming that

it can only obtain part of the information about the validator nodes, such as their stake

value distribution and the possible value range.

In a PoS based blockchain network, all the participants can lock their coins (i.e.,

stake) in the network and will be randomly selected as the future block manager. Ac-

cording to [21] and [90], any holder of ether (i.e., the cryptocurrency issued by Ethereum)

in Ethereum 1.0 can participate in Eth2 by submitting the security deposit. For ease

of description, we call the account saving of an ether holder in Ethereum 1.0 as ’stake’.

The main idea of pricing the security deposit is that the price must greatly exceed the

reward issued by network [21]. Our goal is to design an affordable security deposit

without impacting the security incentive. Consequently, an affordable security deposit

should be greater than the validator’s reward, but less than its stake. Moreover, the

reward, security deposit and the voting weight of a validator should be positively asso-

ciated with its stake. Thus, we classify the validators into different types based on their

stake, e.g., θ ∈ {θ1, ..., θi, ..., θN}. A higher-type participant needs to stake a much higher
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deposit to obtain more reward and more significant weight in blockchain, such as voting.

Nevertheless, it will be fined much higher if any violation occurs. What opposite to a

higher-type participant is, the lower one only needs to stake a minor deposit in exchange

for a meager income and far less weight, which hardly impacts the voting results. We

list the main notations of this model in Table 3.

For the different type θi, we set the different fixed salary fi (a reward for one’s

participation) and the different bonus bi (a reward for one’s effort). Intuitively, for

∀θi, i ∈ {1, . . . ,N}, the salaries and bonuses satisfy the inequalities, which is given by

f1 < . . . < fi < . . . < fN and b1 < . . . < bi < . . . < bN. (6)

Thus, the reward R distributed by the beacon chain now is described as a tuple

(fi, bi). The base salary depends on a validator’s type, but the bonus varies in the

validator’s effort. It is difficult to directly measure validators’ efforts. As we known,

an extensively applied metric of the whole blockchain network performance is through-

put(e.g., [88] and [91]), which is the total number of transactions processable within a

second. Thus, we consider that the completion time of a single task (i.e., transaction

verification or voting) can be the metric of a validator’s effort. For a specific validator

belonging to type i, the time Ti of completing the task observed by the system consists

of two parts: actual completing time ti and the network delay ε, we have

Ti =





ti + ε, ε > 0,

ti, ε = 0.
(7)

The whole network delay are assumed to follow a normal distribution [92] with mean

µ and variance σ. A direct connection between effort and time is that making more

effort in the same task will take less time. That is, the exerted effort ei is decreasing in

the actual completing time ti and the observed quality of effort qi is decreasing in the

observed time Ti. Similar to [43], we define a time-related metric function to measure

the effort of a validator and the observed quality of a response, which is expressed as

ei = α1(Tmax − ti)
a1 and qi = α2(Tmax − Ti)

a2 , (8)
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where Tmax is the maximum acceptable response time of the beacon chain, ei,k ≥ qi,k,

α1, α2, a1 and a2 are the pre-defined coefficients and e′(t) < 0, q′(t) < 0. That means, by

virtue of the network delay, the observed task quality is always less than or equals to the

actual effort that is made by the validator node, and the effort level and the response

quality decrease with the increment of time.

With the assumption of risk neutrality, we define an evaluation function ωi,k regard-

ing the base salary fi, bonus bi and effort ei, which derives from the linear incentive

schemes in [93] and [44]. If a validator k of type i signs the corresponding contract

(fi, bi), its evaluation function of total reward is expressed by

ωi,k = θiβ1fi + θiβ2biei,k. (9)

According to the cost model in [93], the cost function is associated with the effort

level and the observation error. In the proposed model, the total cost consists of three

parts: the cost of exerting effort, the cost of staking deposit into blockchain, and the

potential penalty due to the inefficient performance. For given unit effort cost c, and the

maximum acceptable response time Tmax, we define cost functions of the effort, staking

and penalty in the following equations:

ψ(ei,k) = c2(ei,k)
2, (10)

ξ(θi, bi) = θ2i b
2
i + bi, (11)

and ϕ(θi,Ri, ei,k) = ρ(θi,Ri)γ(1− ei,k/Tmax)
2. (12)

Similar to [43] and [44], we set a quadratic cost function with respect to effort level.

The equation in 11 is not the actual lock-up cost (e.g., the lock-up cost function is gener-

ally denoted by an increasing natural exponential function), but an individual evaluation

function with respect to the deposit. Considering the deposit is positively correlated

with the reward, we adopt the bonus instead of deposit to simplify the calculation. This

quadratic function is convex, where
∑

(ξ(θi, bi)) ≤ ξ(θi,
∑
bi). It incurs more cost for

those who intend to collude together. Consequently, the function in 11 is increasing
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in the validator’s type and deposit, which is monotonic just as the actual lock-up cost

function. ρ(θi,Ri) denotes the evaluation function of the deposit that the validator node

should submit to the beacon chain, which is related to the validator nodes’ type and

reward. We also use γ(1− ei,k/Tmax)
2 ∈ (0, 1] to express the failure probability of inef-

ficient performance. Obviously, if validator exerts no effort at all (i.e., ei,k = 0 ), then

Ui,k = −bi,kε− γρ(θi,Ri) < 0.

Therefore, according to the redefined functions (9), (11), (10) and (12), we can

rewrite the utility function (2) of the validator node k, which is given by

UV (i,k) = θiβ1fi + θiβ2biei,k − c2(ei,k)
2 − θ2i b

2
i − bi − ρ(θi,Ri)γ

(
1−

ei,k
Tmax

)2
. (13)

Owing to the features of blockchain, the beacon chain can only obtain limited infor-

mation about the validators. Set λi as the probability of the validator node k belonging

to the certain type-i, where
∑

N

i=1 λi = 1. Assume that there are K validator nodes in

each type, the utility function of beacon chain is expressed as

UBC =
N∑

i=1

λi

( K∑

k=1

π(qi,k)− µ(Ri,k)

)
. (14)

For given fixed salary fi and bonus bi, we have

µ(Ri,k) = Ri,k = fi + biqi,k, (15)

where qi,k is the observed performance of type-i validator k, and biqi,k denotes the reward

for its effort.

2.3.1 Problem Formulation

According to the constraint IR, for any rational validator node with any effort greater

than zero, only when its utility given by the contract is greater than zero can it accept

the contract. So we have

UV (i,k) ≥ 0. (16)

26



The constraint IC can guarantee that the rational validator nodes will sign the

contracts that are designed specifically for their own types. Since the validator nodes

can obtain the greatest utilities only from their own contracts instead of others. We set

UV (i,k)(Ri, ei) as the type-i validator node k’s utility that is obtained from its own type

contract, and set UV (i,k)(Rj , ej) as the utility that is obtained from the type j contract.

Thus, according to the IC constraint, we have

UV (i,k)(Ri) ≥ UV (i,k)(Rj). (17)

Therefore, with the constraints (16) and (17), the optimization problem is expressed

as

max
(fi,bi)

UBC =
N∑

i=1

λi

( K∑

k=1

π(qi,k)− fi − biqi,k

)
, (18)

s.t.

(a) UV (i,k)(Ri) ≥ 0,

(b) UV (i,k)(Ri) ≥ UV (i,k)(Rj).

However, the problem (18) described above is not a convex problem, and thus cannot

be directly solved by the convex optimization tools. We solve this problem by the

proposed method in the subsections.

2.3.2 Optimal Solution of Contract

Since the problem is formulated with the joint moral hazard and adverse selection,

from the perspective of contract theory [44], its optimal solutions will vary under the

different cases. However, in our scenario, the stake value of a validator node is always

unknown to the system. That means there always exists the adverse selection problem,

and there is no probability that only the moral hazard case exists. Thus, we present the

optimal solutions for the joint model (i.e., the joint model of adverse selection and moral

hazard) and adverse selection model, respectively. Moreover, we explain the physical

meaning behind these mathematical models.

For a certain type i, we can easily determine that the utility of a validator is a
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concave function with respect to its effort. Thus, in order to obtain the optimal effort

choice for validator k, we first differentiate the utility function of validators with respect

to e and set it to zero, which is given by

∂UV (i,k)

∂e
= 0. (19)

For ease of analysis and without loss of generality, we conduct the following steps

to simplify the calculation. For the effort ei,k = α1(Tmax − ti,k)
a1 and qi,k = α2(Tmax −

Ti,k)
a2 , we set α1 = α2 = a1 = a2 = 1, since the time is one of the general performance

metric as in [92]. Given the historical performance data and τ(ei) = γ
(
1− ei,k/Tmax

)2
,

we can obtain that τ(ei) ∈ (0, τ(e)], where e represents the lowest level of effort accepted

by system. Then we reduce τ(ei) to a constant τ(e) without impacting the monotonic-

ity and incentive compatibility of all types of validators. According to our previous

analysis of reward, deposit and stake in Fig. 4, deposit (also known as penalty if any

illegal behaviour occurs) should be greater than all the rewards issued by system, where

ρ(θi,Ri) ≥ µ(Ri,k). Therefore, we define ρ(θi,Ri) = κθi(fi + biei,k), where 1 ≤ κ. Fi-

nally, the optimal choice of effort for validator k belonging to type i can be obtained

according to the first derivative, which is given by

e∗i =
θibi
2c2

(β2 − κτ). (20)

Since β2 is a pre-defined parameter, then if β2 = 2c+κτ holds, regardless of the value

of right side. e∗i can be rewritten as e∗i = θibi/c. For a certain type-i, e∗i,k can represent

all the validator nodes’ optimal choice of efforts, so we use e∗i instead. Similarly, if the

type-i validator node signs the contract that is designed for type-j, its optimal effort

choice is expressed as

e∗i,j =
θibj
c
. (21)

From the equation (20), we can reach the conclusion that, the optimal effort choice

e∗i for all types θi is greater than zero, and it will increase with its type θi and bonus bi

and decrease with the cost c. From the validator node’s perspective, it will have more

incentives to respond to the beacon chain to the best of its abilities, if it is identified
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as a higher type and rewarded with a higher bonus [44]. By substituting the effort ei,k

with e∗i , we first rewrite the type-i validator node’s utility function (13) as

UV (i)(Ri) = θi(β1 − κτ)fi − bi. (22)

In the pure adverse selection model, the effort ei for its type will be a fixed value,

i.e, êi, which means that a type-i validator is required to exert e∗j if he signs the type-j

contract rather than the optimal effort e∗i,j . From the equation (22), we can conclude

that this validator can obtain the maximum utility from the joint model which is θi(β1−

κτ)fj − bj . However, the validator’s maximum utility in the pure model is only θi(β1 −

κτ)fj−bj−(θj−θi)
2b2j , which is apparently less than that of the joint model. Therefore,

even if signing the wrong contract, the rational validators are more willing to maximize

their utility by adjusting the efforts. Therefore, we only give the solution of joint model

below.

After solving the moral hazard problem and obtaining the optimal choice of efforts,

we assume that the validators’ performance can be obtained (the performance can be

expressed as a function of fi and bi). However the validator nodes’ stake values are still

unknown to the beacon chain. Here we set the contract as (fi, bi), i.e., the fixed salary

fi and bonus bi. However, from (18) we can see that there are N(N− 1) IC constraints

and N IR constraints in total. Consequently, it is still difficult to solve the problem.

Thus, we will first reduce the constraints by utilizing the definitions that we described

in Section (2.2.3). The monotonicity of fi and bi is predefined, and the monotonicity of

e∗i is explained in the previous analysis (20). So we omit the proof of monotonicity here.

• Reduction of IR Constraints

According to the IC constraints in (18) and the monotonic condition(1), for type

∀i ∈ {1, ...,N}, we can have

UV (i)(fi, bi) ≥ UV (i)(f1, b1) (23)

and UV (i)(f1, b1) ≥ UV (1)(f1, b1). (24)
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Table 3: Main Notations (1)

Symbol Definition

θi Validators’ type

fi Fixed salary

bi Bonus for the type-i validator’s effort

Ti
Observed time of type-i validator completes
the task

ti Actual completing time

ε Network delay

ei The effort exerted by a validator

qi The observable quality of effort

ρ(θi,Ri) The deposit submitted by type-i validators

ωi The evaluation function of reward

ψ The cost function of effort

ξ The cost function of stake

ϕ The penalty function

π The evaluation function of response’ quality

µ Total salary

Obviously, for given (23) and (24), we can come to the conclusion that UV (i)(fi, bi) ≥

UV (1)(f1, b1).

• Reduction of IC Constraints

According to the IC constraints, for given three adjacent types, i.e., type i−1, type i

and type i+1, which follow ∀i ∈
{
2, . . . ,N− 1

}
, we have the following two inequations,

which are expressed as

UV (i+1)(fi+1, bi+1) ≥ UV (i+1)(fi, bi) (25)

and UV (i)(fi, bi) ≥ UV (i)(fi−1, bi−1). (26)

To proceed the reduction of IC constraints, we set two parameters l and r, which

are given by

l = (θi+1 − θi)(β1 − κτ)fi (27)

and r = (θi+1 − θi)(β1 − κτ)fi−1. (28)

Based on the monotonic conditions (1), (6) and the optimal result analysis (20), we

easily have l ≥ r. So we add (27) and (28) to (26), and obtain a new inequation
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UV (i)(fi, bi) + l ≥ UV (i)(fi−1, bi−1) + r, we have

UV (i+1)(fi, bi) ≥ UV (i+1)(fi−1, bi−1). (29)

Based on (25) and (29), we have

UV (i+1)(fi+1, bi+1) ≥ UV (i+1)(fi−1, bi−1), (30)

then repeat the steps (25), (26), (29) and (30), we can obtain the following constraints,

which is given by

UV (i+1)(fi+1, bi+1) ≥ UV (i+1)(fi−1, bi−1)

≥ UV (i+1)(fi−3, bi−3)

≥ ...

≥ UV (i+1)(f2, b2)

≥ UV (1)(f1, b1).

(31)

Similarly, for the type θi−1 and all the contracts which follow ∀i ∈ {2, ...,N}, we can

easily obtain the following inequalities by the same steps above, which is expressed as

UV (i−1)(fi−1, bi−1) ≥ UV (i−1)(fi+1, bi+1)

≥ ...

≥ UV (i−1)(fN, bN).

(32)

Therefore, the proof of (31) indicates that if the LDICs are satisfied, all the DICs also

hold, as well as the LUICs and UICs proved in (32). With the reduced constraints, we

set the profit metric function as π(·) = dθiq
∗
i . If there is no network delay, then qi = ei

holds. The optimization problem can be expressed as

max
(fi,bi)

UBC =
N∑

i=1

λi

[
dθ2i bi
c

− fi −
θib

2
i

c

]
, (33)

s.t.
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(a) UV (i)(fi, bi) = UV (i)(fi−1, bi−1), ∀i ∈ {1, ...,N} ,

(b) UV (1)(f1, b1) = 0.

To solve this problem, we first set ∆j = (θj+1 − θj)fj(β1 − κτ). Based on the N IR

constraints of (33), we add all the equations that is numbered from 1 to i together and

get

UV (i) =
i−1∑

j=1

∆j . (34)

According to the equation (34), we derive an expression for fi, which is given by

fi =
bi +

∑i−1
j=1∆j

θi(β1 − κτ)
, ∀i ∈ {2, ...,N} . (35)

Note that f1 = b1/θ1(β1 − κτ). After substituting (35) into (33), (33) will be con-

verted into a new problem, we differentiate UBC with respect to bi and then get

∂UBC

∂bi
=
dθ2i
c

−
1

θi(β1 − κτ)
−

2θibi
c

. (36)

Next, by differentiating ∂UBC

∂fi
with respect to bi, we have

∂2UBC

∂(bi)2
= −

2θi
c
< 0. (37)

Clearly, we can reach the conclusion that the problem is a convex problem with the result

(37). Therefore, we can get the optimal solution (f∗i , b
∗
i ) by setting the first derivative

as zero, which is expressed as

bi =
dθi
2

−
c

2θ2i (β1 − κτ)
. (38)

The network failure occurs mostly within the information propagation among nodes

and can cause an extra time cost, which is viewed as the network delay in this work for

simplicity.

The network delay of the whole network is assumed to follow a normal distribution

with mean µ and variance σ2 [92]. When we take the network delay into consideration,
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(a) β1 = 1 (b) β1 = 2.5 (c) β1 = 5

Figure 7: The impact of evaluate parameter β1 on the fixed salary fi and bonus bi.

Table 4: Parameter Setting

Parameters Values

Total number of types N = 10
Pre-defined penalty factors κ = 2, τ = 0.01
Pre-defined coefficients d = 5.5, β1 = 5
Unit cost c = 5
Mean of the network delay µ = 1500ms
Variance of the network delay σ = 500ms

i.e., ε > 0. With qi = ei−ε, we can rewrite the optimization problem, which is expressed

as

max
(fi,bi)

UBC =
N∑

i=1

λi[dθi

∫ ∆T

0
(e∗i − t)dF (t;µ)− fi − bi

∫ ∆T

0
(e∗i − t)dF (t;µ)], (39)

where ε ∼ f(t;µ, σ) is a normal distribution, and ∆T is the acceptable tolerant delay

for blockchain network. The optimal solutions to such problem is similar as above. We

present the optimal results of e∗i , fi, and bi in the following subsection.

2.3.3 Simulation Results and Analysis

In this subsection, we present the simulation results and give the analysis for each

illustration with the parameter setting. Then we present the numerical results in the

following steps.

According to the utility function in Section 2.3, we set the different parameters β1

and β2 to evaluate the fixed salary fi and bonus bi. That means, the parameters setting

will affect the fixed salary and bonus. Since β2 = 2c+ κτ , we first keep the parameters

κ, τ fixed and set d = 5.5 and c = 5, and then increase the β1.
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Figure 9: Utilities of validators when sign different contracts.

With x-axis representing the different types of validator nodes, from Fig. 7, we can

see that β1 significantly affects the fixed salary fi, but has slight effect on the bonus bi.

Moreover, the monotonicity shown in Fig. 7 is consistent with our premise (6).

According to the optimal solutions f∗i , b
∗
i and the optimal effort choice e∗i , we observe

that another important parameter that may affect them is the unit cost c. We increase

the cost and try to determine the different impacts on the results. So we first keep the

parameters κ and τ fixed and set d = 3.1, β1 = 5, and then change the value of c.

Finally, from Fig. 8(a), Fig. 8(b) and Fig. 8(c) we can see that the fixed salary, an

optimal effort choice and total reward decrease along with the increasing of c. We do

not list the bonus bi here, since it varies little as the the cost changes, which is similar

to Fig. 7. In fact, even for the fixed salary, the variation is tiny as well.

As shown in Fig. 9, the validators of type-2, type-4, type-6, type-8 and type-10
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Figure 10: Comparison of reward, deposit, stake and the fixed deposit (e.g., 32 ether).

Algorithm 1 Security deposit pricing solution

Require: Number of types: N, the probability of the different type validator: λi, total
number of validators: n, average stake of each type: si, reward issued to validators:
Ri, threshold coefficient: κ, total security deposit in Casper: D;

Ensure: Deposit d∗i ;

1: if
∑

N

1 nλisi ≥ D then

2: for i = 1; i ≤ N; i++ do

3: Set δ = λisi∑
N

j=1 λjsj
;

4: d∗i = min
{
si,max( δD

nλi
, κ · Ri)

}
;

5: end for

6: else

7: end if

signing the different contracts have various utilities. It shows apparently that the val-

idators have the maximum utilities only when choosing the contract designed for their

own, which proves the IC constraint. Besides, all these maximum incentives are positive,

which explains the IR constraint.

At last, Fig. 10 represents the comparison of the proposed scheme and the fixed-

deposit scheme (e.g., Ethereum 2.0). The reward curve is the same as the one marked

with “c = 10” of Fig. 8(c). The stake curve is not obtained from the real data, just from

a simulation in this model. However, it is easy to adopt the real data to a curve of this

model by adjusting the parameters and setting an ”exchange rate”. In Ethereum 2.0,

only the validators whose stakes are greater than 32 ether can afford it and are eligible
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for operation and maintenance within a blockchain. We assume that these validators

belong to the types that are greater than 7 in our model. Obviously, 32-ether blocks out

these validators whose types are less than 7 and lead to their disqualification from the

participation of a blockchain. Not only that, 32-ether cannot ensure an adequate security

incentive for the system against the higher type validators. For a better comparison,

take the type-10 validator as an example, let D1 denote the difference between the

stake and 32 ethers, D2 denote the difference between the proposed deposit and stake,

and D3 denote the difference between the proposed deposit and 32 ether. Thus, it is

clear that due to D2 < D1 and D3 > 0, the proposed model can provide a better

security incentive than that of the fixed-deposit model for the system, which motivates

the validators who possess more stake to behave in a legal way. Additionally, there

is no restriction for the lower type validators. All of them are required to submit an

affordable deposit and obtain reward for their work by signing the contracts. In this

model, reward, deposit and stake of all types always follow the rule that we analyze

before, i.e., reward<deposit<stake. According to [21], security derives from the size of

the penalty, which equals the amount of deposit submitted by validators, not the number

of validators. Thus, we can easily have the relation of deposit’s amount between [21]

and our work as follows:
∑10

i=1 λiDi ≥
∑10

i=7 λiD7, where the left term denotes the total

amount of deposits in our work and the right term represents the size of deposits in

[21] with Di is viewed as the required deposit. Together with the same distribution of

validators, the deposits required in this model exceed Ethereum 2.0, which means the

security is retained rather than being reduced.

An extreme case is that all the potential validators do not have as many as 32-ether

in their accounts. However, if the total number of these potential validators n is far

greater than that of validators in the original committee (e.g., 128 in [94]), the following

inequality may hold, which is given by

N∑

i=1

nλisi ≥ D, (40)

where D is the total amount of security deposit required by one committee. We adopt a

proportional assignment to determine the security deposit dj for each validator, which
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Figure 12: Security deposit pricing when probability of type-6 validators varies.

is expressed as

dj =
λjsj∑
N

i=1 λisi
·

D

nλj
. (41)

With the inequality (40), we can prove that

di ≤ si. (42)

Obviously, any assigned deposit is less than or equal to the stake in the validator’s

account, which indicates such an assignment is feasible.

Additionally, an algorithm (1) is proposed to obtain the optimal deposit. We assume
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Figure 13: The impact of network delay on validators’ rewards and efforts.

the validators are uniformly distributed for ease of analysis, and type-7 validators have

an average stake of 32-ether, so all the lower types cannot afford 32-ether. We further

investigate the security deposit pricing when the total number of validators varies in Fig.

(11). We can see that the security deposit is decreasing in the number of validators.

However, some of the deposit pricing points are not valid. Take type-6 as an example.

It needs to submit up to 120-ether security deposit if the total number is 100. With

the previous assumptions, inequality in (40) and equation in (41), we can easily obtain

the minimum number of validators: 476. Together with the total number, we also have

the security deposit for each validator satisfying the equation: di = si. Moreover, we

also can obtain the upper bound and lower bound of the penalty coefficient: κ = si
Ri

and κ = di
Ri
. According to our contract design, κ is pre-determined. Through the

calculation of boundaries, we can conclude that κ · Ri will be adopt as the security

deposit if κ ∈ [κ, κ]. Consequently, the security deposits charged on the validators

exceed D:
∑

N

i=1 nλiκRi > D. As mentioned in [21], security derives from the security

deposit. Thus, the proposed security deposit pricing can even provide more security.

Apart from the total number of validators, another factor may affect the security

deposit pricing is the probability of validators’ distribution. Take type-6 as an example.

We show the variation of security deposit when the distribution probability of validators

varies in Fig. 12. Note that all the security deposits are zeros if probability is zero.

We can see the security deposit prices (except for the points with probability=0) are

decreasing in the probability of validators’ distribution. For the same probability, more

validators will lead to a lower security deposit prices. Similarly, there exists some invalid

points. Combining with Fig. 11, it assist with determining the feasible probability
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distribution of different type validators.

The following figures show how the network delay impacts incentives and validators’

behaviors. Similar to [92], the system set up a tolerant delay for all the responses. Take

the type-5 reward as an example. We will examine how the reward changes over the

tolerant delay with the different mean values. With the same parameter setting in table

4, Fig. 13(a) shows the bonus for type-5 validators over the tolerant delay. We can

observe that all the bonus values seem to plateau at around 4000ms. More bonuses will

be issued to validators if the blockchain network can accept the longer delay. Moreover,

the solid curve demonstrates that a lower network delay can result in a higher bonus.

However, the maximum values are still lower than that of the no-delay case in Fig. 7(a).

With µ = 1500ms and ∆T = 3000ms, Fig. 13(b) plots the base salary and bonus over

all the validator types. As the type increases, the rewards for each type of validator are

gradually increasing. Similarly, all the rewards are less than that of the no-delay case

in Fig. 7(a). Note that the rewards for type-1 and type-2 are lower than zero. Thus,

some lowest types of validators can be filtered out due to the network delay. Finally,

Fig. 13(c) compares all the effort levels with the different tolerant delay. As is observed,

the effort level increases in types and tolerant delay, which indicates that more efforts

are required to compensate for the loss caused by network delay. Combining with Fig.

13(a), we can figure out that network delay can decrease the bonus, which means the

network delay also acts as a disincentive to effort level.

2.4 The Joint Design of Adverse Selection and Tournament

To take this research one step further, we additionally consider that the network

places more weight on the performance (e.g., a higher quality of task completion con-

tributes more market value for the blockchain network) than on the stake. The perfor-

mance also varies significantly throughout all the validators. In this case, we consider

performance as the main criterion of classification. However, a validator node’s effort

is a hidden action that can be scheduled by itself and is unknown to the beacon chain.

To supplement this, “stake” should be considered as a minor criterion of rewarding. We

further utilize adverse selection to formulate the optimization problem and determine
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Table 5: Monotonicity and Mapping Relation

Term Parameters

Type θK > . . . > θj > . . . > θ1
Effort eK > . . . > ej > . . . > e1
Reciprocal of effort e−1

K
< . . . < e−1

j < . . . < e−1
1

Performance(Time) ∆t1 < . . . < ∆tK+1−j < . . . < ∆tK

the minimum threshold of stake s required from different types of validators.

We assume that the devices’ ability distribution can be acquired through the pre-

screening in the Proof-of-Work context. To reduce the monitoring cost [44] and maintain

the ex-ante effort level, we develop a joint design of adverse selection and tournament to

deal with this intricate problem. The beacon chain, as the contract designer, divides the

time into K intervals, and each interval ∆t is represented by a type θ ∈ {θ1, ..., θi, ..., θK}.

Note that the first interval ∆t1 belongs to the K-th type θK, and the last interval ∆K

belongs to the first type θ1. Assuming that time t is a random variable whose distribution

depends on the reciprocal of effort, i.e., e−1. We can intuitively determine that the more

effort results in the shorter time. That is, for different effort levels i and j, if ei > ej

and e−1
i < e−1

j , then there is a high probability that ti < tj .

For better understanding, we clarify the monotonicity and mapping relation of type,

effort, reciprocal of effort and performance as shown in Table (5).

From Table (5), we can conclude that a validator node wins the j-th place if and

only if its effort is the j-th order and it belongs to type-j of all the orders {1, ...j, ...,K}.

An important point is that the first place of type order denotes the lowest performance

level and the K-th place denotes the highest one. Take θj as an example, the validator’s

effort level is ej and the corresponding time interval is ∆t(K+1−j) rather than ∆tj . We

list the main notations of this model in Table 6.

Given the analysis regarding the performance, effort, stake and reward, it is clear

that the joint model in Section 2.3 does not apply to the scenario that we consider in

this section. The basic rationale of tournament is first to check the performance rank

order, and then to reward the validator according to the orders. Through pre-screening

[95], the beacon chain obtains an ex-ante task completion time distribution. Assume

that the computation power distribution is relatively constant during a certain period,
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Table 6: Main Notations (2)

Symbol Definition

K The total number of types

∆ti
The predefined threshold time interval of
completing task

R1 The reward determined in tournament model

P (rank = j)
The probability of certain effort level is
in the j − th order of all levels

A The coefficient of absolute risk aversion

E
The optimal effort that maximizes
the validator’s utility

p, d, γ
The coefficients evaluating
the observed performance

and the winning probability of a validator is positively associated with its optimal effort

on computing. In other words, a validator can only achieve its expected ranking by

maintaining the ex-ante optimal effort level. This assumption can assist with simplifying

the model design and calculation. In the following sections, we present the tournament

model design, the optimal solution of tournament, the adverse selection model design

and the optimal solution of adverse selection model, respectively.

2.4.1 Tournament Model Design

As we analyze in Table (5), the observed performance order and the type order

are opposite. That is, a validator with longer completion time of task will obtain a

lower reward. Besides, by introducing the adverse selection concept, we first classify

the observable time into different ranks, which simplifies the design of tournament.

According to the utility function (2) described in the system model, we redefine this

function for the validator, which is given by

ω(R1) =
(R1)

p

p
, (43)

where p is the power coefficient and 0 < p < 1, R1 is the reward determined in the

tournament model. In this model, we assume that the reward is a convex function of

effort e. For simplicity, we replace e with the observed performance (time) t, then we
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define R1 = (d/t)γ , where d is a predefined parameter and γ > 1. So we have

ω(
1

t
) =

γdγp(1
t
)γp

γp
. (44)

Then we have the coefficient of absolute risk aversion for the validators, which is

expressed as

A(
1

t
) = −

ω′′

ω′
=

1− γp

1/t
. (45)

When we set γp < 1, as the increase of performance, the risk aversion coefficient de-

creases. In this pure model, the virtual cost of stake and the penalty factor is omitted,

i.e., ξ(s) = 0 and ϕ(θ,R, e) = 0. Finally, we derive the expected utility function U ′
V in

the tournament model, which is expressed as

U ′
V =

K∑

j=1

{
ω(R1,j)P (rank = j)− ψ(ej)

}
, (46)

where P (rank = j) represents the probability that a certain effort level is in the j-th

order of all the levels. It also represents the (K+1− j)-th order of all the time intervals.

Thus, we have the probability distribution function, which is given by

P (rank = j) = P {(K− j)∆t ≤ t ≤ (K+ 1− j)∆t}

=

∫ (K+1−j)∆t

(K−j)∆t

f(t; e−1)dt,

(47)

where f(t; e−1) is the probability density function of time, and e−1 is the expected value

of the distribution.

According to the system model, we set π(·) = ge = g/
∫
tf(t; e−1)dt and µ(R) =

R1, where g is a pre-defined evaluation coefficient. Then the optimization problem is

expressed as

max
(R1,E)

U ′
BC =

g∫
tf(t; e−1)dt

− R1, (48)

s.t.
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(a) E = argmax
e

∫
v(B)f(t; e−1)dt− ψ(e),

(b) ω(R1)
∫
∆t
f(t;E−1)dt− ψ(E) ≥ ū.

where ū is the minimal and acceptable utility of a validator node.

2.4.2 Optimal Solution of Tournament

From the rational standpoint, all the validator nodes try to achieve a certain rank

order in their power, in order to obtain the maximum utilities. In general, we assume

the distribution of the number of task completions per unit of time by validators is in

conformity with the Exponential Distribution, i.e., F (t; e−1) ∼ E(e−1), and set ψ(e) =

c
2(e

2). Therefore, we can get the optimal effort choice for different rank order by taking

the first derivative of the validators’ utility function, which is given by

K∑

j=1

{
∂ω(R1,j)P (rank = j)

∂ej
− ψ′(ej)

}
= 0. (49)

Due to the design of the joint model, the validators belong to the same type will

share the same reward, so we set a step function W (R1,j) =
h1(

1
tK−j+1

)h2

h2
to replace the

evaluation reward function, where h1 = γdγp, h2 = γp and tK−j denotes the starting

point value of time interval ∆tK−j+1. The equation (49) can be given by

h1(
1

tK−j+1)
h2

h2

∂P (rank = j)

∂ej
− cej = 0. (50)

Then we will get all the optimal effort choice e∗j for the different performance of validator

nodes by utilizing mathematical tool, such as Matlab.

2.4.3 Problem of Adverse Selection

Since the different time intervals correspond to the different optimal efforts, suppose

there are K time intervals. The type θ is expressed as

θi = aei, ∀i ∈ {1, ...,K} , (51)

where a is a pre-defined parameter, and ei is the same as e∗i .

43



With the system model under consideration, we present the type-i validator node’s

utility function under the adverse selection model in the following equation,

UV (i) = θiω(Ri)− ηsi − ρ(Ri)Pi(ti ≥ Tmax), (52)

where Ri = R1,i + R2,i, R1,i is determined by the tournament model, R2,i is the reward

determined by the adverse model, η is the virtual unit cost of stake value, si denotes

the average stake value threshold of type-i validator nodes, ρ(·) denotes the penalty

according to the reward, and Pi(t ≥ Tmax) = 1−F (Tmax; e
−1
i ), which is the probability

of submission delay. Based on the contract theory, for ∀i, j ∈ {1, ...,K} and i 6= j, the IR

constraint is: UV (i)(Ri, si) ≥ 0, and the IC constraint is: UV (i)(Ri, si) ≥ UV (i)(Rj , sj).

2.4.4 Utility Function of Beacon Chain

Let λi denote the prior distribution probability of type i. According to all types of

validator nodes, ∀i ∈
{
1, ...,K

}
, the objective of the Beacon Chain is to maximize the

expected utility function. This means higher ranked validator nodes with higher stake

value are more desired. According to the system model, we set π(·) = g1(θi)
z1 +g2(si)

z2 .

With the IR, IC constraints and the monotonicity condition, the optimization problem

is expressed as

max
(Rj ,si)

UBC =
N∑

i=1

λi

(
g1(θi)

z1 + g2(si)
z2 − µRi

)
, (53)

s.t.

(a) UV (i)(Ri, si) ≥ 0,

(b) UV (i)(Ri, si) ≥ UV (i)(Rj , sj),

(c) θ1 < . . . < θi < . . . < θK,

where g1, g2, z1, z2 and µ are pre-defined parameters.
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2.4.5 Optimal Solution of Adverse Selection

In order to solve the problem (53) formulated in Section 2.4.4, we first prove the

monotonicity condition, and then reduce the number of the constraints by showing the

proofs of IC and IR constraints. The details are listed in the following steps.

Lemma 1 (Monotonicity) For any contract (Ri, si), given θi ≥ θj and Ri ≥ Rj, si and

sj will also satisfy the monotonic relation, that is si ≥ sj.

Proof 1 According to the IC constraints of different types of validator nodes, we can

obtain

UV (j)(Rj , sj) ≥ UV (j)(Ri, si). (54)

After transforming the inequation (54), we have

η(si − sj) ≥ (θjω(Ri)− ρ(Ri)Pi)− (θjω(Rj)− ρ(Rj)Pj , (55)

then we set a new function h(Ri) = θjω(Ri)− ρ(Ri)Pi), and take the first derivative of

h(Bi), which is given by

h′(Ri) = θjω
′(Ri)− ρ′(Ri)Pi. (56)

If h′(Ri) > 0, we have θjv
′(Ri) > ρ′(Ri)Pi. Note that the minimum value of θj is

θ1, i.e., j = 1, and the maximum value of Pi is 1. So we set the slope of function ω(·)

and ρ(·) as θ1ω
′ > ρ′. Now the equation (55) is rewritten as

η(si − sj) ≥ h(Ri)− h(Rj). (57)

It is clear that when θ1ω
′ > ρ′, we have h′(Ri) > 0. For given Ri > Rj, we have

h(Ri)− h(Rj) > 0, that means si > sj exists when w2 6= 0. Therefore, we complete the

proof of monotonic relation. �

• Reduction of IR Constraints

The Monotonicity Condition already holds due to the solutions of tournament. Here

the proof is omitted. Since we have proved the reduction of IR and IC constraints in
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Figure 14: The impact of cost c and evaluation parameter h1 on the optimal effort choice
e∗i .

the former section, we only give the brief description toward the proofs in the following

description. The IR constraints of all types will hold if the IR constraint of type 1 can

be satisfied. According to the IC constraints in (53), for type ∀i ∈ {1, ...,K}, we first

have

UV (i)(Ri, si) ≥ UV (i)(R1, s1). (58)

Then based on the monotonicity conditions, we have the inequation, which are ex-

pressed as

UV (i)(R1, s1) ≥ UV (1)(R1, s1) (59)

and UV (i+1)(Ri, si) ≥ UV (i+1)(Ri−1, si−1). (60)

• Reduction of IC Constraints

Consider three adjacent types, i.e., type i − 1, type i and type i + 1, which follow

∀i ∈
{
2, ...,K − 1

}
. According to the IC constraints, then we have two inequalities,

which are expressed as

UV (i+1)(Ri+1, si+1) ≥ UV (i+1)(Ri, si) (61)

and UV (i)(Ri, si) ≥ UV (i)(Ri−1, si−1). (62)

We can easily get (θi+1 − θi)ω(Ri) ≥ (θi+1 − θi)v(Ri−1) by virtue of the monotonic

conditions and add it to (62), and then we have a new inequation. Based on (61) and

(60), we have

UV (i+1)(Ri+1, si+1) ≥ UV (i+1)(Ri−1, si−1). (63)
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The rest of the details are all the same as that of previous Section 2.3.2. With the

reduced constraints, the optimization problem can be expressed as

max
(Rj ,si)

UBC =
N∑

i=1

λi

(
g1(θi)

z1 + g2(Si)
z2 − µRi

)
, (64)

s.t.

(a) UV (1)(R1, s1) = 0,

(b) UV (i)(Ri, si) = UV (i)(Ri−1, si−1),

(c) θ1 < ... < θi < ... < θK.

Based on the K IC constraints of (64), we add all the equations that are numbered

from 1 to i together and get

UV (i) =
i−1∑

j=1

∆j + ρ(R1)P1, (65)

where ∆j = ω(Rj)(θj+1−θj). For simplicity, we set ω(Rj) = Rj = R1,j+R2,j . According

to the equation (52), we derive an expression for si, which is given by

R2,i =
ηsi +

∑i−1
j=1

θi
− R1,j (66)

and R2,1 =
ηs1 + 2R1,1P1 − θ1R1,1

θ1 − 2P1
. (67)

After substituting (66) into (64), (64) will be converted into a new problem, we

differentiate UBC with respect to Si and then get ∂UBC

∂si
= g2z2(si)

z2−1 − η
θi
. Next, by

differentiating ∂UBC

∂Bi
with respect to Bi, we have

∂2UBC

∂(si)2
= g2z2(z2 − 1)(si)

z2−2. (68)

When we set 0 < z2 < 1, we have ∂2UBC

∂(si)2
< 0. Obviously, we can conclude that the

problem is a convex problem. Therefore, we can get the optimal solution (R∗
i , s

∗
i ) by
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Figure 15: The minimum thresholds of stake for all the types.

Figure 16: Two kinds of reward for all the types.

setting the first derivative to zero, we have

s∗i =
( η

g2z2θ1

) 1
z2−1 . (69)

Then the following optimal results can be obtained by standard optimization solvers.

2.4.6 Simulation Results and Numerical Analysis

In this section, we present the simulation results to prove our optimal solutions, and

describe the effect of different parameters on these solutions. According to the optimal

solution of Section 2.4.2, two important parameters h1 and c will affect the reward R1

and effort. So we first set h1 as a fixed value and set h2 = 0.8, and then from Fig. 14(a)

and Fig. 14(b), we see the optimal effort choice e∗i decreases as the cost c increases.

Next, set c as a fixed value (e.g., c = 0.2), from Fig. 14(c), we conclude that the optimal

effort choice e∗i increases with the parameter h1. For the three figures, it is clear that

the optimal effort choices for different types meet the monotonicity condition.
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Figure 17: Utilities of validators when signing the different contracts.

Figure 18: Comparison of reward, deposit, stake and the fixed deposit (e.g., 32 ether)

For the following simulations, we focus on the minimum threshold of stake for dif-

ferent types, the total rewards and the utility of different contracts. The optimal results

in the adverse model are obtained based on the tournament model. We first set a = 30,

and compare the result with the optimal effort curve (i.e., h1 = 2) as shown in Fig.

14(c). So we have the optimal stake results for different types, from Fig. 15, the greater

type, the more stake is required. Fig. 16 shows the variation of the two kinds of rewards

that are determined by the proposed joint model. Both of them, as well as their sum, are

consistent with the monotonicity condition. In order to simplify Fig. 17, we set all the

utility values that are lower than zero to be zero. We can observe that the validators

have the maximum utilities only when choosing the contract designed for their own,

which proves the IC constraint. Besides, all these maximum incentives are positive,

which explains the IR constraint.

At last, the Fig. 18 represents the comparison of the proposed scheme and the

fixed-deposit scheme (e.g., Ethereum 2.0). We adopt the stake curve presented in Fig.
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15 and the reward curve presented in Fig. 16. Without loss of generality, we scale

down the stake to make it accommodate the reward in the joint model. In Ethereum

2.0, only the validators whose stakes are greater than 32 ether can afford it and are

eligible for operation and maintenance within a blockchain. Just like the assumption

that we make in the Section (2.3), 32-ether blocks out those validators whose types are

less than 7 and leads to their disqualification from the participation of a blockchain.

Not only that, 32-ether policy cannot ensure an adequate security incentive for the

system against the higher type validators. Take the type-10 validator as an example,

let D1 denote the difference between the stake and 32 ether, D2 denote the difference

between the proposed deposit and stake, and D3 denote the difference between the

proposed deposit and 32 ether. Thus, it is clear to see that, due to D2 < D1 and

D3 > 0, this model can also provide the better security incentive and economic incentive.

The reward, deposit and stake of all types also follow the rule we analyze before, i.e.,
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reward<deposit<stake. Compared with the joint model in Section (2.3), the stake has

become a criterion of access that is defined by the contracts rather than a constant

identity. That means, the deposit determined in this model may block some cash-

strapped participants. However, this model mainly focuses on an effort-oriented scenario,

unlike the stake-oriented scenario described in Section (2.3), it provides a novel incentive

design to balance the security incentive and economic incentive, and makes a trade-off

between the number and the incentive of participants. Similarly, we set type-7 as the

threshold type of validators, which means only the validators marked with the types

higher than 7 can afford the fixed deposit in Ethereum 2.0. However, the proposed

model allows a wide range of validators to participate in the PoS blockchain. For the

higher-type (i ≥ 7) validators, they need to submit a higher deposit than Ethereum

2.0. The lower-type (i < 7) validators can contribute a minor amount of deposits while

they are prohibited from participating in Ethereum 2.0. Finally, we can reach the same

conclusion as in section 2.3.3, i.e., the security of this model is not decreased compared

to Ethereum 2.0.

Analogously, there also exists an extreme case of this joint scheme. Through the

calculation, if none of the required stakes is greater than 32-ether but
∑

N

i=1 nλisi ≥ D

exists, we can price the security deposit according to the assignment algorithm 1. All

the validators’ locked stake is less than 32-ether, which can be mapped into type-i

(i ∈ {1, · · · , 6}) of the proposed scheme. We set an exchange rate to simplify the cal-

culation, which is type-7 validators’ stake to 32-ether. With the assumption of uniform

distribution of validators, we will first examine the total number of validators’ impact

on security deposit pricing. According to the security incentive in inequality (40) and

the assignment in (41), we have the security deposit for all types of validators in Fig.19.

However, some pricing points are invalid due to the constraint: di ≤ si. Given the prior

probability and stake of validators, we can obtain the minimum number of validators

through the equations in (40) and (42). From Fig. 19, we can intuitively conclude that

all validators’ deposits are decreasing in the total number of validators. More validators

participating can lead to a smaller share for an individual. Fig. 19 also shows that

the security deposit pricing is increasing in the validators’ types, which indicates that
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the assignment is consistent with the monotonicity condition. We also explore how the

probability of a specific type will impact security deposit pricing. Take type-6 validators

as an example. From Fig. 20, we can observe that the security deposits are decreasing

in the probability of validators (except for λ6 = 0). The idea behind these two fig-

ures is similar: the more validators there are, the smaller share there is. Nevertheless,

sometimes there may exist some unfeasible pricing points. We can easily filter out these

points by using the inequality in (40). Consequently, given any stake value, we can de-

termine the minimum number and feasible probability of validators based on the above

two figures.

2.5 Application and Implementation

The proposed work can be applied in any blockchain network with an administrative

party, where the ‘deposit’ can represent any proof or token in the circulation of such a

scenario. To implement the proposed models in a practical blockchain system, we can

consider the following steps. First, as the administrator in the blockchain network, the

beacon chain can obtain the distribution of potential validators’ stake and performance

without any private information and classify them into different types. Based on the

practical scenario, the administrator can determine which joint model is more satisfied.

Second, the administrator starts to design the contract with the historical data and

apply the empirical data into the proposed model, adjusting the system parameters and

coefficients to test the optimal results until they are consistent with practice. Then he

can obtain the feasible system parameters. Next, the beacon chain will broadcast the

contract set to all the potential validators. They will evaluate the utilities provided

by all the contracts by using their specific private information and decide to accept a

particular contract or not. Last, the validators will exert efforts to fulfill their con-

tractual obligations. By observing the performances, the beacon chain will evaluate

the efforts and pay the validators with stipulated rewards. If any violation occurs, the

corresponding validator’s deposit will be slashed entirely.
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2.6 Summary

In this work, we first gave the explanation of security incentive and economic in-

centive, and then analyzed the relationship of the features (i.e., stake, performance and

effort), reward and deposit of a participant. With two complicated scenarios we dis-

cussed before, we proposed two joint models under the contract theory framework to

balance the security incentive and economic incentive. As a result, both the economic

incentive and the security incentive are kept as the same time. Compared with the

mainly emphasized security incentive in Ethereum 2.0, the simulation results exactly

show that the proposed optimal contract-based approach can achieve a better balance

between the security incentive and economic incentive.
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3 Resist Attack using Cyber-insurance Framework

Sharding is a promising solution to achieving scalability within the blockchain net-

work. A sharded blockchain network consists of a beacon chain and several committees

powered by the participants (i.e. validators) through the Proof-of-Stake (PoS) consensus

protocol. Efficient and scalable as it can be, the sharded blockchain based on PoS is

vulnerable to discouragement attack. A discouragement attack occurs when malicious

validators censor messages to discourage validators from participating in the network.

Furthermore, no rate-limiting validator rotation (enter/exit quickly) makes it more chal-

lenging to detect such an attack. In this work, considering the undetermined rotation

and the discouragement attack, we render the beacon chain an intermediary, allowing

the beacon chain to interact with validators and the cyber-insurer, aiming to encourage

the validators’ stable rotation through insurance compensation. Specifically, we utilize

a two-stage hierarchical game-based model to formulate the complicated interactions

under the cyber insurance framework. In the first stage, the beacon chain develops

compensatory strategies according to the insurer’s profile. In the second stage, the

beacon chain designs a series of contracts for validators, including insurance items, com-

pensatory strategies, and rotation requirements. Consequently, the proposed scheme

incentivizes validators to remain online by transferring risk to the cyber insurer and en-

ables the sharded blockchain network to weaken the attack’s impact through validators’

stable rotation. This work presents closed-form solutions for the proposed model, in

which the beacon chain and the cyber insurer can gain maximized profits. The simula-

tions demonstrate the feasibility and superiority of the proposed model.

3.1 Introduction

Blockchain is an ingenious invention of Nakamoto and is described in the remark-

able project [2]. It is a permissionless platform with the characteristics of decentraliza-

tion, tamper-resistance and transparency [1]. With the advent of Bitcoin (BTC) [96],

blockchain technology has acquired significant attention. Ethereum is another world’s

leading programmable project [97] based on the blockchain technology framework [12].
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Unlike Bitcoin, mostly focusing on financial issues, Ethereum aims to be a “World Com-

puter”, which allows everyone to be a developer to write its own code and create new

kinds of applications [12]. A blockchain is constructed by a series of undeniable blocks,

where each block is generated and confirmed by the different parties. These blocks are

connected before and after within one chain. The core technology of coordinating all

the participants across the distributed network is called consensus protocol. The first

practicable consensus protocol in the blockchain framework is known as the Proof of

Work (PoW) [2], in which miners can only win the opportunity of mining block by com-

peting in hash rate against others. In the early development stage of the blockchain,

PoW indeed provides the benefits, such as Denial-of-Service (DoS) attack defense and

Sybil attack defense. The success of Bitcoin [97] has proved this point.

Considering the aggravation of hash rate competition causes a massive waste of

resources, numerous researchers seek new alternatives that serve the same function.

Proof of Stake (PoS) is first proposed in the Bitcoin Forum [69], i.e. the leader selection

relies on the number of stakes rather than the computational resources. That means

the leader selection of PoS follows a relative deterministic way compared with that of

PoW, such as by turns. Moreover, there is no need to issue more rewards to compensate

for energy consumption. As described above, the significant advantages of PoS can

be summarized in three aspects: comparable decentralization, economic saving, and

security [98].

With the extensive research on consensus protocols, more potential attacks are being

studied. Cyber-attacks can take more implicit forms. Vitalik explores a new type of

attack that may disrupt the whole blockchain network, which is called Discouragement

Attack [99]. A discouragement attack means the attackers would act maliciously inside

a consensus mechanism to gradually reduce other validators’ revenue, even at a certain

cost to themselves. The final purpose is to encourage the validators to drop out of the

mechanism. It is worth noting that a discouragement attack is the cheapest way to

corrupt the incentive scheme of a PoS based blockchain. In the best case, attackers

can do this without losing a cent only by censoring the honest nodes and driving their

reward to zero. Consequently, they will encourage rational validators to drop out of the
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system [100].

Recently, Vitalik published a new idea about the validator sharding set update [101],

which prevented the validators from withdrawing. In the previous design, every valida-

tor is able to exit/enter the sharding committees at the end of each round [102]. That

means the malicious validators can perform a large-scale attack without being detected

because the system cannot perform the detection in a short time. A better way is to set

a withdrawal delay, which means the validators must wait in a queue for withdrawing

before being free to exit the committee. In a nutshell, this idea is to make time for

the system to detect the attack and malicious nodes, allowing the system to prevent

the discouragement attack. However, there are still some open questions, i.e. determin-

ing the withdrawal delay for all the validators and selecting the validators in a queue.

Considering the risk introduced by the discouragement attack, the blockchain network

requires an appropriate incentive scheme to encourage the validators to stay online and

neutralize the whole network’s risk.

3.1.1 Related Work

As the core of blockchain technology, the consensus protocol has been the research

priority for blockchain experts. With the advantage of energy-efficient, PoS is increas-

ingly the focus of research attention. Here are some PoS schemes but are not completely

different from the framework of PoW, e.g. Proof of Activity [103], Proof of Burn [104]

and Proof of Luck [105].

The joint efforts from both industry and academia areas make great strides in mov-

ing blockchain technology forward, which brings opportunities and benefits for a wide

range of areas, including finance, business, industry. IBM developed a blockchain plat-

form based on Hyperledger Fabric [106], providing solutions and services for multiple

institutions [107], including financial services, supply chain, manufacturing, media, and

entertainment, retail. The applications of blockchain technology to some hot industrial

areas, e.g. the Internet of Things, also attracted extensive attention, e.g. Atonomi [65],

Chain of Things [66] and IoTeX [108].
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With the decentralized, tamper-resistance nature, the blockchain-mediated applica-

tion presents a vast potential. Choo et al. [109] discuss the ongoing challenges when

applying blockchain in industry, governments, and academia. Guan et al. [110] adopt

the blockchain technology to securely aggregate and store the near-real-time data and

preserve the users’ privacy. Pal et al. [111] design a decentralized and asynchronous

delegation model by using the blockchain technology and demonstrate the feasibility by

using Ethereum private blockchain platform. Liang et al. [112] utilize the blockchain

technology to establish a decentralized storage system, which realizes the dynamic stor-

age and update and fast repair. Yang et al. [113] introduce the blockchain technology

to help protect the topology privacy in Mobile Edge Computing (MEC). Marwa et al.

[114] apply the blockchain to build up a privacy-preserving framework in the smart

power networks.

Although blockchain technology presents various advantages, there still exist scal-

ability and efficiency issues inside. Ethereum 2.0 [115] combines sharding technology

and PoS, focusing on further improving network efficiency in a scalable way. A creative

structure proposed by Ethereum Foundation is the beacon chain, introducing PoS into

Ethereum, where there was only PoW before. All the data structures inside the beacon

chain are akin to the public chain powered by Proof of Work. However, the different

aspect is that the beacon chain is operated by a committee composed of many valida-

tors using Proof-of-Stake consensus. Such a committee is pseudo-randomly assigned to

verify a shard of the current block. As the intermediary between the public chain and

the numerous committees, the beacon chain is responsible for managing administrative

transactions throughout the whole blockchain network with shardings, which include

a registry of validator addresses, the state of each validator, attestations, and links to

shards. The beacon chain can coordinate with the whole network and ensure a smooth

transition between a pure PoW blockchain system to a pure PoS one.

However, the blockchain network deployed with PoS is vulnerable to discouragement

attack, a critical threat to most of the PoS-based blockchains but is less studied. Saito

[100] proposed a solution that can ensure the cost of producing a block fluctuates de-

pending on the degree of support a node receives from the rest of the network. They
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adopted a new workload measurement that is a derivative of the volume of transac-

tion fees gathered from other nodes. Apart from developing a new consensus protocol,

applying cryptography is an alternative. But it is virtually impossible to discriminate

between attackers and honest validators inside a PoS mechanism, especially the attacker

sacrificing short-term profit just looks like a victim. Moreover, relying on consensus de-

velopment and cryptography application to deal with a specific cyber risk is exceptionally

costly to an existing blockchain network.

One of the most effective ways to transfer cyber risk is cyber insurance. The market

for cyber insurance has vitality spurred in recent years, which is expected to reach $5

billion by 2018 and exceed $7.5 billion by 2020 [116]. The market with colossal poten-

tial motivates more and more researchers to investigate it in various network scenarios.

Khalili et al. [95] have explored the interdependent nature of cybersecurity and the

latest Internet measurement for evaluating the security posture. They focus on the

theoretical details more, the other promising works regarding cyber insurance, see, e.g.

[117], [118], and [119]. Their “interdependent nature” idea does an excellent job ex-

plaining the relation between the entities and the networks, which can also apply to the

participants and the blockchain networks. Feng et al. [41], adopt the cyber insurance

tool to neutralize the cyber risk caused by double-spending in the blockchain network

and model the problem as a two-stage Stackelberg game. Lu et al. [120] introduce cyber

insurance to heterogeneous wireless networks (HWNs) and reviews the cyber risks of the

enabling technologies for HWNs. As we discussed above, none of the works consider the

discouragement attack.

3.1.2 Motivation and Contribution

Inspired by the above work, we explore the discouragement attack within the PoS

mechanism in the blockchain networks with shards. We adopt cyber insurance as a risk-

management to mitigate the risk and motivate the validators’ online time (i.e. withdraw

delay [101]). Owing to the anonymity nature and the weak leadership of the beacon

chain, the problems of hidden information and hidden action coexist. Hidden informa-

tion and hidden action are two terms specific to economics. In this work, the validators’
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Figure 21: An overview of the sharded blockchain network with cyber insurance.

type information is the hidden information and their efforts after singing the contracts

are the hidden action. Besides, considering the cyber insurer, the interactions of the

three parties, i.e. cyber insurer, blockchain infrastructure provider, and validators, are

complex and difficult to analyze. There is not an existing model that can be applied di-

rectly to formulate the problem. One practical model to set up a cyber insurance frame-

work is the contract theory [44], which has been extensively studied, e.g. [51], [50], [121]

and [122]. Specifically, we designed a cyber-insurance framework, modeling the interac-

tions between the beacon chain and its underlying validators in [122] but without the

role and effect of cyber-insurer. We did not take the interactions between cyber-insurer

and blockchain into account and just assumed that cyber-insurer could gain nothing

from the insurance, which is less applicable in reality. Therefore, we establish a two-

stage hierarchical game model by combining the Stackelberg game and contract theory,

formulating the complicated interactions among cyber-insurer, blockchain, and valida-

tors, and allowing the cyber-insurer and blockchain to obtain the maximized profits.

First of all, we analyze the discouragement attack model and the expected loss for all

kinds of validators (i.e. malicious, censored, and uncensored). Then, the cyber-insurer

will take the lead in the upper sub-game of Stage I (more details regarding this model

are given in Section 3.3), determining the premium and claim factor. Consider that the

blockchain infrastructure provider follows the leader’s rules and determines a discount

factor for premium.In Stage II, the blockchain infrastructure provider designs a series
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of contracts for participants, determining the contract components based on the attack

model and cyber-insurer’s premium and claim factor. By such a design, the information

asymmetry can be overcome by contract theory [44]. As a result, the validator needs to

pay only a discounted premium but is entitled to cyber insurance compensation. The

cyber insurer needs to pay only a discounted claim but will obtain a full premium. It

is the blockchain to compensate for the premium and claim for the cyber insurer and

validators, respectively.

We summarize the main contributions of this work in the following.

• We utilize cyber insurance as risk-management (i.e. it works as an economic

mechanism) that motivates the validators to be online and reduces their losses

from the discouragement attack. The proposed scheme allows the blockchain to

keep more validators with high online active participation for a required time,

which contributes to the market value and makes time for the developers to detect

discouragement attacks and malicious nodes.

• We propose a hierarchical game model by combing the Stackelberg game and

contract theory together, analyzing the interactions among the cyber-insurer,

blockchain infrastructure provider, and validators, and then formulating the prob-

lems in two stages.

• In the hierarchical game model, the cyber-insurer is the leader in upper Stage

I, determining the premium and claim factor for the validators. Based on the

cyber-insurer’s strategy in Stage I, the blockchain infrastructure provider, as the

follower in lower Stage II, determines the contract items, including discount and

compensation factors. The validators would be given a set of insurance contracts

in Stage II. Thus, we can maximize the cyber insurer and blockchain infrastructure

provider’s profit and determine the online duration for the validators.

• Detailed illustrations are given to show the solving process. Accordingly, we

present the closed-form of the optimal premium, claim, and compensation pa-

rameters obtained through backward induction. With the extensive simulations,

we compare the impacts of different key parameters on the optimal results and
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show the profit differences between the proposed model and the benchmark model,

demonstrating the feasibility and efficacy of the proposed model.

3.2 System Model

This section will introduce the discouragement attack model, the reward distribu-

tion function, the expected loss, and then present the utility models for the validators,

blockchain, and the cyber insurer. The overview of the sharded blockchain with cyber

insurance model can be referred to Fig. 21. We consider the market with one cyber

insurer and one blockchain network. From the incentive perspective, the beacon chain

tries to maximize the participation (i.e. delay and online deposits) of validators to hold

its market value. The malicious ones would like to choose the contract with a small

‘delay’, but they cannot escape from the security review when waiting in the queue.

The honest ones prefer contracts with a longer online time, which means a higher claim

for the potential risk.

The core idea of discouragement attack is long-term censorship on honest partici-

pants, which the attackers conduct through the power of their collusion [99]. As long

as some messages are published for audit, verification, or packaging, the attackers act

illegally inside the PoS consensus mechanism to reduce other validators’ revenue [123].

Fig. 22 depicts a comparison regarding the discouragement attack effects with/without

cyber-insurance. According to the rewarding function in [99], the malicious users ini-

tiate censorship on these honest users to decrease the rewards in phase (1). Then in

phase (2), the honest users realize that the rewards are slashed round after round, even

though they vote honestly. Without enough incentives, these honest users will intend

to drop out of the system in phase (3). Finally, the honest users’ withdrawal enables

the malicious users to launch much more severe attacks, such as the double-spending

attack. However, cyber insurance can guarantee honest users’ rewards by compensating

for their loss in phases (a) and (b). With an unaffected reward, the honest users will

tend to stay in the system for a longer time in phase (c), which forces the malicious one

to drop out of the system due to the increasing cost.
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Figure 22: How does the cyber-insurance work when discouragement attack occurs.

3.2.1 Discouragement Attack Model

Discouragement attack means that the malicious validators are controlled by the

attacker acting illegally inside the consensus mechanism in order to reduce other val-

idators’ revenue. Although it is virtually impossible to censor any transaction on a

blockchain network, censorship can occur when signing the signatures [123]. Take the

sharded blockchain as an example. In [99], there are N validators in a single com-

mittee, sharing a maximum total reward of R in each round. If the total number of

whom signing the messages is M (M ≤ N), then they can earn a reward of R
N

· M
N

because of signing a message. When the attackers collude to stop including messages

from some other validators (not all validators), the censored validators will gain nothing

because their signatures are not included in the finalized results [124]. Following that

M is virtually reduced, both the reward of attackers and non-censored validators de-

creases. Even though the attackers are forced to inflict economic damage to themselves

due to censorship, they still have the incentive to expect long-term profit in the future.

Consequently, the victims realize that their incentive is decreasing and then exit the

blockchain network. A possible, as well as the worst case, is that most honest validators

drop out of the network with all attackers remaining, allowing the attackers to easily

launch the double-spending attack or any other severe attacks on the chain manipulating

the finalized blocks.

To better analyze the attack model, [99] introduces a useful concept called griefing
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factor and a reward distribution function with the bounded griefing factor. The discour-

agement attack can be classified into two types: majority attack and minority attack.

A majority attack means the attacker has a greater power to control a majority of the

validators, while the minority attack is the opposite case. In a majority attack, the

validators can be identified as three types: the malicious validators, the censored val-

idators, and the uncensored validators. In a minority attack, there are only two types

of validators: the malicious validators and the remaining validators. We will explain

the reward distribution and loss function under the majority attack in the following.

Suppose there are N validators in committee I, n̂ malicious validators, k̂ censored val-

idators, N− k̂− n̂ uncensored validators, and the total reward for each round is R. Each

validator contributing to a PoS blockchain’s work earns R/N if no one is malicious. But

if there exist malicious validators, according to Vitalik’s idea [125], we have the reward

distribution function: R(N−k̂)
N2 . Thus, we have the loss function l1 for each censored

validator and the loss function l2 for each uncensored validator, which are expressed as

l1 =
R

N
(70)

and l2 =
R

N
−
R(N − k̂)

N2
=
Rk̂

N2
. (71)

Thus, we have the expected loss function, which is given by

L =

{
k̂

(N − n̂)
l1 +

(N − k̂ − n̂)

(N − n̂)
l2

}
, (72)

where k̂/(N − n̂) denotes the probability of being censored, and (N − k̂ − n̂)/(N − n̂)

denotes the probability of not being censored.

3.2.2 Cyber Insurer Utility Model

This work will first classify all the validators into the different types according to

their activeness. For the validators of type-i, the cyber insurer determines the premium

pi and coverage factor βi. For the cyber insurer, it can get profit from the gap between

the premium and the claim. The premium pi is given by the type-i validators, as well

as the blockchain infrastructure provider. The claim is determined by the loss L and
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the coverage factor βi. Thus, the cyber insurer’s utility obtained from a validator can

be expressed by

Uc,i(pi, βi) = pi − βiL. (73)

3.2.3 Blockchain Utility Model

The blockchain network is decentralized, which means no central trusted party is

dealing with the administrative transaction. However, it is not the same case in a

blockchain network with shards. According to [12], the beacon chain consists of the

dedicated blocks for recording the administrative transactions. The block managers can

be considered to be temporary leaders. Moreover, the contract items and the related

details on execution can be encoded into a smart contract.

The blockchain infrastructure provider acts as a medium between the cyber insurer

and the validators. It follows the cyber insurer’s strategies and determines a series of

compensation strategies (discount factor,compensation factor) for all types validators to

further incentivize their online time di. By such design, the whole blockchain network’s

value can be increased by motivating the validators with higher activeness to stay online

for a longer time. The utility function is given by

Ub,i = Π(θi, di)− αipi −Θ(uβiL), (74)

where Π(·) is an increasing function that is used for calculating the revenue from valida-

tors’ delay di and activeness θi, the second term is the compensatory premium for the

cyber insurer with the discount factor αi, and the last term is the compensatory claim

for the validators with the compensation factor u.

3.2.4 Validator Utility Model

The validators are randomly selected from the validator pool. Thus, there exists

a variety of validators with different activeness. We first classify the validators into

different types: type-1, type-2, . . . , type-i, . . . , type-N. The classification criterion is

based on their history activeness in the blockchain. In order to analyze the activeness

of the different validators without loss of generality, we model the activeness of all the
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validators as the Normal Distribution Â with mean µ and variance σ2. For a certain

range of activeness [ai, ai+1), we model it as a truncated normal distribution Ai, which

is expressed as

Ai(x;µ, σ, ai, ai+1) =
1
σ
φ(x−µ

σ
)

Φ(ai+1−µ
σ

)− Φ(ai−µ
σ

)
, (75)

where the validators whose activeness lies in interval [ai, ai+1) belong to type i. The

activeness âi observed and analyzed by the blockchain infrastructure provider contains

a random noise, which is given by

π(âi,N ) = âi −N , (76)

where N is the network delay, a zero mean Gaussian noise with variance σ′.

All validators have options of not buying a contract, directly buying an insurance

contract from the cyber-insurer, or buying a mixed contract from the blockchain. In-

tuitively, an honest and rational validator tends to buy a contract (either from the

cyber-insurer or blockchain) to prevent monetary loss caused by discouragement at-

tacks. The single contract from the cyber-insurer allows the buyers free to enter and

exit the blockchain network. By contrast, a mixed contract provided by blockchain

can additionally offer a discount factor and a compensation factor in exchange within

a fixed length for the validator being online. For incentive reasons, validators buying

mixed contracts from blockchain is profitable. Even having to stay online for a fixed

duration, the validators’ benefits will be protected by the mixed contract with a lower

cost and a higher claim. We will present and explain the validator’s utility of choosing

contracts of different categories in the following.

A. No Contract

If the validator does not sign any contract, it will bear the total cost of its effort as

well as the potential loss caused by the discouragement attack. Therefore, the type-i

validator’s utility per unit time is

u−i = −c[π(âi)]
2 − L. (77)
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Thus, the expected utility without contract is given by U−

i = E(−c[π(âi)]
2 − L) =

−câ2i + cσ′2 − L. Obviously, due to the potential loss, the validator would choose to do

nothing to lower the total cost. Note that “doing nothing” means the validator will not

do any other activities that the consensus protocol does not require.

B. With Single Contract

If the validator signs the contract with the cyber insurer directly, it can only obtain

the insurance contract (pi, βi), where pi is the premium and βi is the claim factor with

0 ≤ β ≤ 1. Without the compensation factors, the validator receives the profit is given

by

P
−

i = −pi − L+ βiL. (78)

C. With Mixed Contract

This work considers the blockchain infrastructure provider to be an intermediary to

interact with the cyber insurer and the validator, further motivating the validators by

providing the mixed contract with a discount factor and a compensation factor. Thus,

the type-i validators will be provided a series of mixed contracts {[pi, βi], [αi, uβi, di]},

where αi is the discount factor with 0 ≤ α ≤ 1, u is the compensation factor with

0 ≤ u ≤ 1 and di denotes the delay (i.e. the validator’s online time), it means the

validator will receive a discount of the insurance contract through keeping active online.

For a base premium p and a loss L, the validator receives the profit from the mixed

contract (pi, αi, βi, di) is expressed as

P
+
i = −pi + αipi − L+ βiL+ uβiL. (79)

Thus, we have the profit given by the mixed contract is given by f(pi, αi, βi) =

P
+
i − P

−

i = αipi + uβiL, which means the type-i validator needs to pay a premium

pi − αipi instead of pi, and obtains (1 + u)βiL as the claim for the loss.

Intuitively, the validator with a high activeness is desired by the blockchain infras-

tructure provider, since a high activeness contributes to a more value of the network. To

motivate the validators, a high discount factor should come with a high coverage factor,
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which both are offered by the contract. Based on the cyber insure strategy (pi, βi),

the blockchain infrastructure provider determines its own policy. We set αi = g(βi)

for the ease of analysis, with g′(βi) > 0 and g′′(βi) ≤ 0. Then f(pi, αi, βi) can be

rewritten as G(pi, αi) := f(pi, βi, αi). With the pre-defined compensation factor u, let

(pi, βi, αi, di) denote the mixed contract {[pi, βi], [αi, uβi, di]}. Therefore we first have

the utility function per round for the validators, which is given by

u+i = AiG(pi, αi) + γAiπ(âi)− c[π(âi)]
2 − h(di), (80)

where γ is the pre-defined coefficient and the second term γAiπ(âi) denotes the benefit

from the observed activeness that is evaluated by the contract, and h(di) represents

capital lockup cost with the delay di per round, which means the validator would suffer

a loss because its deposit is locked up in the blockchain network and cannot be redeemed

for the period di, which is expressed as

h(di) = d {e0D exp {ǫ0di}} , (81)

where ǫ0 is the annual interest rate with 0 < ǫ0 < 1, e0 is the pre-defined coefficient and

D is the lockup deposit. Thus, we have h(·) is an increasing function of di. The time

for each round is so tiny compared with the online time di, we use the differentiation to

present the discounted value approximately.

3.3 Problem Formulation of The Hierarchical Game

This section will model the interactions of the cyber insurer, blockchain infrastruc-

ture provider, and validators as a hierarchical game, where the interaction between the

cyber insurer and blockchain infrastructure provider is a Stackelberg and the interaction

between the blockchain infrastructure provider and validators is a contract game. As

shown in Fig. 23, Stage I denotes the Stackelberg game, while Stage II represents the

contract game.
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Figure 23: A two-stage hierarchical game model.

3.3.1 Stage I: Stackelberg game formulation

The Stackelberg game includes two sub-games of strategies made by the participants

in the model. Cyber-insurer will determine the premium and claim strategies in the

upper game after considering blockchain’s action. The blockchain infrastructure provider

follows the cyber insurer’s rules and determines the contracts for validators accordingly

in the lower game. The anonymity of the blockchain network makes it more difficult

for the cyber insurer to have accurate knowledge of the validators. The cyber insurer

can only obtain the probability distribution of the validators based on their activeness

history. Let λi denote the probability of the type−i validators with
∑

N

i=1 λi = 1.

According to Section 2, the revenue of cyber insurer obtained from all the types of

validators is Uc =
∑

N

i=1 {uc(pi, βi)}. Thus, the utility function of the cyber insurer in

the leader’s sub-game is expressed as

Uc =

N∑

i=1

λi

{
pi − βiL

}
. (82)

Once acquiring the knowledge of the insurance contract from the cyber insurer, the

blockchain infrastructure provider determines an incentive policy for each type of the

validators in order to gain more market value and resist the discouragement attack

through validators’ rotation. Based on the premium and claim factor, the blockchain

infrastructure provider determines a discount factor for the validators’ premium and a
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compensation factor for the validators’ claim. Thus, we have the utility function for the

blockchain infrastructure provider, which is given by

Ub =
∑

i∈N

λi

{
Π(θi, di)− piαi −Θ(uβiL)

}
, (83)

where Π(·) is the evaluation function of the validators’ delay, the second term piαi is

the discount premium for the validators and Θ(·) is the cost of compensation claim.

3.3.2 Stage II: Contract Model Design

In Stage II, we elaborate the contract theory framework to model the interactions

between the blockchain infrastructure provider and the validators. The blockchain in-

frastructure provider acts as a medium between the cyber insurer and the validators.

Given an insurance contract with the premium and claim factor determined by the cyber

insurer, the validators obtain a series of contracts from the blockchain. To incentivize

the validators and determine the validators’ delay, the blockchain infrastructure provider

designs a set of contracts, including the discount factor, compensation factor, and on-

line requirement. Recall the utility function of validators in Section 80, and we have the

expectation function, which is given by

U+
i = θiG(pi, αi) + γθiâi − câ2i + cσ′2 − h(di), (84)

in which θi represents the expected value of the truncated normal distribution Ai, i.e.

θi = E(Ai). According to the probability density function of the truncated normal

distribution in Section 3.2.4, the type information is expressed as

θi =

∫ ai+1

ai

x 1
σ
φ(x−µ

σ
)

Φ(ai+1−µ
σ

)− Φ(ai−µ
σ

)
dx. (85)

In the utility function in (84), the optimal activeness for a validator of type-i within

the contract can be obtained by a∗i := argmax
{
θiG(pi, αi) + γθiâi − câ2i + cσ′2 − h(di)

}
.

Then we solve this problem by setting its first derivative condition as zero, which is ex-

pressed as
∂U+

i

∂âi
= 0. Given â∗i =

γθi
2c , it is easy to enable optimal activeness to approach

the expected value or a higher one through setting γ. Thus, we rewrite the utility
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function in (84) by substituting â∗i =
γθi
2c , which is expressed as

U+
i = θiG(pi, αi) +

γ2θ2i
4c

+ cσ′2 − h(di). (86)

We will prove the feasibility of the contract by introducing the constraints of Indi-

vidual Rationality (IR) and Incentive Compatibility (IC). Individual Rationality (IR)

and Incentive Compatibility (IC) are two significant constraints of the contract theory

[44], which enable the rational validators to select the specific contract that is designed

for their own types rather than others.

Definition 5 Individual Rationality (IR). IR means that a rational type-i (∀i ∈ {1, . . . ,N})

validator will accept a contract only when the utility provided by the contract is not less

than that of no-contract case, i.e.,

U+
i (pi, βi, αi, di) = θiG(pi, αi) +

γ2θ2i
4c

+ cσ′2 − h(di) ≥ U−

i (0, 0, 0, 0), (87)

where U−

i (0, 0, 0, 0) denotes the utility function without the contract.

Definition 6 Incentive Compatibility (IC). IC means that a type-i validator can only

obtain the maximum profit by choosing the contract (pi, βi, αi, di) rather than all the

other contracts (pj , βj , αj , dj) (∀i, j, i 6= j), i.e.,

U+
i (pi, βi, αi, di) ≥ U+

i (pj , βj , αj , dj). (88)

A contract is considered to be feasible only when these two constraints are satis-

fied. The contract designer can only maximize its profit with IR and IC constraints.

Therefore, the problem of the contract model can be expressed as

max
(pi,βi,αi,di)

Ub =
∑

i∈N

λi

{
Π(θi, di)− piαi −Θ(uβiL)

}
, (89)

s.t.

(22a) U+
i (pi, βi, αi, di) ≥ U−

i (0, 0, 0, 0),

(22b) U+
i (pi, βi, αi, di) ≥ U+

i (pj , βj , αj , dj),

(22c) θ1 < θ2 < · · · < θN,
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Figure 24: An overview of problem formulation and solution.

wherein (22a) and (22b) are the IR and IC constraints, respectively, and (22c) is the

monotonicity condition. Obviously, the problem (89) is not a convex problem and cannot

be solved directly. Thus, we transform this problem by reducing the constraints in the

following.

3.4 Optimal Solution for the Hierarchical Game

In this section, we apply backward induction to solve the problems. That means

we will first solve Stage II’s problem by assuming that the solution of Stage I is given.

Then we finally obtain all the solutions by substituting them to the problems in Stage

I. As shown in Fig. 24, in Stage II, given the premium# and claim factor# (‘#’ means

that the parameters are assumed to be known in Stage II), we can obtain the optimal

discount factor and online time by reducing the IR and IC constraints under the contract

framework. Then in Stage I, after substituting the parameters obtained in Stage II

into the objective function, we finally are able to get the optimal premium∗ and claim

factor∗ (‘*’ means that the parameters are the final optimal solutions). The algorithms

for solving the problems are presented in Algorithm 1 and Algorithm 2.

3.4.1 Stage II: Contract Theory Model

In this sub-section, we reduce the numbers of IC and IR constraints according to

the contract theory framework [44] and then obtain a new optimal problem with the

reduced constraints.

Lemma 2 (Reduction of IR) For all the types, ∀i ∈ {1, . . . ,N}, if we have θ1 < θ2 <

· · · < θN, then the IR constraint of type-i holds only when the constraint of the lowest
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type validator is satisfied.

Proof 2 According to the IR constraint U+
i (pi, βi, αi, di) ≥ U−

i (0, 0, 0, 0), for type-1

validators, we have

U+
1 (p1, β1, α1, d1) ≥ U−

1 (0, 0, 0, 0). (90)

According to the IC constraint U+
i (pi, βi, αi, di) ≥ U+

i (pj , βj , αj , dj) and θi > θ1, we

have

U+
i (pi, βi, αi, di) ≥ U+

i (p1, β1, α1, d1) and U+
i (p1, β1, α1, d1) ≥ U+

1 (p1, β1, α1, d1).

(91)

Obviously, for given (90) and (91), we can come to the conclusion that U+
i (pi, βi, αi, di) ≥

U−

1 (0, 0, 0, 0). Thus, we complete this proof. �

Lemma 3 (Monotonicity) For any contract (pi, βi, αi, di),pi ≥ pj, βi ≥ βj, αi ≥ αj and

di ≥ dj if and only if θi ≥ θj.

Proof 3 For ease of expression, we use G(βi) instead in the following proofs. According

to the IC constraint U+
i (pi, βi, αi, di) ≥ U+

i (pj , βj , αj , dj), we can obtain the following

inequalities,

θiG(βi) +
γ2θ2i
4c

+ cσ′2 − h(di) ≥ θiG(βj) +
γ2θ2i
4c

+ cσ′2 − h(dj) (92)

and θjG(βj) +
γ2θ2j
4c

+ cσ′2 − h(dj) ≥ θjG(βi) +
γ2θ2j
4c

+ cσ′2 − h(di). (93)

Then, we can obtain a new inequation by adding (92) and (93) together, which is given

by

(θi − θj)[G(βi)−G(βj)] ≥ 0. (94)

(a) Sufficiency If θi > θj, we can get G(βi)−G(βj) ≥ 0 by deriving from (94). As

G′(βi) > 0, we can conclude that βi > βj. So the sufficiency condition is proved.

(b) Necessity The inequation in (94) can be transformed and rewritten as

θi[G(βi)−G(βj)] ≥ θj [G(βi)−G(βj)], (95)
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where G′(βi) > 0 and βi > βj. We have G(βi) − G(βj) > 0 and conclude that θi > θj

easily. �

Proposition 1 For all the contracts (pi, βi, αi, di) (∀i ∈ {1, . . . ,N}), we have di ≥ dj,

if and only if βi ≥ βj.

Subproof 1 According to the IC constraint expressed in (93), we have

h(di)− h(dj) ≥ θj [G(βi)−G(βj)]. (96)

(a) Sufficiency If βi ≥ βj, we can conclude that G(βi)−G(βj) > 0 due to G′(βi) >

0. Then, we h(di)− h(dj) > 0 and h(di) > h(dj). Since h′(di) > 0, then di > dj.

(b) Necessity We have the following inequation according to the IC constraint

expressed in (92), which is given by

θi[G(βi)−G(βj)] ≥ h(di)− h(dj). (97)

If di ≥ dj, we have h(di) − h(dj) > 0 due to h′(di) > 0, which implies θi[G(βi) −

G(βj)] > 0. Since G′(βi) > 0, then we easily have βi > βj. The proof is completed. �

Lemma 3 indicates that in such a feasible contract, the validators who keep active

online for a longer time will gain a higher discount factor and coverage factor.

Lemma 4 (Reduction of IC) There are four definitions regarding the IC constraints

between type-i and type-j (∀i 6= j):

(a) If ∀j ∈
{
1, 2, . . . , i−1

}
, the constraints are called Downward Incentive Constraints

(DICs).

(b) If j = i−1, the constraint is called Local Downward Incentive Constraint (LDIC).

(c) If ∀j ∈
{
i + 1, . . . , N

}
, the constraints are called Upward Incentive Constraints

(UICs).

(d) If j = i+ 1, the constraint is called Local Upward Incentive Constraint (LUIC).
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With the monotonicity conditions θ1 < θ2 < · · · < θN, the DICs can be reduced as

LDICs, i.e. U+
i (pi, βi, αi, di) ≥ U+

i (pi−1, βi−1, αi−1, di−1) and the UICs can be reduced

as the LUICs, i.e. U+
i (pi, βi, αi, di) ≥ U+

i (pi+1, βi+1, αi+1, di+1).

Proof 4 All of the validators are classified into different types, and there exists the IC

constraint between any two types. As a result, there are too many IC constraints in total,

which will increase the difficulty of computation. Here we will prove that all of the IC

constraints can be reduced as LDICs. Consider three adjacent types, i.e. type i− 1, type

i and type i+1, which follows ∀i ∈
{
1, . . . , N − 1

}
. According to the IC constraints, we

revise this inequation U+
i (pi, βi, αi, di) ≥ U+

i (pj , βj , αj , dj) and then have the following

two inequations,

U+
i (pi, βi, αi, di) ≥ U+

i+1(pi, βi, αi, di) (98)

and U+
i (pi, βi, αi, di) ≥ U+

i (pi−1, βi−1, αi−1, di−1). (99)

According to the monotonicity condition θi+1 > θi and βi ≥ βi−1, we have the

inequation, which is expressed as

(θi+1 − θi)G(βi) ≥ (θi+1 − θi)G(βi−1). (100)

Then we transform the inequation (100) to the following one, which is expressed as

θi+1G(βi) +
γθ2i+1

4c
− θiG(βi)−

γθ2i
4c

≥ θi+1G(βi−1) +
γθ2i+1

4c
−θiG(βi−1)−

γθ2i
4c

.

(101)

To proceed the reduction of IC constraints, we add (100) to the inequation (101), and

obtain a new inequation i.e.,

U+
i+1(pi, βi, αi, di) ≥ U+

i+1(pi−1, βi−1, αi−1, di−1). (102)

Combine the inequation (98) and (102), we can easily get the following inequalities,

which are expressed as

U+
i (pi, βi, αi, di) ≥ U+

i+1(pi, βi, αi, di) (103)
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and U+
i+1(pi, βi, αi, di) ≥ U+

i+1(pi−1, βi−1, αi−1, di−1). (104)

Repeat the steps described above, we can obtain the following constraints, which are given

by

U+
i+1(pi+1, βi+1, αi+1, di+1) ≥ U+

i+1(βi−1, di−1) ≥ U+
i+1(pi−3, βi−3, αi−3, di−3)

≥ · · ·

≥ U+
i+1(p1, β1, α1, d1) ≥ U+

1 (p1, β1, α1, d1).

(105)

Similarly, for the type θi−1 and all the contracts which follow ∀i ∈ {2, . . . ,N}, we can

easily obtain the following inequation by the same steps above, which is expressed as

U+
i−1(pi−1, βi−1, αi−1, di−1) ≥ U+

i−1(pi+1, βi+1, αi+1, di+1)

≥ · · ·

≥ U+
i−1(pN, βN, αN, dN).

(106)

Therefore, we present the proof that if the LDICs are satisfied, all the DICs also

hold, as well as the LUICs and UICs proved in (106). �

From lemma 4, we can conclude that Nash Equilibrium always exists. If an optimal

contract portfolio Ωi = {pi, αi, βi, di} forms an Nash Equilibrium, for type-i validator

and the other alternative contract portfolios Ω−i, we must have

U+
i (Ωi) ≥ U+

i (Ω−i), (107)

which can be derived from lemma 4. We will also demonstrate this conclusion through

the simulation in section 3.5.

To solve the new optimization problem defined in (89), we first reduce the IC con-

straints for all the types of contracts (∀i,∈ {2, . . . ,N}) by setting U+
i (pi, βi, αi, di) =

U+
i (pi−1, βi−1, αi−1, di−1), which is given by

θiG(pi, αi) +
γ2θ2i
4c

+ cσ′2 − h(di) = θiG(pi−1, αi−1) +
γ2θ2i−1

4c
+ cσ′2 − h(di−1).

(108)
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Algorithm 2 Optimal Solution to the problem in Stage II

Require: The premium from Stage I: p̂, the claim factor from the Stage I: β̂, the
historical statistical distribution of the validators’ activeness: A, the number of
types: N, the probability of the different type validator: λ, and the loss: L;

Ensure: The discount factor α̂ and the online time d̂ for all the validators;
1: //Reduction of IC constraints;
2: for i = N; i ≥ 2; i−− do

3: Set U+
i (p̂i, β̂i, αi, di) = U+

i (p̂i−1, β̂i−1, αi−1, di−1);

4: Set ψi = U+
i (p̂i, β̂i, αi, di)− U+

i (p̂i−1, β̂i−1, αi−1, di−1);
5: end for

6: //Reduction of IR constraints;
7: Set U+

1 (p̂1, β̂1, α1, d1) = U−

1 (0, 0, 0, 0);

8: Set ψ1 = U+
1 (p̂1, β̂1, α1, d1)− U−

1 (0, 0, 0, 0);
9: //Add all reduced IC constraints and IR constraint together;

10: for i = N; i ≥ 1; i−− do

11: Set Ψi = ψi;
12: for j = i− 1; j ≥ 1; j −− do

13: Ψi = Ψi + ψj ;
14: end for

15: end for

16: for i = N; i ≥ 1; i−− do

17: Obtain di from Ψi = 0;
18: Substitute di into the problem: max

(p̂i,β̂i,αi,di)
Ub,i = Π(θi, di)− piαi −Θ(µβiL);

19: Compute α̂i = argmaxUb,i(αi) = e1

{
p̂i[e2e1θi(1−η)−e1(1−η)]

L(e3θ
ǫ3
i µ−e2θi)

} 1−η
η

;

20: Compute d̂i =
1
ǫ0
log

{
θiG(α̂i)−

∑i−1
j=1 ∆j+

γ2θ21
4c

+L

e0ǫ0D

}
;

21: end for

For the type-1 utility function, we reduce the IR constraint by setting U+
i (pi, βi, αi, di) =

U−

i (0, 0, 0, 0)and have

θ1G(p1, α1) +
γ2θ21
4c

+ cσ′2 − h(d1) = −câ21 + cσ′2 − L. (109)

Then we add all the IC constraints and obtain

θiGi = (θi − θi−1)Gi−1 + · · ·+ θ2G1 + cσ′2 − h(d1), (110)

where Gi denotes G(pi, αi). Then, we add the reduced IR constraint of type-1 in (109)

to (110) and have

θiG(pi, αi)− h(di) =
i−1∑

j=1

∆j −
γ2θ21
4c

− L, (111)
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where ∆j = (θj+1 − θj)G(pj , αj). Without loss of generality, we set αi = g(βi) =

e1β
(1−η)
i , Π(θi, di) = e2h(di) + e2θ

ǫ2
i and Θ(uβiL) = e3θ

ǫ3
i uβiL, where e1, e2 and e3 are

the evaluation factors, and ǫ1 > 0, ǫ2 > 0, ǫ3 > 0 and 0 < η < 1 are the pre-defined

coefficients. Therefore, we rewrite the objective function of the blockchain, which is

expressed as

max
(pi,βi,αi,di)

Ub =
∑

i∈N

λi

{
e2h(di) + e2θ

ǫ2
i − piαi − e3θ

ǫ3
i uβiL)

}
. (112)

Based on (111), we have

h(di) = θiG(pi, αi)−
i−1∑

j=1

∆j +
γ2θ21
4c

+ L, (113)

and rewrite the objective function (112) by substituting (113), i.e.,

max
(pi,βi,αi,di)

Ub =
∑

i∈N

λi

{
e2[θiG(pi, αi)−

i−1∑

j=1

∆j +
γ2θ21
4c

+ L]

+ e2θ
ǫ2
i − piαi −

e3

e
1

(1−η)

1

θǫ3i uα
1

(1−η)

i L)

}
.

(114)

Therefore, we have the first derivative of αi, and then obtain the result by differen-

tiating ∂Ub(i)
∂αi

with respect to αi, which are given by

∂Ub(i)

∂αi
=

e2θiuL

(1− η)e
1

1−η

i

α
η

1−η

i + pie2θi − pi −
e3θ

ǫ3
i uL

(1− η)e
1

1−η

1

α
η

1−η

i (115)

and
∂2Ub(i)

∂α2
i

= −
ηuL(e3θ

ǫ3 − e2θi)

(1− η)2e
( 1
1−η

)

1

α
2η−1
1−η

i . (116)

Obviously, we have ∂2Ub(i)
∂β2

i

< 0 by setting e3θ
ǫ3
i > e2θi and come to the conclusion

that (112) is a concave function. Finally, given the premium pi determined by Stage I,

we derive the optimal solution α∗
i of the contract model by setting ∂Ub(i)

∂αi
= 0. We have

α̂i := e1

{
pi[e2e1θi(1− η)− e1(1− η)]

uL(e3θ
ǫ3
i − e2θi)

} 1−η
η

. (117)
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Algorithm 3 Optimal Solution to the problem in Stage I

Require: The discount factor α̂, online time d̂ that are obtained from Stage II, the

historical statistical distribution of the validators’ activeness: A, the number of

types: N, the probability of the different type validator: λ, and the loss: L;

Ensure: The Optimal premium: p∗, claim factor: β∗, discount factor: α∗, and online

time: d∗ for all the validators;

1: for i = N; i ≥ 1; i−− do

2: Transfer βi from α̂i: βi =

{
pi[e2e1θi(1−η)−e1(1−η)]

L(e3θ
ǫ3
i u−e2θi)

} 1
η

;

3: Substitute βi into the problem: Uc,i = pi − βiL;

4: Compute p∗i = argmaxUc,i(pi);

5: Compute β∗i =

{
p∗i [e2e1θi(1−η)−e1(1−η)]

L(e3θ
ǫ3
i u−e2θi)

} 1
η

;

6: Compute α∗
i = e1β

∗
i
(1−η);

7: Compute d∗i =
1
ǫ0
log

{
θiG(α∗

i )−
∑i−1

j=1 ∆j+
γ2θ21
4c

+L

e0ǫ0D

}
;

8: end for

According to equation (81) and (111), then we obtain the optimal online time, which is

given by d̂i :=
1
ǫ0
log

{
θiG(pi,βi)−

∑i−1
j=1 ∆j+

γ2θ21
4c

+L

e0ǫ0D

}
.

3.4.2 Stage I: Stackelberg Game Model

Recall αi = g(βi), then we obtain the optimal claim factor and pi, which are given

by

β̂i :=

{
pi[e2e1θi(1− η)− e1(1− η)]

uL(e3θ
ǫ3
i − e2θi)

} 1
η

(118)

and pi =
uL(e3θ

ǫ3
i − e2θi)

[e2e1θi(1− η)− e1(1− η)]
βηi . (119)

Substituting (119) into (82), we obtain a new utility function of the cyber insurer

and take the first derivative of βi, which are expressed as

Uc =
∑

i∈N

λi

{
L(e3θ

ǫ3
i u− e2θi)

[e2e1θi(1− η)− e1(1− η)]
βηi − (1− u)βiL

}
. (120)

and
∂Uc(i)

∂βi
=

Lη(e3θ
ǫ3
i u− e2θi)

[e2e1θi(1− η)− e1(1− η)]
βη−1
i − (1− u)L. (121)

By differentiating ∂Uc(i)
∂βi

with respect to βi, we have ∂2Uc(i)
∂β2

i

=
Lη(η−1)(e3θ

ǫ3
i u−e2θi)

[e2e1θi(1−η)−e1(1−η)]β
η−2
i .
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Figure 25: Probability density of the truncated normal distribution and the normal dis-
tribution.

Figure 26: The expected activeness for each type validators.

Obviously, we have ∂2Uc(i)
∂β2

i

< with 0 < η < 1. Thus, we can obtain the optimal price of

the claim factor by setting ∂Uc(i)
∂βi

= 0, i.e.,

β∗i =

{
η(e3θ

ǫ3
i u− e2θiu)

[e2e1θi(1− η)− e1(1− η)]

} 1
1−η

. (122)

Finally, we have the optimal price of premium, which is expressed as

p∗i = LF
1

1−η (η)
η

1−η , (123)

where F =
(e3θ

ǫ3
i u−e2θiu)

[e2e1θi(1−η)−e1(1−η)] .

3.5 Simulation Results and Numerical Analysis

In this section, we first illustrate the distribution of activeness, present the expected

value for each type of validator, and then evaluate the impact of the blockchain in-

frastructure provider decision on the premium and claim factor. Finally, we show the
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(a) Claim Factor βi when η

varies.
(b) Claim Factor βi when e2
varies.

(c) Premium pi when η varies

(d) The revenue of cyber insurer
when compensation factor varies.

(e) The premium of cyber insur-
ance when the loss varies.

(f) The revenue of cyber insurer
when the loss varies.

Figure 27: The impacts of different parameters on the cyber insurer’s decision and rev-
enue.

utilities of the validators, the profit of the blockchain infrastructure provider, and the

cyber insurer’s revenue.

In the initial phase, we consider the activeness of the whole validators to be a Normal

Distribution with µ = 50 and σ = 10. In our design, the metric of activeness is uni-

formly classified into ten intervals, i.e. each interval denotes a single type of validators.

When considering the types separately, the probability density function for each type of

activeness is modeled as the Truncated Normal Distribution with the same parameters

µ = 50, σ = 10. As shown in Fig. 25, we plot the probability density function (pdf) of

truncated normal distribution (i.e. red dot line) according to the pdf of normal distribu-

tion (i.e. solid blue line). When only considering a certain type i and its corresponding

activeness scope (ai, ai+1], our plotting result shows that the probability density has

been shifted to a higher value. The reason is that the definite integral on the interval

(ai, ai+1] is one while the other elements outside this interval are set to be zero. The

probability density change also increases the expected value to a value higher than that

of the original normal distribution.

For type i that fits the truncated normal distribution Ai(µ, σ, ai, ai+1), we present

the expected value θi with different σ in Fig. 26. We can see that the expected value

increases along with the σ decreases in the first five types, but in the last five types,
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(a) Discount factor (b) Discount factor (c) Optimal delay

(d) Profit gained by validators
when the compensation factor
varies.

(e) Profit gained by validators
when the loss varies.

(f) Blockchain’s utility when the
loss varies.

Figure 28: The impacts of different parameters on blockchain’s strategies and profits.
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Figure 29: The comparison with the single contract, and how the utility varies when
signing different contracts.

the case is completely opposite. For further analysis, we set µ = 50, σ = 10, e1 = 0.5,

e3 = 10 and ǫ3 = 1.3. For the discouragement attack assumption, we set N = 1000,

n̂ = 100, k = 100 and R = 1000 for the analysis of the parameters. We list the main

parameters in Table 7.

According to the Stackelberg game principle, the cyber insurer’s optimal claim and

premium strategies depend on the decisions made by the lower sub-game. We next

study the impact of blockchain infrastructure provider’s decisions. According to the

utility function in (114), the blockchain infrastructure provider identifies the weight for

each item by using the evaluation parameters, i.e. e1, e2, e3, η and u. According to

the closed-form of the optimal solution in (122), it is easy to conclude that the optimal
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Table 7: Parameter Setting

Parameters Values

Mean of validators distribution µ = 50
Variance of validators distribution σ = 10
Number of types n = 10
Number of committee members N = 1000
Number of malicious validators n̂ = 100
Total reward for each round R = 1000
Evaluation parameter (1) e0 = 100
Evaluation parameter (2) e1 = 0.5
Evaluation parameter (3) e2 = 1
Evaluation parameter (4) e3 = 10
Annual interest rate ǫ0 = 0.135
Pre-defined coefficients η = 0.1, 0.2, 0.3
Number of censored validators k = 100, 300, 500, 700
Compensation factor u = 0.1, 0.2, 0.3
Deposit D = 8500

solution β∗i increases along with e3 and u increase but decreases as e2 and e1 grow.

From Fig. 27(a) and Fig. 27(c), we can observe that the claim factor increases when

η grows but decreases along with the e2 grows, where η is applied to define the discount

factor αi. However, the claim factor is a parameter that denotes the claim ratio, which

should be less than one. Similar to the previous two sub-figures, the revenue of cyber-

insurer also increases as the η grows. Fig. 27(a) only illustrates the growing trend of

βi, wherein βi ≥ 1 cannot be adopted in a real scenario. Thus, we set η = 0.1 in the

following simulations. From Fig. 27(d), we observe that the compensation factor that

the blockchain infrastructure provider determines can also impact the cyber insurer’s

revenue. The claim should also be given consideration since βi ≥ 1 when u > 0.1, which

is not valid. We examine the impact by limiting u ≤ 0.1. Fig. 27(d) illustrates that a

higher compensation factor u would lead to a higher cyber insurer’s revenue.

The discouragement attack can be classified into two types: majority attack and

minority attack. A majority attack means the attacker has a greater power to control a

majority of the validators, while the minority attack is the opposite case. Thus, we set

N = 1000 validators in total and n̂ = 100 malicious validators, and let k = 100, k = 300

denote the minority attack and k = 500, k = 700 denote the majority attack. Recall

the expected loss function in (72), and we can conclude that the expected loss for each
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validator will be increased when the censored validators grow in number, which finally

approaches its reward per round R/N . Given e2 = 1 and η = 0.1, we have the growing

premium and revenue when increasing the loss, as shown in Fig. 27(e). Besides, Fig.

27(f) also shows that a higher loss brings a higher revenue for the cyber insurer. A

positive correlation of the loss, premium, and revenue satisfy the cyber insurer’s benefit

requirement.

Based on the optimal solutions of cyber insurer, we next investigate the impact of

different parameters and loss on the contract (αi, di) individually. In Fig. 28(a) and Fig.

28(b), we set e3 = 1.5 and figure out that, the discount factors αi of all the contracts

increase in terms of η and the compensation factor u. If the metric unit of delay is

‘one day’, then we set T = 365. According to [115], the deposit is 32 ETH (i.e. around

8,500$). Thus, we set e0ǫ0 = 13.5 and D = 8, 500 to observe the optimal delay. From

Fig. 28(c), we can conclude that η and u have the same impact on the optimal delay,

i.e. a higher η and a higher u result in a higher optimal delay. Vitalik suggests “1-3

months to rotate the entire validator set” in [101], and the setting in Fig. 28(c) exactly

satisfies the statement.

We can also examine the impact of compensation factor u on the profitG(pi, αi). Due

to the higher discount factor and the claim factor, validators can obtain a higher profit

from the contract (αi, βi), as shown in Fig. 28(d). Moreover, a higher compensation

factor will bring more benefits for the cyber insurer as well as the validators. Still, it does

not mean that the blockchain infrastructure provider compensates them by sacrificing its

own profit. Fig. 28(c) shows that a validator must stay online for a longer time in order

to obtain a larger compensation factor, wherein a longer delay contributes to a higher

profit for the blockchain network. Similarly, when the attacker censors more validators,

we observe that the validators gain the increasing profit from their own contracts, as

shown in Fig. 28(e), which is consistent with our previous assumption in Section 3.2.

In Fig. 28(f), it shows that the blockchain network’s utility increases in terms of loss

growth.

Finally, we compare the premium and the loss of the mixed contract case with the

benchmark scheme ‘single contract’ case, as illustrated in Fig. 29. In Fig. 29(a), we
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observe that the premium in both cases increases with the validators’ type. However,

for type-i validators, the premium they need to pay in the ‘mixed contract’ case is

less than that of the ‘single contract’ case. In Fig. 29(b), it shows that the loss in

both cases decreases with the validators’ type, which means the claim they get from

the insurance increases with the validators’ type. Apparently, the ‘mixed contract’

case can provide more insurance claim than a ‘single contract’ case. We also prove

the feasibility of the proposed contract by illustrating the IR and IC constraints in

Fig. 29(c). Due to the huge gap of the different utilities, we set a new utility function

Ui,j = U+
i (pj , βj , αj , dj) − U+

i (p1, β1, α1, d1) to denote the original utility without loss

of generality. We plot the corresponding utilities of the selected type validators when

signing the different contracts in Fig. 29(c), indicating that the type−i validator can

only achieve maximum utility when selecting the contract that is exactly designed for his

own type. This also confirms the inequality (107). For ∀i ∈ {1, . . . ,N}, we have Ui,i ≥ 0,

which means U+
i (pi, βi, αi, di) ≥ U+

i (p1, β1, α1, d1). Thus, IC and IR constraints are both

satisfied.

3.6 Summary

This work first analyzes the discouragement attack model, the expected loss of the

validators in the blockchain networks with shards, designing cyber insurance under a

hierarchical model with the contract theory and Stackelberg game. The founders of

Ethereum point out that the withdrawal delay mechanism can resist the discouragement

attack. However, how to determine an appropriate delay is still an open question.

Therefore, we propose an incentive scheme by integrating the cyber insurance idea to

neutralize the cyber risks, determining the different validators’ withdrawal delays, and

providing the insurance claim for their loss. That means the blockchain system can keep

more online deposits to resist the discouragement attack via the ‘delay’ determined in

the contract. Simultaneously, the validators stay online to get insured for the loss caused

by the discouragement attack. Moreover, the cyber insurer can also benefit from the

insurance premium. With few research works on the discouragement attack, we analyze

the attack model first and then explore the cyber insurance idea under the contract
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theory framework. Based on the simulation and analysis, we can conclude that the

proposed contract scheme is able to keep the revenue of cyber-insurer and encourage

the validators to be online by providing cyber insurance as an incentive.
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4 Transaction Fee Pricing on Sidechain using Random Con-

tract Model

With the evolution of industrial technologies, the internet of things and blockchain

show enormous potential. Different individuals and institutes who possess heterogeneous

devices indicate diversity in their private information, including the service demand and

risk-bearing capability. For those who expect the transactions to be recorded on the

blockchain, low efficiency and growing transaction costs are significant obstacles to the

application of public blockchain. Furthermore, there is no economic incentive scheme

ensuring a timely transaction recording due to the uncertainty of the network’s perfor-

mance and the miner’s effort. Considering the asymmetric information (i.e., anonymous

private information) and uncertainty, we propose a random-contract-based scheme to

maximize the service provider’s revenue and assign the service buyers the feasible service

price under the framework of a sidechain linked to the public blockchain. Furthermore,

we systematically demonstrate random contracts’ superiority under the increasing ab-

solute risk-aversion assumption. By applying Geometric Brownian Motion, we study

service pricing in different cases. Through the simulation, the numerical results show

that random contracts can provide more significant revenue for sidechain by an average

of 24.70% compared to the deterministic contracts. Efficient service payments can be

reduced by an average of 44.65% compared to the main chain’s cost.

4.1 Introduction

Internet of Things (IoT) is a massive network with numerous connected devices,

which are embedded with various sensors, allowing them to interact with the environ-

ment and communicate with each other via the Internet to achieve specific goals [53].

The explosive growth of industrial requirements brings the number of heterogeneous

objects connected to the Internet. With the Fourth Industrial Revolution’s evolution,

IoT has developed to a new stage, e.g., [54] and [126]. According to [127], nearly 127

new devices are connected to the internet every second. The statistical diagram in [128]

predicts that by 2030 around 50 billion of these IoT devices will be installed around

the world. Forecasts suggest that by 2025, the overall data volume of installed devices
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worldwide will be 79.4 zettabytes [129].

The Internet of Things technology can take advantage in terms of effectively en-

hancing smart life experience. We can divide the application sets into three folds: smart

home, smart city, and smart community. The smart equipment embedded with sensors,

including media, air conditioning, and lighting system, can collect and share data via the

home network to make an individual’s life more convenient, gradually achieving home

automation [130]. As mentioned in [131], the smart community is a paradigmatic class

of cyber-physical systems with cooperating networked smart homes, gathering data,

and sharing information between homes and cross regions to enhance healthcare qual-

ity, community security, and emergency response abilities. With the popularization of

smart infrastructure, the smart city built upon the Internet of Things will become a

reality [132]. Take the city of Houston as an example [133], it embraces the idea of a

smart city, aiming to provide a higher quality public service and life experience for its

residents, including transportation, public safety, resiliency, and sustainability. Some

enterprises have done some research regarding the challenges and opportunities to build

smart cities [134]. As for the establishment of a smart city, the connected devices will

expand as the service demand grows. The data is valuable, but the centralized data stor-

age of the conventional Internet of Things makes it vulnerable to attacks [135]. The data

stored in a distributed ledger can be audited and referred to by any party on blockchain

networks. At its core, a blockchain is a set of data blocks secured and connected with

cryptography in a time-sequential way [2]. Unlike the centralized system, any global

party can validate and audit the transactions organized in a Merkle Hash Tree structure

(or other characteristic data structure). Together with the cryptographic mechanisms,

blockchain can attain data tamper-resistant and traceable goals.

However, the public chain’s slow-growth performance can hardly deal with users’

increasing demands. Additionally, the blockchain network will increase transaction fees

to incentivize the miners’ effort since the mining rewards will be cut in half approximately

every four years [2]. One of the prospective methods to tackle such a scalability issue is

the application of sidechains. Blockstream firstly proposed the idea of sidechain through

their white-paper [136], which describes a functionally similar blockchain linked to the
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Figure 30: An overview of a sidechain linked to the main chain.

main chain by using the two-way peg protocol. A federation is organized by a sidechain

provider (SP), which acts as an intermediate between the sidechain and main chain. The

federation launches a two-way peg protocol to link the two chains together, determining

when DOs’ assets (e.g., cryptocurrency) should be locked up and when the assets can be

circulating in the sidechain network. The main chain will qualify and audit the assets

and offer approval if the assets are valid. As an extension of functionality, the sidechain

shares the same structure with the main chain, including the data structure, consensus

mechanism, and block generation procedure. It was initially designed for trading among

the different cryptocurrency holders [137].

4.1.1 Related Work

Due to the merits, blockchain technology has found wide applications in various

areas, e.g., [138], [139], and [140]. Specifically, blockchain can benefit IoT with its

decentralization, security, and privacy. Dai et al. [141] discuss and analyze the po-

tentials of incorporating blockchains into IoT plus presenting the technical challenges

of the integration. Blockchain has the potential to assist with IoT but also introduces

latency and cost problems. With the increasing number of pending transactions, de-

vice owners (DOs) have to pay much higher than expected, even absurd amounts [142].
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Nevertheless, the functionality of the sidechain has significant potential to be devel-

oped. Harishankar et al. [143] proposed a scalable and costless sidechain mechanism

that supports marketplace-style payment transactions, ensuring the security of all par-

ticipants’ sidechain funds. Li et al. [144] proposed an optimized two-way peg protocol

to prevent the worthless information injection attack and ensure the quality of data

during the authentication information sharing procedure between the main chain and

side blockchains. Most research on sidechain is related to security issues. However, the

incentive issue is equally important while lacking corresponding research.

In order to establish a smart community, efficient and lower-cost transaction record-

ing services for DOs are necessary for timely data sharing. Little research on economic

incentives has been explored specifically for the sidechain network. Game theory, as

a branch of economics, focuses on mathematical models and studies the interactions

among rational participants [39]. It is advantageous in mechanism design, benefiting

the designer, and offering feasible mechanisms for rational game players. In particu-

lar, contract theory is a study of economic incentive design, especially in the presence of

asymmetric information [44]. Some existing research works on investigating the incentive

mechanism design in the engineering area, include wireless communication [45, 46, 47],

mobile network [48, 49, 50], and blockchain network [51, 42, 52]. Kang et al. com-

bined the reputation system and contract theory to ensure secure miner selection and

data sharing in the blockchain-enabled Internet of Vehicles. Su et al. [52] proposed a

permissioned energy blockchain system with a contract-based energy source allocation

scheme, which satisfies the individual needs and maximizes the operator’s utility. Wei

et al. [145] considered the data plan design problem in the mobile network. The math-

ematical model is very close to a random contract design, but they did not consider the

users’ risk-bearing capabilities and refined the uncertainty in a deterministic model in-

stead. We compare the related work concerning the scenario and contract type in Table

8. Most of the previous research literature adopts the deterministic contract without

considering the risk-aversion situation, meaning that most participants are considered

risk-neutral rather than risk-averse, even though the latter case is more practical than

the former one.
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Table 8: Comparison of Related Work

Paper Scenario
Risk

considered?
Model*

[45],[46],
[48]

Content catching No D

[47] RF-powered network No D
[50],[145] Mobile network No D

[51] Shared blockchain No D

[42]
Blockchain-enabled
Internet of vehicle

No D

[52] Energy blockchain No D
Our work Sidechain Yes Both

D represents Deterministic Contract.
R represents Random Contract.

4.1.2 Motivation and Contribution

Unlike well-prepared participants in the public blockchain with abundant compu-

tation resources or stakes, the DOs’ resources and stakes are unevenly distributed, a

significant difference in terms of different individuals and institutes. As a result, there

is a difference in the DOs’ demands and risk-bearing capabilities subject to resources

and stakes. Furthermore, the sidechain network has been rarely studied compared to

the public blockchain network. Although the sidechain is generally considered the ex-

tensive form of a public blockchain, its pricing strategy may differ considerably from

its public blockchain. Take the Bitcoin’s sidechain project Liquid as an example [146].

The system allows the service provider to determine the fee value and the corresponding

transaction confirmation time, e.g., the lowest possible transaction fee on Liquid is 0.1

satoshi (i.e., the smallest unit of a bitcoin). The pricing strategy is therefore much more

personalized than that of the public blockchain. Each of the sidechain service providers

enjoys considerable autonomy in the running of its own sidechain network. However, the

pricing rationale behind it is unclear and makes it challenging for service providers to

determine the service fee and obtain maximized revenue. Moreover, the actual transac-

tion confirmation time significantly relies on the miner’s effort and network delay, which

cannot fully be controlled by the service provider. We can conclude that the transaction

fee on a sidechain is much cheaper than the price on its main chain, and the actual

transaction confirmation time is uncertain. Therefore, pricing the service fee with such

an uncertain service time needs to be studied extensively. When designing a feasible
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incentive scheme in such a sidechain network for the DOs, we explore three significant

but often neglected influence factors: uncertain service level, risk-bearing capability, and

the transaction fees on the main chain. Firstly, we should consider whether the SP has

sufficient computation power to deal with all the external environment’s uncertainty,

offering deterministic services to all DOs. Assigning a deterministic allocation means

that the SP makes a massive effort in rescheduling all transactions in the sidechain.

However, SP is responsible only for administrative transactions between the main chain

and sidechain, instead of any block generation procedure or mining regulation. It is

difficult to ensure a deterministic and stable allocation for all the DOs with such weak

leadership. Secondly, an eager DO who pays less imposes a greater risk than the reluc-

tant DOs [147]. In other words, DOs have different risk-bearing capabilities, wherein

the reluctant DOs are more risk-averse than the eager ones. In practice, the more risk-

averse DOs prefer to pay more to avoid risk, obtaining a more stable transaction service.

Lastly, the transaction-related services mainly depend on the transaction fee, which is

difficult to determine. Since the sidechain is an extension of the main chain, we set the

sidechain’s transaction fee as a discounted price on the main chain.

In conclusion, the uncertainty of network latency and miner performance can hardly

be eliminated due to the external environment and individuals’ nature. The individual

with smart personal devices and institutes with the smart infrastructure are collectively

referred to DOs, which have different risk-bearing capabilities entirely unknown to all

the others. That means uncertainty and information asymmetry will coexist. Consid-

ering all the mentioned issues above, we propose a random-contract based scheme to

maximize the service provider’s revenue, assigning a serial of feasible service allocations

and corresponding prices to DOs. We also present the necessary assumption and lem-

mas to investigate deterministic contracts’ limitations and random contracts’ superiority

for further research. Then we apply Geometric Brownian Motion to model the main

chain’s transaction fees, exploring how to design a random allocation for the DOs with-

out detriment to SP’s profit. Regarding the different risk-bearing capabilities, we assign

a service with the more considerable variance to lower risk-aversion DO while offering a

service with the minor variance to higher risk-aversion DO. The proposed scheme can
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compensate for the loss on lower risk-aversion DOs by charging the higher risk-aversion

more. The main contributions of this work are summarized as follows:

• We propose a pricing scheme for SP under the framework of a sidechain linked to

the main chain. In particular, we design a random contract model to maximize

SP’s revenue and offer a random transaction recording service allocation to the

device owners with uncertainty and asymmetric information.

• Considering the transaction fee fluctuation, we apply the Geometric Brownian Mo-

tion model to forecast the transaction fee of the sidechain network. To explore the

superiority of random contracts, we also provide the corresponding deterministic

forms and demonstrate that random contract dominates the deterministic contract

only when the increasing risk aversion assumption holds.

• In terms of the variance of transaction service, we derive the optimal and sub-

optimal solutions for both random and deterministic contracts with the unknown

case and known case. Through the simulation, we can find that the DO’s utility

is affected by introducing randomness. However, using the random contract to

mitigate the uncertain risk, we can adequately preserve or even improve SP’s

revenue.

The rest of this work is organized as follows. In Section 4.2, we present the system

model, including the deterministic and random models. In Section 4.3, we provide the

specific design of the contract, including the problem formulation and optimal solutions

for both random and deterministic contracts, and demonstrate the superiority of random

contracts. In Section 4.4, we illustrate the simulation results and present the analysis.

In Section 4.5, we give a conclusion for the proposed work.

4.2 System Model

In this section, we first present the DO’s utility model by modeling other DOs’

signings as the social externality, which is expressed in both deterministic and random

forms. We then introduce the SP’s utility model by applying the Geometric Brownian

Motion (GBM) to model the transaction fees on the main chain. Finally, we give the
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specific problem formulation under the increasing risk-aversion assumption. An overview

of a sidechain linked to the main chain is shown in Fig. 30. We can observe that

the two-way peg protocol is the key protocol to link a sidechain and the main chain,

transferring the assets and data periodically. A federation is a group of functionaries

[136], which possesses the limited authority to deploy such protocol without impacting

the decentralization. In general, the sidechain interacts with the main chain periodically.

At the beginning of the interaction period, the sidechain will communicate with the

main chain via the two-way peg protocol. The main chain locks the assets by creating

a transaction, and the sidechain also creates a transaction to confirm the lockup with

cryptographic proof. The interaction in the initial phase typically takes one or two

days, which allows the federation (i.e., service provider) to design and launch a series of

contracts for DOs. Only after locked on the main chain, the cryptocurrency and protocol

of the sidechain can be activated and used without further interaction. After the service

period is over, the transactions and newly-generated profit in the sidechain will be

packaged and transferred back to the same main chain. It follows that initialization and

synchronization are very similar within one period [136].

We consider the market with one risk-neutral SP who sells contracts and multiple

risk-averse DOs who will decide to buy contracts or not. Since SP can predetermine

the rate at which locked assets are exchanged between the main chain and sidechain,

the SP also can design a set of contracts for DOs. After signing the contracts, SP

can reschedule all the DO’s unconfirmed transactions sequence in the transaction pool,

allowing the miners to verify and package them in a predetermined order. Then SP

issues transaction fees to reward the work of finalizing the transactions. We present

utility models for DOs and SPs in Section 4.2.1 and Section 4.2.2, respectively, and

the problem formulation in Section 4.2.3. The main notations involved in the following

models are listed in Table 9.

4.2.1 Device Owner Model

In the proposed design, SP offers a series of contracts with different allocations,

i.e., finalized transactions per unit time Ti and payments Pi. DOs also have a different
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Table 9: Main Notations

Symbol Definition

θi Type-i DO’s service demand;

Ti Finalized transaction per unit time;

Pi Payment for services provided by SP;

P(x) Probability of event x;

γ, λ predefined coefficients;

ρ(θi) Hazard rate with respect to demand θi;

h(θi) Measurement of externality with respect to θi;

αi Discount factor of transaction fee;

Ri Revenue of a SP obtaining from the contracts;

C Transaction fee in main chain.

demand θi. DOs that share the same demand will be identified as the same type. We

view the DO who has the demand θi as the type-i DO for analysis convenience.

Without loss of generality, assume the DO with a higher demand is more risk-averse.

We elaborate on this assumption in Section 4.2.3. Intuitively, the more risk-aversion DO

cannot afford higher risks, such that they prefer to pay substantially more for a stable

service with less risk. We use u(·) to denote the utility provided by the contract, which

is expressed as

u(Ti, Pi; θi) =

∫ Ti

0
ν(x; θi)dx− h(θi)− Pi. (124)

The first term on the right side of (124) denotes the valuation of Ti for the DO whose

demand is θi, is decreasing in x and increasing in θi, where

∫
ν(x; θi)dx = V (x; θi) (125)

and V11
1 < 0. (126)

Assume there are N types of demand in total, where θ1 < · · · < θN , and the contracts

also include a redundant contract, where V (0, 0) = 0, meaning that DOs always have

the option of buying nothing. According to (124), we have the second derivative of ui

with respect to Ti, which is given by

∂2ui
∂(Ti)2

= V11 = ν1 < 0. (127)

1In the following description, we will let φ1(x, y) denote
∂φ

∂x
, φ2(x, y) denote

∂φ

∂y
, φ11(x, y) denote

∂2φ

∂x2 ,

φ12(x, y) denote
∂
∂y

∂φ

∂x
φ22(x, y) denote

∂2φ

∂y2 ,φ21(x, y) denote
∂
∂x

∂φ

∂y
.
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Thus, we can verify that the utility function is concave in Ti, and such that DOs are

risk-averse rather than risk-neutral. The second term on the right side of (124) indicates

the negative social externalities experienced by the lower type DOs. Intuitively, more

higher-type DOs signing the contracts means the current type DOs probably receive a

lower quality of services because of the limited throughput. The transaction verification

and block generation depend on the corresponding transaction fee. Higher-type DOs will

contribute more transaction fees and likely obtain a shorter verification and packaging

time. Thus, lower-type DOs have to suffer the risk that their transactions cannot be

verified and packaged in time. We set a metric to evaluate the externality, which is

expressed as

h(θi) = λ lim
∆θ→0

{
P{θi ≤ X}

P{θi ≤ X ≤ θi +∆θ}

}
, (128)

where the numerator denotes the probability of DOs who have the demand higher than

θi, and the denominator represents the probability of DOs who have the demand close

to θi. Thus, for type-i DOs, the externality decreases as the current DOs’ proportion

grows and increases as the higher-type DOs’ proportion grows.

For the continuous case, DOs’ types follow a continuous distribution with the prob-

ability density function f(θ), we have

h(θi) =
λ
∫
∞

θi
f(x)dx

∫ θi+∆θ

θi
f(x)dx

≈
λ(1− F (θi))

∆θf(θi)
=

γ

ρ(θi)
, (129)

where ∆θ is a constant interval, λ is a parameter that measures the external impact,

γ = λ/∆θ and ρ(θ) ≡ F ′(θ)
1−F (θ) is the hazard rate [148] for function F (θ).

For the discrete case, DOs’ types follow a discrete distribution with the probability

p(θ), we have

h(θi) = γ
P{θi < X}

P{θi = X}
= γ

∑N
j=i+1 p(θj)

p(θi)
=

γ

ρ(θi)
, (130)

where ρ(θ) ≡ p(θi)/
∑
p(θj) when θ is a discrete variable. Without loss of generality, we

set h(θj) ≥ h(θi) for all θj < θi.

A. Deterministic contract

According to [149], a rational decision−maker will behave to maximize the expected
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value of utility function defined over the probabilistic outcomes. This function is known

as the von Neumann−Morgenstern (VNM) utility function. Given the deterministic

contract items (Ti, Pi), the VNM utility is expressed as

U(Ti, Pi; θi) = E[u(Ti, Pi; θi)] = u(Ti, Pi; θi). (131)

B. Random contract

Given the random contract item, the confirmed transaction T̃i is a random variable

with distribution F (s) and mean Ti. Therefore, the VNM utility is expressed as

U(T̃i, P̃i; θi) = E[u(T̃i, P̃i; θi)] =

∫ +∞

−∞

∫ T̃i

0
ν(x; θi)dxdF (T̃i;Ti)−

γ

ρ(θi)
− P̃i. (132)

4.2.2 Blockchain Service Provider Model

Without loss of generality, we consider the SP to be risk neutral. Thus, we have

Ri = P̃i − Ti · αiC, (133)

where the first term is the payment given by DO. The second term denotes the total cost

for Ti transactions. Specifically, C represents the type-i transaction fee for verification

and packaging into a block and is characterized as a GBM. αi is the discount factor

[146]. We adopt a discounted price of transaction fee in the main chain as the sidechain’s

transaction fee.

A. Pricing of Transaction Fees

Since the contracts may be effective at some future date and time, not immediately,

we adopt a prediction model to obtain a more realistic price of the transaction fee.

Considering that some bitcoin pricing models derive from the various Brownian Motions

[150], with loss of generality, we apply GBM to model the transaction fee of the main

chain [151], which is previously applied for predicting the stock price [152]. We also fit
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this model on historical price of Ethereum transaction fee in Section 4.4. Thus, we have

dC = µC︸︷︷︸
µ̃

dt+ σC︸︷︷︸
σ̃

dWt, (134)

where Wt is a standard Brownian Motion and µ and σ are constants. The first term,

also known as the drift term, is used to model the deterministic trends, and the second

term is used to model the unpredictable events in the future.

To solve C, we set g = lnC. According to Itô’s lemma [153], we have the stochastic

differential equation (SDE), which is expressed as

dg =

(
∂g

∂t
+ µ̃

∂g

∂C
+

1

2
σ̃2
∂2g

∂C2

)
dt+ σ̃

∂g

∂C
dWt = (µ−

1

2
σ2)dt+ σdWt. (135)

Then we take the integral of both sides for (135) and rewrite this logarithm as an

exponential equation, which is given by

C = C0 exp
{
C(T̄ )

}
, (136)

where C0 is the initial price of transaction fee for type-i. Assume that T̄ denotes the

maximum length of one unit time, let the price at time T̄ approximately represents the

fee for each transaction, where C(T̄ ) is the Itô drift-diffusion Process, which is given by

g = C(T̄ ) =

∫ T̄

0
(µ−

1

2
σ2)dt+

∫ T̄

0
σdWt = (µ−

1

2
σ2)T̄ + σWT̄ . (137)

For any deterministic contract, we have E(Ri) = Pi − Ti · αiC0 exp
{
µT̄

}
. For any

random contract, due to T̃i and C are two independent variables, we have E′(Ri) =

P̃i − E(T̃i · αiC) = P̃i − Ti · αiC0 exp
{
µT̄

}
.

4.2.3 Problem Formulation

In this work, our goal is to design a set of contracts, which can extract a maximized

profit from DO and provide the services that adapt to DOs’ requirements. In general,

a deterministic allocation can always benefit the contract provider. However, if the

contract buyers have different risk-bearing capabilities, the contract provider can be
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more profitable by offering random contracts. To analyze the random contract precisely,

we impose the following assumption.

Assumption 1 Increasing Absolute Risk Aversion. The absolute risk aversion

with respect to DOs’ consumption T is non-decreasing in DOs’ demand θ. That is,

∂(−∂2U
∂T 2

/
∂U
∂T

)

∂θ
=
∂RT

∂θ
> 0, (138)

whereRT = −∂2U
∂T 2

/
∂U
∂T

, and −∂2U
∂T 2 < 0. IfRi

T > Rj
T , then type−i DO is more risk-averse

than type−j DO.

Through this assumption, the higher-type DOs are more risk-averse than the lower-

type ones. Otherwise, if DOs are indifferent in risk or the higher-type DOs are less

risk-averse than the lower-type ones. As a result, the random contract cannot provide a

higher profit over the deterministic contract [44],[154]. According to Assumption 1, we

set the valuation function of x, which is expressed as

ν(x; θi) = βθie
−βθi(x−θi), V (Ti; θi) =

∫ Ti

0
βθie

−βθi(x−θi)dx

= eβθ
2
i − e−βθi(Ti−θi).

(139)

For any random variable T̃i follows a normal distribution with mean Ti and variance

σi, we have the expected function of V , which is expressed as

E[V (T̃i; θi)] =

∫ +∞

−∞

∫ T̃i

0
ν(x; θi)dxdF (T̃i;Ti) = eθ

2
i − eθ

2
i+

θ2i σ
2
i

2
−Tiθi .

2
(140)

To formulate the problem, we next define two vital constraints under the contract

theory framework [44]: 1) Individual Rationality (IR); 2) Incentive Compatibility (IC),

which enables the rational DOs to select the specific contract that is designed for their

own types rather than others.

Definition 7 Individual Rationality (IR). IR means that a rational type-i (∀i ∈ {1, . . . , N})

DO accepts a contract only when the utility is non-negative, which is expressed as

2In fact,
∫ +∞
−∞ e−βθiT̃i 1√

2πσi
e
−

(T̃i−Ti)
2

2σ2
i dT̃i = e

β2θ2
i
σ2
i

2
−βTiθi , where

∫ +∞
−∞

1√
2πσi

e
−

[T̃i−(Ti−σ2
i
θi)]

2

2σ2
i dT̃i =

1.
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U(T̃i, P̃i; θi) ≥ U(0, 0) = 0, (141)

where U(0, 0) = 0 denotes the utility function without the contract.

Definition 8 Incentive Compatibility (IC). IC means that a type-i DO can only obtain

the maximum profit by choosing the contract that is designed for itself rather than all

the other contracts, which is expressed as

U(T̃i, P̃i; θi) ≥ U(T̃j , P̃j ; θi), ∀i 6= j. (142)

A contract that satisfies the IR and IC constraints can be considered to be feasible.

SP obtains the profit from all types of DOs, thus, the optimal problem can be expressed

as

max
(T̃i,P̃i)

R =
∑

i∈N

G(θi)

{
P̃i − Ti · αiC0 exp

{
µT̄

}}
, (143)

s.t.

(a) U(T̃i, P̃i; θi) ≥ 0,

(b) U(T̃i, P̃i; θi) ≥ U(T̃j , P̃j ; θi),

(c) θ1 < θ2 < · · · < θN ,

where G(θi) denotes the probability of type-i DO with
∑N

i=1G(θi) = 1. Throughout the

random contract model can be easily deduced to the deterministic one.

4.3 Optimal Solution and Contract Feasibility

Since there are N IR constraints and N(N − 1) IC constraints in total, problem

(143) is non-convex and so that it is difficult to be solved directly. In order to solve the

optimization problem, we first reduce the constraints by several lemmas and obtain the

closed forms of optimal solutions in Section 4.3.1. Then we demonstrate the feasible

and superiority of random contracts through two propositions in Section 4.3.2.

4.3.1 Optimal Solution

In this subsection, we first present and prove the sufficient conditions of IC.
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Lemma 5 For any feasible deterministic contract (Ti, Pi), if θi > θj, then Ti > Tj.

This lemma shows that a DO with a higher demand should select a greater transaction

service amount.

Proof 5 According to IC conditions, we have

V (Ti; θi)− h(θi)− Pi ≥ V (Tj ; θi)− h(θi)− Pj , (144)

V (Tj ; θj)− h(θj)− Pj ≥ V (Ti; θj)− h(θj)− Pi. (145)

Adding the two inequalities (144) and (145) together, and transposing all the left

items to the right side we obtain a new inequality, we have

V (Ti; θi)− V (Ti; θj) ≥ V (Tj ; θi)− V (Tj ; θj) (146)

and

∫ θi

θj

V2(Ti;x)dx−

∫ θi

θj

V2(Tj ;x)dx =

∫ θi

θj

{∫ Ti

Tj

V21(y;x)dy

}
dx ≥ 0. (147)

Since V21 = V12 = ν2 > 0, thus we have Ti ≥ Tj. Similarly, we can have θi ≥ θj if

Ti > Tj. Throughout this work focuses on the random contract, the optimal solution Ti

of deterministic contract is exactly the mean for random variable T̃i.

Lemma 6 For any feasible random contract (T̃i, P̃i), if θi > θj and Ti > Tj (where

T̃i follows a normal distribution with mean Ti and variance σi, and P̃i is fixed), then

P̃i > P̃j. This lemma shows that a higher-demand DO needs to pay a higher price for

service.

Proof 6 According to IC condition, we have

E[V (T̃j ; θj)]− P̃j ≥ E[V (T̃i; θj)]− P̃i. (148)

⇓

P̃i − P̃j ≥ E[V (T̃i; θj)]− E[V (T̃j ; θj)]

= e
θ2j σ

2
j

2 (eθ
2
j−Tjθj − eθ

2
j−Tiθj )

≥ 0.

(149)
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Similarly, we can deduce the proof and come to the conclusion Pi > Pj within the

deterministic contract.

We will compare the prices and show the proof under the different conditions in the

following lemmas for any feasible deterministic contract and its corresponding random

contract.

Lemma 7 For any random contract (T̃i, P̃i) (where T̃i follows a normal distribution with

mean Ti and variance σi, and P̃i is fixed) and its corresponding deterministic contract

(Ti, Pi), if type-i DO is indifferent in choosing between them, then the optimal random

contract provides a lower price than that of any deterministic one, which is expressed as

P̃i < Pi. (150)

Proof 7 When a random contract (T̃i, P̃i) and its corresponding deterministic contract

(Ti, Pi) are provided at the same time, where T̃ ∗
i and T ∗

i are the optimal strategies of

these two contracts individually, then the DO’s corresponding utility Ũi and Ui are given

by

Ũi = E
{
V (T̃ ∗

i ; θi)
}
− h(θi)− P̃i (151)

and Ui = V (T ∗
i ; θi)− h(θi)− Pi. (152)

If the type-θi DO is indifferent in the above two contracts, which means Ũi = Ui.

Then, we can obtain the gap between the prices, which is expressed as

Pi − P̃i = V (T ∗
i ; θi)− E

{
V (T̃ ∗

i ; θi)
}
> 0, (153)

where V (·) is concave in Ti. Therefore, we come to the conclusion that P̃i < Pi.

We will show the comparison between the deterministic and random contracts’ pay-

ment prices if given the relation of their local downward prices.

Lemma 8 For any feasible random contract (T̃i, P̃i), if we have P̃i ≥ Pi for type-i DO,
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then the following inequality always holds for i+ 1 ≤ N , which is expressed as

P̃i+1 > Pi+1. (154)

Proof 8 According to IC condition, we have

V (Ti+1; θi+1)− Pi+1 ≥ V (Ti; θi+1)− Pi (155)

and V (Ti; θi)− Pi ≥ V (Ti+1; θi)− Pi+1. (156)

We can get the scope of Pi+1 by transposing (155) and (156), which is expressed as

Pi+1 ∈ [π1(Ti+1, Ti; θi) + Pi, π1(Ti+1, Ti; θi+1) + Pi], (157)

where π1(Ti+1, Ti; θi) = V (Ti+1; θi) − V (Ti; θi). Similarly, we can obtain the scope of

P̃i+1, which is expressed as

P̃i+1 ∈ [π2(Ti+1, Ti; θi) + P̃i, π2(Ti+1, Ti; θi+1) + P̃i], (158)

where π2(Ti+1, Ti; θi) = E[V (Ti+1; θi)]− E[V (Ti; θi)].

We can observe that P i+1 is the optimal solution when local upward incentive con-

straints are binding, and P i+1 is the optimal solution when local downward incentive

constraints are binding. Thus, we have

P i+1 = π1(Ti+1, Ti; θi) + Pi =

∫ Ti+1

Ti

ν(x; θi)dx+ Pi,

P i+1 = π1(Ti+1, Ti; θi+1) + Pi =

∫ Ti+1

Ti

ν(x; θi+1)dx+ Pi,

P̃ i+1 = π2(Ti+1, Ti; θi) + P̃i =

∫ Ti+1

Ti

E1[V (x; θi)]dx+ P̃i,

and P̃ i+1 = π2(Ti+1, Ti; θi+1) + P̃i =

∫ Ti+1

Ti

E1[V (x; θi+1)]dx+ P̃i.

(159)

Since we have ν2 > 0 according to (139) and Lemma 5, then ν(x; θi+1) > ν(x; θi). It
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is true that P i+1 < Pi+1. Besides, with P̃i > Pi, we finally obtain

P̃ i+1 > P i+1 and P̃ i+1 > P i+1, (160)

where ν(x; θi) < E1[V (x; θi)]. Therefore, no matter which IC property is adopt to deal

with this problem, we can always have the conclusion that P̃i+1 > Pi+1.

Lemma 9 For any feasible random contract (T̃i, P̃i), if type-(i+ 1) DO who is more

risk-averse than type-i with σi 6= 0 and σi+1 = 0, and the contracts from type-θ1 to

type-θi are loss-making, then type-(i+ 1) DO can compensate for the loss on all the

types lower than i + 1 only when the Local Downward Incentive Constraints (LDIC) if

type-{i+ 1} is not binding, which is expressed as

U(Ti+1, P̃i+1; θi+1) > U(T̃i, P̃i; θi+1). (161)

Proof 9 According to Lemma 8, if the following inequality holds P̃i < Pi. Then we can

easily have

U(Ti, Pi; θi+1) > U(T̃i, P̃i; θi+1). (162)

From Lemma 8, the maximized price P̃i+1 is achieved only when the local downward

incentive constraints are binding. We have U(Ti+1, Pi+1; θi+1) = U(Ti, Pi; θi+1) with

P̃i+1 = Pi+1, and thus, U(Ti+1, Pi+1; θi+1) > U(T̃i, P̃i; θi+1) holds. If P̃i and Pi are

uncertain, then we have to set P̃i+1 > Pi+1. Then, we can have

U(Ti+1, P̃i+1; θi+1) < U(Ti, Pi; θi+1), (163)

which violates the IC condition of the deterministic set of contracts. This conclusion

is also explained in [44]. As Lemma 8 implies, since the upper bound of solution is

obtained from the binding LDIC, which means all type-(i+1) DOs have already stayed at

their own reservation utility level (Ti, Pi), i.e., P i+1 is not able to be increased to extract

more revenue any more. Therefore, the local downward incentive constraints between
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these two types of the deterministic set cannot be binding, which is expressed as

U(Ti+1, P̃i+1; θi+1) > U(Ti, Pi; θi+1). (164)

Assume P̃ ∗
i+1 > P

∗

i+1, SP will have the possibility to adapt the price to compensate

for the loss, maximizing the price until U(Ti+1, P̃i+1; θi+1) > U(T̃i, P̃i; θi+1) holds. If

U(Ti+1, P̃i+1; θi+1) = U(T̃i, P̃i; θi+1), then type-{i+ 1} DO can still select (T̃i, P̃i), which

introduces loss again.

Lemma 10 For any feasible random contract (T̃i, P̃i) with σi 6= 0, the greatest revenue

R∗(T̃i, P̃i; θi) can be achieved only when the LDICs are binding, which is expressed as

U∗(T̃i, Pi; θi) = U∗(T̃i−1, Pi−1; θi). (165)

Proof 10 SP aims to establish a sets of contracts to extract the greatest revenue from

the contract receivers as much as it can. According to the utility function (133), a type-i

DO pays a total of Pi to SP if he signs the type-i contract. Combining (133) and (132),

we have the expected revenue from type-i+ 1 DO, which is expressed as

R∗(Ti+1, Pi+1; θi+1) = S(Ti+1; θi+1)−
γ

ρ(θi+1)
− U∗

i+1, (166)

where S(Ti+1; θi+1) = E[V (T̃i+1; θi+1)]− Ti+1 · αiCi+1 is the social surplus generated by

purchasing the service. If the designer have the complete information about all types of

DOs, it can obtain the maximized revenue R̂ by extracting all the surplus and leading to

a zero utility for DOs.

However, SP can hardly get to know all DOs in practice. For type-i+ 1 DO, the

optimal services level T ∗
i+1 is able to be determined in (166), and proved to be unique.

With the determined T ∗
i+1, the revenue function is vertically shifting along x = T ∗

i+1.

Assume (T ∗
i+1, R

∗∗(T ∗
i+1, θi+1)) is a possible optimal solution that R∗∗(T ∗

i+1, θi+1) >

R∗(T ∗
i+1, θi+1). We can observe that U∗∗(T ∗

i+1, R
∗∗
i+1; θi+1) < U∗(T ∗

i+1, R
∗
i+1; θi+1) =

U∗(T ∗
i , R

∗
i ; θi+1), where violates IC condition. Therefore, the LDIC is binding in this

situation.
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A. Optimal Solutions to Deterministic Contract

The IR constraint of the lowest type is binding, so that U(T1, P1; θ1) = 0. Together

with Lemma 10, we have

U(Ti+1, Pi+1; θi+1) = U(Ti, Pi; θi+1) = V (Ti; θi+1)− h(θi+1)− Pi, (167)

where Pi = Ri + Ti · αiC. Therefore, we can further have

U(Ti+1, Pi+1; θi+1)− U(Ti, Pi; θi) = V (Ti; θi+1)− V (Ti; θi)− h(θi+1) + h(θi). (168)

Combining all the binding constraints together, we can obtain the utility function

and expected revenue from the specific type-i DO, which are given by

U(Ti, Pi; θi) =
i−1∑

j=1

{
V (Tj ; θj+1)− V (Tj ; θj)

}
− h(θi) + h(θ1) (169)

and R∗
i =V (Ti; θi)− Ti · αiC − h(θ1)−

i−1∑

j=1

{
V (Tj ; θj+1)− V (Tj ; θj)

}
. (170)

If the SP only considers the optimum in the single type, then the optimization

problem in (143) equals to max
(Ti)

Ri. With the transformations above, the revenue

function R is only related to Ti. Obviously, R is concave with respect of Ti due to

∂2R
∂T 2

i

≤ 0. The closed form of optimal solution for all types i ≥ 2, which is expressed as

T ∗
i = θi −

log(αiC/βθi)

βθi
. (171)

According to the binding IC constraint in (167), we have the optimal price for the

random contracts (i > 1), which is expressed as

P ∗
i =

i−1∑

j=1

{V (Tj+1; θj+1)− V (Tj ; θj+1)}+ P ∗
1 , (172)

where P ∗
1 = V (T ∗

1 ; θ1)− h(θ1).

B. Optimal Solutions to Random Contract
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The risk cannot be measured accurately sometimes, which is denoted by the variance

σ in this work. However, it is possible to estimate the upper bound σ and lower bound

0 of the variance, which can be assigned to some of the lower types and higher types,

respectively. Our goal is to provide DOs with random contracts while maximizing the

SP’s profit to make it equal to or even higher than the deterministic contracts. A lazy

way to determine the price is by assigning σ to all the types except for the highest one.

However, this will act as a disincentive to accepting the contracts. A wise way is to

provide the maximum incentives without loss of profit. We will first introduce how to

obtain feasible allocations only with the upper boundary and lower boundary in the

following.

1) Unknown variance

According to Lemma 8, we know that if there exists P̃i ≥ Pi, then P̃i+1 ≥ Pi+1 must

hold. However, together with Lemma 7, it is obvious that P̃1 < P1. Thus, we will first

examine the result of P̃2 −P2 by the given σ = σ1 = σ2 and T ∗
2 > T ∗

1 , which is given by

P̃2 − P2 =E[V (T̃2; θ2)]− E[V (T̃1; θ2)] + P̃1 − V (T̃2; θ2) + V (T1, θ2)− P1. (173)

If P̃2 − P2 ≥ 0, we have eθ
2
2−θ1θ2β

θ2
θ1
1 − e

1
2σ2θ21−1

e
1
2σ2θ22−1

β1 ≥ β2, where β1 = αiC1
θ1

and

β2 = αiC2
θ2

. In order to compensate for the loss on the lowest-type DOs, the following

inequality must hold, which is given by

P̃2 − P2 ≥ P1 − P̃1. (174)

To be more precise, the inequality (174) is given by

G(θ2)(P̃2 − P2) ≥ G(θ1)(P1 − P̃1), (175)

where G(θi) is the probability of type-i DOs. If the optimal price P̃ ∗
2 and P ∗

2 that are

obtained from binding LDICs do not satisfy the inequality (175), we can proceed to

examine P̃3 with σ3 = σ3, until the highest type.

Due to the limited ability in some cases, the system can hardly detect the specific
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Algorithm 4 Algorithm for the Pricing of Random Contract with Variance Boundary

Require: The number of types: N , the probability of the different type DOs: G(θi),
and the optimal services level T ∗

i ,the variance boundary σ;

Ensure: The feasible prices P̃ ∗
i of all the random contracts;

1: Compute P ∗
1 = V (T ∗

1 ; θ1)− h(θ1);
2: for i = 2; i ≤ N ; i++ do

3: P ∗
i =

{
V (T ∗

i ; θi)− V (T ∗
i−1; θi)

}
+ P ∗

i−1;
4: end for

5: Compute P̃ ∗
1 = EV (T ∗

1 ; θ1, σ)− h(θ1);

6: Set sig = 0, φ = P̃ ∗
1 , S = G(θ1)(φ− P1);

7: for i = 2; i ≤ k; i++ do

8: if sig == 0 then

9: φ = EV (T ∗
i ; θi)− EV (T ∗

i−1; θi, σ) + φ;
10: else

11: φ =
{
V (T ∗

i ; θi)− V (T ∗
i−1; θi)

}
+ φ;

12: end if

13: if G(θi)(φ− Pi) + S ≥ 0 then

14: sig = 1;
15: else

16: sig = 0;
17: end if

18: S = G(θi)(φ− Pi) + S;
19: P̃ ∗

i = φ;
20: end for

21: if S ≥ 0 then

22: P̃ ∗
k+1 = V (T ∗

k+1; θk+1)− EV (T ∗
k ; θk+1, σ) + P̃k;

23: for j = k + 2; j ≤ N ; j ++ do

24: P̃ ∗
j = V (T ∗

j ; θj)− V (T ∗
j−1; θj) + P̃ ∗

j−1;
25: end for

26: else

27: Set η = V (T ∗
k+1; θk)− V (T ∗

k ; θk) + Pk;

28: Compute ε = −S∑N
j=k+1 G(θj)

;

29: Compute P̃ ∗
k+1 = η + ε;

30: for j = k + 2; j ≤ N ; j ++ do

31: P̃ ∗
j = V (T ∗

j ; θj−1)− V (T ∗
j−1; θj−1) + P̃ ∗

j−1;
32: end for

33: end if

variance accurately. If we can find a price from the random contract that can compensate

for all the loss on the lower types with the upper bound σ̄, then the other prices can be

revised accordingly based on any deterministic one. Otherwise, we have to charge more

on the higher types with the lower bound of variance σ = 0. We can turn to reducing

the upward constraints so that their type of contract can provide the reservation utility.

We have proved this statement in Lemma 161, which is also explained by Bolton in [44]

and by Maskin in [154].

107



Algorithm 5 Algorithm for the Pricing of Random Contract with All Known Variances.

Require: The number of types: N , the probability of the different type DOs: G(θi),
the optimal services level T ∗

i , and the optimal prices of deterministic contract P ∗
i ,

all variance σi;
Ensure: The feasible prices P̃ ∗

i of all the random contracts;

1: Compute P̃ ∗
1 = EV (T ∗

1 ; θ1, σ1)− h(θ1);

2: Set S = G(θ1)(P̃
∗
1 − P1);

3: for i = 2; i ≤ k; i++ do

4: P̃ ∗
i = EV (T ∗

i ; θi, σi)− EV (T ∗
i−1; θi, σi) + P̃ ∗

i−1;

5: S = G(θi)(P̃
∗
i − Pi) + S;

6: end for

7: if S ≥ 0 then

8: P̃ ∗
k+1 = V (T ∗

k+1; θk+1)− EV (T ∗
k ; θk+1, σi) + P̃k;

9: for j = k + 2; j ≤ N ; j ++ do

10: P̃ ∗
j = P ∗

j − P ∗
k+1 + P̃ ∗

j−1;
11: end for

12: else

13: Set η = V (T ∗
k+1; θk)− V (T ∗

k ; θk) + Pk;

14: Compute ε = −S∑N
j=k+1 G(θj)

;

15: Compute P̃ ∗
k+1 = η + ε;

16: for j = k + 2; j ≤ N ; j ++ do

17: P̃ ∗
j = V (T ∗

j ; θj−1)− V (T ∗
j−1; θj−1) + P̃ ∗

j−1;
18: end for

19: end if

In this way, random contracts’ profit can be guaranteed higher than or equal to the

deterministic contracts. However, it is not easy to extract maximized revenue without

known variances. The algorithm is presented in Algorithm 4.

2) Known variance

Since the advanced development of machine learning in dealing with risk detection

and estimation, even if costly, some internet service providers prefer such a measurement

approach to maximize revenue while providing better services. Thus, SP can obtain more

accurate distributions regarding the services, such as σ1 ≥ · · · ≥ σk ≥ σk+1 =, . . . ,=

σN = 0.

Together with Lemma 10, the maximized revenue can be achieved from binding

LDICs. Thus, with a particular risk (i.e., known variance), DOs will surely obtain a

lower utility, while SP will be beneficial from the random contracts. This statement is

proved and explained in Section 4.3.2 by two propositions. We present the details of the

algorithm in Algorithm 5.

We can easily obtain the service price of the type-1 random contract through the
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binding IR constraint. Assume that all the variances are unknown except variance

boundary σ. We first calculate the type-2 price with the boundary. According to Fig.

31, we set up an indicator “sig = 0” to denote that the total random contract prices

are lower than the deterministic contract prices. Otherwise, “sig = 1” means that the

random contract prices have already exceeded the deterministic prices. If the sum of

random contract prices is lower than that of deterministic prices, we will check the next

type’s price with the variance boundary. It is possible to improve the price with a

random service level compared to the deterministic price. Until the sum is greater than

the deterministic prices, the algorithm will turn to calculate the price with zero variance.

Assume that P̃m is the first assigned price that S(P̃m) ≥ 0 holds, we can conclude that

P̃m > Pm. According to Lemma 8, all the subsequent prices of random contracts satisfy

that P̃m+1 > Pm+1. Therefore, there is no revenue loss in the random contracts starting

from the current type m. When pricing the types i (∀i ∈ {i, . . . , k}) participants, the

contracts will offer a random service level with a variance to type-j (∀j ∈ {1, . . . ,m})

participants, while offering a deterministic service level to the other (k − m) types of

participants.

We present the other flowchart in Fig. 3 to illustrate the calculation of prices P̃j (∀j ∈

{k + 1, . . . , N}). Suppose that the random contract offers a price that can compensate

for all the lower types’ loss with the upper bound σ. In that case, the other types’ prices

can be revised accordingly based on any deterministic price, which is shown on the left

side of Fig. 32 (denoted with the dotted rectangle box). Otherwise, we have to charge

more on the higher types with the lower bound of variance σ = 0. As shown on the

right side of Fig. 32 (denoted with the solid rectangle box), we can turn to reduce the

upward constraints so that their type of contract can provide the reservation utility. We

prove this statement in Lemma 161, which is also explained by Bolton [44].

4.3.2 Feasibility of Random Contract

In this subsection, we will analyze the impact on DO’s utility and SP’s revenue when

introducing the randomness through the following propositions.

Proposition 2 For any contract satisfying Assumption 1, the optimal deterministic
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Figure 31: Flowchart of Algorithm 1 (a).

Figure 32: Flowchart of Algorithm 1 (b).

contract provides no lower utility than that of any random one, which is expressed as

U∗(T̃i, Pi; θi) ≤ U∗(Ti, Pi; θi). (176)

Proof 11 According to the solution (169), we have

U∗(T̃i, Pi; θi) =
i−1∑

j=1

{
E[V (T̃j ; θj+1)]− E[V (T̃j ; θj)]

}
+∆(θj), (177)

where ∆(θj) = h(θ1)− h(θi).

We transform the the first term on the right side of equation (177), which is expressed
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as

̟ =
i−1∑

j=1

{∫ +∞

−∞

[
V (T̃j ; θj+1)− V (T̃j ; θj)

]
dF (T̃j)

}

=
i−1∑

j=1

{∫ θj+1

θj

E[V2(T̃j ; k)]dk

}
.

(178)

For the random variable T̃i, we can obtain that T̃i = V −1(τ, θi) by setting τ =

V (T̃i, θi). Thus, we have V2(T̃i, k) = V2(V
−1(τ, θi), k). Then we obtain the second

derivative of V2(·) with respect to T̃i, which is given by

∂V2

∂T̃i
=

dV2
dτ

·
dτ

dT̃i
=
V21
V1

=
ν2
ν
. (179)

where V21 = V12 = ν2 and V1 = ν. 2 Then we obtain the result by rearranging the

derivative, which is expressed as

∂2V2

∂T̃i
2 =

∂

∂T̃i

(
ν2
ν

)
=
ν21ν − ν2ν1

ν2
=
ν12ν − ν1ν2

ν2
=

∂

∂θi

(
ν1
ν

)
. (180)

According to Assumption 1 and the utility function proposed in this work, we have

∂2U
∂T 2 = V11 = ν1 and ∂U

∂T
= V1 = ν. Thus, ∂2V2

∂T̃ 2
< 0, which means V2 is concave. Then

according to Jensen’s inequality, we have

̟ =
i−1∑

j=1

∫
E[V2(T̃ , k)]dk ≤

i−1∑

j=1

∫
V2(T, k)dk. (181)

Then we come to the conclusion that U∗(T̃i, Pi; θi) ≤ U∗(Ti, Pi; θi). We complete this

proof in a general form, which means any set of contracts satisfying Assumption 1 have

the same conclusion.

From proposition 2, we can get to know that random contract will reduce the utilities

of DOs, which means the slashed part may be converted to the profit of SP. We will

prove that it is possible for random contracts to catch up to deterministic contracts in

profit.

Proposition 3 For the feasible sets of random contract (T̃i, P̃i) with θ1 < · · · < θk

2V (Ti, θi) is continuous in Ti and θi, thus, we have V21 = V12.
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and σi 6= 0, there exists at least one optimal random contract provides at least as much

expected revenue as the deterministic one if the total number of types k is big enough,

which is expressed as

R∗(T̃i, P̃i; θi) ≥ R∗(Ti, Pi; θi). (182)

Proof 12 We define K(Ti, θi) = E[V (T̃i; θi)] and set N(Ti, θi) = V (Ti, θi) −K(Ti, θi).

Together with equation (172), we have the gap between prices, which is expressed as

P ∗
i − P̃ ∗

i =
i−1∑

j=1

{∫ Tj+1

Tj

N1(x, θj+1)dk

}
+ P ∗

1 − P̃ ∗
1 . (183)

According to equations (139) and (140), we have





N1 = V1 −K1 < 0,

N12 =
∂(V2(·)−K2(·))

∂T
= V21 −K21 < 0.

(184)

The gap is decreasing in Ti and θi. Therefore, with the variance σi 6= 0, we can finally

find out a feasible P̃i that P
∗
i ≤ P̃ ∗

i and R∗(T̃i, P̃i; θi) ≥ R∗(Ti, Pi; θi).

4.4 Numerical Results and Analysis

This section will first calculate the future transaction fee price and other practical

parameters in a risk-neutral market. Together with the parameter setting, we present

the performance and expenditure comparison between the random and deterministic

contracts, as well as the sidechain and main chain. Finally, we also verify the feasibility

of the proposed random contract.

We collect the real data of Ethereum in the past two years, including 732 days

average transaction fees [155]. Without loss of generality, we fit the price fluctuation

with Brownian motion with the differences in logarithmic prices. We first obtain the

logarithmic difference through the following equation, which is expressed as

di = log(Ci)− log(Ci − 1), (185)

where Ci denotes the price of day i. Then we have the mean and variance of the
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Table 10: Parameter Setting

Parameters Values

Latest Average Transaction fees C = 2.927
The percentage drift µ = −0.0035
The percentage volatility σ = 0.3142
Confirmation period T̄ = 2
The number of types N = 10
Pre-defined coefficient β = 0.1, γ = 0.5
Discount factor αi = {0.1, 0.2}
The number of lower-types k = 6

logarithmic difference sample data, which is expressed as

µ =
731∑

i=1

di/731 (186)

and σ =

√√√√ 1

731

731∑

i=1

(di − µ)2. (187)

With historical data, we can calculate sample mean µ = −0.0035 and sample variance

σ = 0.3142. According to the sidechain white-paper in [136], a typical confirmation

period T̄ is on the order of a day or two. We define a different discount factor of

the transaction fee for the lower-type and higher-type DOs, respectively, with αi =

0.1, ∀i ∈ {1, . . . , k} and αi = 0.2, ∀i ∈ {k + 1, . . . , N}. We assume the number of

DO types is N = 10 with θ = {5, 6, 7, 8, 9, 12, 14, 16, 17, 20}, and the types follow a

uniform distribution with G(θi) = 0.1. In the proposed design, the number of higher-

type contracts providing deterministic items with σi = 0 is assumed to be 4, so the

number of lower-type contracts is k = N − 4 = 6. The main parameters are shown in

Table 10.

We present the optimal service level T ∗
i for each DO’s type in Fig. 4. With the

different coefficients β, we can observe that all the optimal solutions are practical since

the offered services are greater than the demands θ. The trend of T ∗
i is increasing in

DO’s type, which is consistent with Lemma 5 in Section 4.3.1. Moreover, the optimal

service level decreases as the coefficient β is growing. When β = 1, T ∗
i almost equals its

corresponding demand. In this work, we present the deterministic and random forms

of the contract design. The optimal service level is the fixed allocation offered by the
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Figure 33: Optimal service level T ∗
i .

deterministic contract. Compared to the deterministic contract, the proposed random

contract provides a random allocation, a random variable that follows the normal dis-

tribution with a particular mean T ∗
i and variance σi. Considering the uncertainty of

network and miners, SP offering a random allocation to the DOs with less risk-aversion

is practical. Especially in the decentralized sidechain network, SP cannot control and

schedule all the transaction procedures. Thus, SP will only assure a few types of DOs

that they can obtain deterministic allocations.

To further analyze the parameters’ impacts on the optimal results, we take type-

1 DO’s service level as an example, showing the changes in optimal results when the

coefficient β and discount factor α vary. As shown in Fig. 34, we can observe that the

optimal service level can achieve a high value if reducing the discount factor. With a

smaller discount factor, SP can interact with the main chain at a lower transaction fee

cost, incentivizing SP to improve its service level for a more significant profit. Since we

adopt the exponential functions to formulate the utilities, the trend of optimal results

would be drastic. Thus, we use the coefficient β to relax the trend. In Fig. 34, only the

values exceeding the demand are valid. The levels achieve a peak at around β = 0.1. All

the peak levels are greater than the demand. After the peak values, the optimal service

level decreases as β is growing and seems to plateau, starting from β = 0.4. Therefore,

Fig. 34 allows us to determine the feasible sets of these two parameters. For the following

simulations and analysis, we set the parameters to β = 0.1 and α = {0.1, 0.2}.

Fig. 35 shows the price assignments comparison between the random contract and

deterministic contract. We can observe that all the prices increase in DO’s types, which
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Figure 35: The price assignment for deterministic and random contracts.

substantiates the Lemma 6. For type-1 contracts, the price of deterministic is higher

than the random contract due to Lemma 7. Through the algorithm 4, we have P1−P̃1 >

P̃2 − P2, but P1 − P̃1 < P̃2 − P2 + P̃3 − P3. That means the prices of type-3 and

type-2 can compensate for the loss on type-1. Through the algorithm 5, we come to

the same conclusion. Besides, the gap between deterministic and random contracts

is decreasing, as the claim in proposition 3. Starting at the third type, the prices

of random contracts are higher than the deterministic ones, confirming the Lemma 8.

With unknown variance, we cannot determine a specific price from the binding LDICs of

random contracts. We can only obtain the price with a variance boundary and binding

LDICs. Once there exists a price P̃i can compensate for all the loss, we have to stop

using it and turn to revising the price obtained in deterministic contracts by adding the

difference P̃i−Pi. If we assume all the lower-type contracts share the same variance, we

find out that the IC condition cannot hold within some contracts. With the parameters

in Table 10, we can obtain type-3 price, which can compensate for the loss on type-2

and type-1 DOs, so that the following prices can be modified by adding P̃3 − P3. We
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Figure 36: Revenue provided by random and deterministic contracts.
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Figure 37: The expenditure comparison between main chain and sidechain.

can work out an accurate price with the known variance that makes the LDIC binds at

optimum. Thus, the prices of random contracts with known variance are higher than

the other cases.

With the parameter setting and price assignments, we can obtain the revenue com-

parison between the random and deterministic contracts in Fig. 36. Given P̃1 < P1

in the last figure, we have R̃1 < R1. The following prices are increasing and remain

greater than that of deterministic contracts. Fig. 36 depicts that the proposed random

contract’s revenue dominates any deterministic one except for the first one. By such

design, even though the highest-type DOs select type-N − 1 instead of type-N contract,

SP will not suffer losses. Based on the numerical results, the random contracts can

improve the revenue by an average of 24.70% compared to the deterministic contracts.

Together with the average predicted transaction fee C, we have the average cost Ci

for each type-i in the main chain, which is expressed as

Ci = T ∗
i · C. (188)
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We can observe that the prices of the proposed contracts applied in the sidechain

are lower than the average transaction fees in the main chain except for the highest type

DOs. Due to binding LDICs, type-(N − 1) contracts can provide the highest-type DOs

with reservation utilities, which means the type-N DOs have the option of choosing

type-(N − 1) contracts. If so, SP remains profitable, according to Fig. 37. For all the

efficient price assignments, the service payments can be reduced by an average of 44.65%

compared to the main chain’s cost.

To verify the IR and IC conditions of proposed contracts, we select two representative

types of DOs, plotting the utilities with all types of random and deterministic contracts.

No matter under the random or deterministic cases, Fig. 38 shows that type-4 DOs can

obtain the maximized utility only when signing its type or downward neighboring type

contract. Moreover, the deterministic contract curve locates upper than the random one

because the random contracts make a substantial profit at the expense of DOs’ utility.

We can come to the same conclusion in Fig. 39. Both of the two figures can prove the

IR condition holds due to the non-negative utilities provided by their type contracts.
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4.5 Summary

In the conventional public blockchain network, the growing transaction fee leads to

more and more pending transactions waiting in the pool. Such a scalability issue has

become a severe handicap for all DOs. By applying a sidechain linked to the main

chain, the proposed scheme can provide proper pricing and transaction management for

heterogeneous device owners in the smart community. We propose a random contract

model under asymmetric information for the sidechain network. Concerning the uncer-

tainty of network and miners’ effort, we develop a pricing scheme for SP and distribute

a random allocation to DOs according to their risk-bearing capability. Specifically, with

the increasing risk-aversion assumption, we design a series of contracts with random

items, which maximize SP’s revenue and bring an equal or more considerable revenue

than the deterministic contract. We present several lemmas to prove the superiority of

random contracts. Together with the GBM model, we adopt real data of the average

Ethereum transaction fee and determine the sidechain price assignment in the simulation

Section. We demonstrate that the proposed random contract is dominant by comparing

the deterministic contract and fees on the main chain.

This work only considers the pricing strategy for transaction recording. Since the

transaction fees are determined solely based on the transaction validation and indepen-

dent of the mining process, the transaction service pricing includes no mining reward.

The service payments collected by the sidechain service provider will be finally issued

to the miners in the form of the transaction fee. Generally, the price is affected by

supply and demand. The same is true for transaction fee pricing. A proper price can

incentivize both the miners and participants, contributing to the blockchain network’s

performance improvement. Using the game-theoretical approach to defend the node

collusion or other malicious behaviors is a promising and significant topic, whereas it

is not the focus of this work. Nevertheless, the proposed incentive mechanism can be

built atop any consensus layer or security protocol. As an extensive form of the public

blockchain, the sidechain is advantageous in reducing the pending transactions number

and saving transaction fee costs [15]. A significant challenge of this random contract ap-

proach is to estimate and forecast the probability distribution of sidechain performance
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on recording the transactions. The other difficulty is verifying the ex-post service levels

offered by a sidechain. Fortunately, with the advances in optimization and machine

learning techniques, we can obtain an accurate probability distribution regarding the

performance of recording transactions. Furthermore, such techniques combined with

cryptography allow us to measure and verify the ex-post service level.
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5 Future Work and Conclusion

Cryptoeconomics is a new interpretation of blockchain, but the relevant research is

scant. For this reason, we study three categories of economic incentives in cryptoeco-

nomics: penalty, reward, and transaction fee. In this dissertation, we first focus on

security deposit pricing. To deal with the issue that a fixed security deposit has violated

the no entry-limitation principles of the public blockchain, we design a set of flexible

security deposits, enabling the participants with various budgets to be able to join the

network. We can ensure the economic incentives through flexible security deposits with-

out reducing the security incentives. Then the second work devises a cyber-insurance

framework to resist the potential cyber-attacks in PoS-based networks. A representa-

tive example of the “potential cyber-attacks” is a discouragement attack. We calculate

the loss function of discouragement attacks and use a hierarchical game model to de-

sign the cyber-insurance contract for the victims and blockchain infrastructure. In the

last work, we propose a random-contract-based scheme to maximize the sidechain ser-

vice provider’s revenue and assign the service buyers the feasible service price under the

framework of a sidechain linked to the public blockchain. We systematically demonstrate

random contracts’ superiority under the increasing absolute risk-aversion assumption.

By applying Geometric Brownian Motion, we study service pricing in different cases.

This dissertation only covered a minor part of incentive issues. The relevant research of

cryptoeconomics is still in its infancy. Below listed are some topics of our future work:

5.1 Voting Weight

Ethereum has made great strides in the attempts to transit from Proof-of-Work

(PoW) to Proof-of-Stake (PoS). The security of Ethereum 2.0 is dependent on the quan-

tity of security deposits and the assumption of a deposit-weighted majority rather than

a tremendous computation. By voting, all participants will be able to implement vari-

ous blockchain functions, with the voting weight based on the number of deposits they

have made. Furthermore, abundant resources of nodes (e.g., network bandwidth and

storage) are crucial to the smooth operation of a blockchain network. In conclusion, the

security and functionality of a PoS-based blockchain are remarkably correlated with the
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Figure 40: Three types of weight assignment.

security deposit, voting weight, and node diversity. However, there is scant research on

these aspects. This work aims to use a Tullock contest to present a weight assignment

scheme and a grade-based signaling model to investigate deposit strategies. Regarding

the performance as a grade and the security deposit as a costly signal, the combined

model enables the blockchain to motivate participants’ implemented performance level

and the participants’ strategies on deposit submission. To obtain the heterogeneous

participants’ Nash equilibrium of the Tullock contest and the equilibrium sets of the

grade-based signaling model is the difficult point of this work. We have reviewed the

three major type weight assignment, which is shown in Fig. 40.

5.2 Crypto-asset value stabilization

Crypto-assets are a type of digital assets, which are designed using the decentralized

ledger technology. The practical examples includes Bitcoin and stablecoin. BitUSD,

the first stablecoin initiative, was launched in 2014 and was collateralized by other

cryptocurrencies rather than fiat assets. The groundbreaking digital asset was created by

two future cryptocurrency industry leaders, Dan Larimer (EOS) and Charles Hoskinson

(Cardano). Tether, which was created in November 2014, has played a critical part in

the emergence of cryptocurrencies and is the most well-known stable asset now on the

market.

Considering the significant fluctuation of crypto-assets, we aim to offer insurance

contracts to the crypto-assets owners, ensure the value will not drop below the reserved
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price within a required time span. We establish an insurance framework using contract

theory, the items include time span, reserved value, risk type. Insurer needs to evaluate

the risk type of participants in advance. The contract items are determined by using

Option Pricing Model and risk parameters. If the risk level (according to risk parame-

ters) is high, the insured crypto-assets will be liquidated through automated auctions by

using the smart contract. The goals of this work include: 1) A Risk-sharing Decentral-

ized insurance, 2) Transfer the financial risk to option market, and 3) Protect insurant

against both technical and financial risks.

5.3 Conclusion

As we discussed before, Bitcoin is the first as well as the most significant instance

of cryptoeconomics. The integration of cryptography and mechanism design sparks a

revolutionary shift from a traditional P2P network to a blockchain network.

Although cryptography is robust when assuring the security and privacy of a system,

the cost of development and deployment is increasingly expensive due to the unpre-

dictable attacks and risks. According to Vlad’s talk in [5], cryptoeconomics can benefit

the following issues: 1) The dis-incentivization of Byzantine faults: Bitcoin uses the

Proof-of-Work consensus and incentive mechanism to solve the Byzantine general prob-

lem. 2) The “individual rationality” of deciding whether to run a node on a blockchain

protocol: how does the incentive mechanism maximize the users’ utilities when running

a node on blockchain. 3) The economic barriers to Sybil attacks: A proper economic

incentive mechanism is able to resist Sybil attacks without Proof-of-Work.

Based on the explanations and analysis of cryptoeconomics research, we can con-

clude the scenarios in which cryptoeconomics can be applied as follows: 1) Security of

lower layer interactions: any channel between a pair of participants, e.g. state channel

and payment channel. 2) Light clients: how should we design a fast and feasible in-

centive mechanism for a group of participants and deploy it in a decentralize system?

3) Decentralized Applications: encourage the users’ participation and activity. 4) DoS

resistance of off-chain protocols: guarantee the security of on-chain assets and motivate

the efforts of off-chain users. 5) Blockchain-based peer to peer markets: incentivize the
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participants from the different chains to interact in a desired way.

This dissertation has attempted to deal with the security deposit pricing for the light

clients and enabled the incentive mechanisms to serve for a group of participants. Also,

we have analyzed the interactions among various parties involved in a blockchain-based

market, designing the compensation scheme for the victims so that we can regulate the

participants’ behaviours. Finally, we have considered the off-chain transaction fee pricing

for a sidechain service provider, and motivating the efforts of off-chain users. There are

still lots of research gaps within the cryptoeconomics area, we hope this dissertation can

serve as a reference for the later research.
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